This document contains proposed changes and comments extracted from the ITU-T review of draft-ietf-mpls-tp-survive-fwk-02 where those changes or comments have not resulted in direct changes to the document.

Proposed change section 1
Protection switching is an autonomous process and triggered without managemenet or control plane involvement makes use of pre-assigned capacity between nodes, where the simplest scheme has one dedicated protection entity for each working entity, while the most complex scheme has m protection entities shared between n working entities (m:n).

Change rejected. According to the dictionary definition of 'autonomous' protection switching is not autonomous in that it relies on triggers. These triggers will usually be data plane or OAM triggers, but protection switching may also be triggered by management or control plane events.

Comment M8
So which aspects of 4427 & 4428 are applicable to MPLS-TP? 

Do we plan to define restoration without a control plane – possible but it would require 10s of seconds if OSS based

It seems impossible to prevent OSS-based restoration. It is agreed that such restoration might takes tens of seconds in some systems and for some topologies. On the other hand, there exist deployed TDM networks with OSS-based restoration that acts very fast.

Proposed change section 1

Thus, some of the MPLS-TP recovery mechanisms do not depend on a control plane and use of MPLS-TP OAM mechanisms or management actions to trigger protection switching across connections that were set up using management plane configuration.
Change rejected. English was correct. Comma now inserted for clarity.
Comment M9

Protection vs. restoration?

See M8. Both protection and restoration operate with and without a control plane.

Comment M11

Localozation is only required to the level of a recovery domain – no need to localize to a node/link to trigger protection.

Localization is needed to the level at which recovery is provided. In particular, in restoration, it may be desirable for the restoration path to avoid only the failed resource rather than the whole of the working path.
Proposed change section 1

The term 'trigger' is used to indicate any event that may be used to activate protection action.

Change rejected. The existing text was carefully chosen to define trigger as used in this document. In particular, an implementation may choose (according to policy) to not take protection action on receipt of a trigger.
Comment M12

As stated above 4427 assumes a control plane.

This is why the word 'similar' is used, and why the previous text explains that operation in the absence of a control plane is also included. Clarification of this point has been added to an earlier paragraph.
Comment M16
Also applies to restoration – If this level of detail is provided in the introduction it should also cover revertive recovery.
The use of 'such as' is intended to indicate an example. Listing all examples would be pointless.

Comment M18
Is this framework intended to apply to PWs and MS-PWs?

No. See text in Abstract.

Comment M19
If the link is recovered (vs. the segments on the link) how can only a subset be recovered?

See section 4.4.1 (the Introduction shouldn't attempt to explain everything!)
Comment M20

Adjacent nodes, or ?
Yes, if the link is between two nodes, you would probably call them adjacent, wouldn't you?
Comment M25
Since the two directions are routed independently why would we need to invoke bi directional recovery?
There is no requirements, however, if fate sharing is selected by the operator, then bidirectional recovery would be enabled. We do not seek to restrict the operator's options.
Comment M29
The reference model in MPLS-TP OAM only describes the OAM (detection) aspects not the recovery aspects. 

GA: Protection requires the relevant information in the OAM to activate protection switching rather than just the availability of OAM

Comment M31
PW is end to end only

This statement is of dubious veracity. But the details of PW recovery are out of scope for this document.
Comment M32

Applies to nested restoration domains as well. 
True, but this paragraph is about layers.

Comment M33

Not appropriate to use the term “layer”
Unclear why it is inappropriate to use the term "layer" when describing a layer as used in G.805.

Comment M34

Support of the tools is mandatory use of the tools is optional
Correct. The text does not contradict this.

Comment M36
Please define “types of traffic” the draft is about protecting LSPs, links. Use of the term “types of traffic” could imply that recovery is on a per class of service within an LSP.
You have correctly interpreted the text. No further clarification is needed.

Comment M38

Is RFC4427 or G.808.1 the normative definition for terms that are defined in both?
Please see the first paragraph of Section 2.
Comment M39
Is the term “repair” used in this context in this draft or in the more general context of (physical) replacement of a failed component (e.g. circuit pack).
The term "repair" is always qualified with respect to what is being repaired.
Comment HvH43

The danger of summarizing is that is allows for editors interpretation, it is better to point only, or quote exactly, it is proposed to mention the requirement numbers only, an dif necessary quote exactly the text.
This is a good point (and see the problem created in Comment G44 and the proposed change to Section 3.1 bullet 4). However, it is considered helpful to the reader to provide an overview of the objectives of the work.

Proposed change section 3.1

Recovery must be applicable to links, transport paths, segments, concatenated segments, connections and end-to-end LSPs and PWs (57).

This change is rejected in favor of adherence to the concepts used in R57 of RFC 5654.
Proposed change section 3.3
* sharing of resources between protection paths that will not be required to protect the same fault (69).

Change rejected. Original language was correct.
Proposed change section 3.4
Traffic protection in rings must include
Colon retained for RFC Editor house style.

Comment G48
This does not apply to a ring architecture. This should read that protections switching time shall not exceed 50 ms …
This is taken from R96 of RFC 5654 which was reviewed by (and, indeed, based upon text suplied by) the SG15 experts.
Comment YT51

In 4.1, subsections under it just explain/repeat the backbround of clause 3.5 to 3.7 (or soften requirements in sec 3), therefore they produce nothing valuable. And they are not MPLS-TP specific. I am not sure this subsections are really required.
No change made. It is felt that this text will help IETF participants to understand the concepts introduced.

Comment M54

In which context is the term repair used here? If it is in the 4427 context how is this different from redirecting traffic onto paths that avoid the failure?
The word 'repair' is used in the phrase 'repair network resources'. It should be clear what this means.
Comment M55

How? The term “fault management” is normally used in the context of an OSS
Observe that an APS protocol provides in-band OAM-based fault management.
Comment M56 
How would the control plane be aware of the fault if the control plane and forwarding plane are independent (as per the requirements).
One might equally state that the management plane and data plane are independent. Yet the management plane can find out about faults. Within an implementation of a node, communication between the planes is possible – this is how the NMS manages to program the cross-connects in the data plane.
Comment M57

The operator may prevent recovery or invoke protection restoration for “operational reasons” e.g. to allow routine maintenance. Not clear how an operator would invoke recovery after a failure.
By directing the setup of a restoration path.

Comment M58
Should reference G.808.1 for the description of these actions.
The whole document is in the context of G.808.1. See Comment M38
Comment M59
This should be related to the recovery domain concept - policies apply only within the context of a domain. A policy on an end to end path cannot impact the policy applied to a segment (that may be in a different administrative domain.
This is not true. An end-to-end path instantiated through management can be subject to contracts or SLAs that apply policies to the survivability of an LSP. The same is true for LSPs established using the control plane. Consider, for example, an unprotected LSP.

Comment M63

Exerciser in G.808.1? 

Yes

Comment M64

Manual/forced switch in G.808.1?
Yes
Comment G65
This should be covered by external commands.
Yes, that is why it is described here along with other manual control.

Comment M66

Presumably this would only occur if (automatic) recovery was not provided for the failed service. In which case the action would be to reroute and reprovision the path (from the OSS). Is this recovery within the context of this draft?
Yes, it is. But you should also note that when protection switchover is locked out, an operator may unlock protection upon seeing a fault report.

Comment M67

Should reference G.808.1 for the definition of these conditions.
See comment M58
Comment M70
The reaction of the protection (or recovery) state machine to the inputs it receives is independent of the management plane and control plane. The management plane may provide some input (e.g. lockout; forced switch). The control plane cannot influence the protection state machine.
The first two of these assertions are contradictory; a lockout clearly influences the reaction of the protection state machine.
The third assertion is false; lockouts may be conveyed to a network node through the management plane or through the control plane.
Comment M72
In G.808.1 this is refered to as APS signalling. OAM and APS may use an Ach but they will be different instances.
As observed in note 5 at the top of your review: in ITU-T APS is a generic term used in different methodologies and does not provide a solution. 
OAM is used here to mean "Operations, Administration and Maintenance" as described in draft-ietf-opsawg-mpls-tp-oam-def. 

Comment M73

Isolation is not required to trigger recovery
This is correct. Nevertheless, fault isolation may be achieved through OAM signaling. Fault isolation may be a useful component of restoration. It is certainly essential for repair of the faulted component.

Comment M74

Degradation is normally determined by the processing of AOM messages (e.g. to determine loss or delay defects)

Correct. And degradation conditions may be sgnaled using OAM signaling.
Comment M75

OAM can only trigger recovery, APS signalling is used for control/coordination.
See comment M72

Comment M77]

Does this support “make before break i.e. a new path is established before the old path is withdraw. Where is this described – please provide a normative reference.
Yes. Reference to draft-ietf-ccamp-mpls-graceful-shutdown has been added.
Comment M78

Insert 4.5 and 4.6 here
Unclear what benefit this reordering would achieve. 
Comment in section 4.2

[Comment: the following Sections: 

4.2.1 Span Recovery 

4.2.2 Segment Recovery 

4.4.1 Link Level protection 

4.4.3 Protection Tunnels 

All appear to be attempting to describe the same construct. 

We should use the term “tunnel” to refer to a server aggregation construct that carries one or more client LSPs. The tunnel may be protected i.e. we have a working tunnel and standby tunnel. If the working tunnel fails then the client LSP’s are carried by the standby tunnel.]
The concepts described in these sections are different and require different techniques. The term "tunnel" has a specific meaning in MPLS, and its use here might be confusing.
Comment M79

How is this different from link recovery
Link recovery is the recovery of a link. Span recovery is the recovery of a span. This section should be read carefully to understand the difference between a span and a link.

Comment YT80

In 4.2.1 and 4.2.2 there seems to be the overlapping item between single (one hop) segment and {span or link. 

For those clause, it could be better restructure 

- link 

- single segment 

- multiple segments (i.e. TCM)
Segment protection relates to the protection of a single hop of an LSP.

Span protection refers to the protection of an adjacency.

Thus, they are different.

Comment HvH81

So, what is a span? A TE link or a data link.
Neither. A span is the hop between adjacent nodes as described in the text.

Comment M83

Segments must be independent each “domain” has a recovery segment: 

How about dual node interconnect between domains?
This comment makes no request for action and asks a question outside the scope of this section.

Proposed change to section 4.2.3
End-to-end recovery may be provided as link-diverse and/or node-diverse recovery where the recovery path shares no links and/or no nodes with the recovery path.

Note that a node-diverse path is necessarily link-diverse. See comment M86

Comment M86

Not always. For example the server layer paths may be multiplexed onto the same cable/fiber or wavelength at some remote site.
Link diversity applies to a single layer.

Shared risk diversity and lower layer diversity issues are discussed in section 4.6.2.

Comment M87

Should use the term allocated since in 1+1 traffic is always sent on both paths thus the protection resources are always in use.
As described immediately afterwards, in the case of 1:1 protection, the term "allocated" would not be appropriate in every situation.
Comment M88
In 1:1 the resources are assigned but not allocated i.e. the LSP is known but traffic is not placed on the protection path until a bridge is invoked (e.g. as the result of a fault). The resources are only allocated when the traffic is actually being carried by the protection chanel.
That is why the term "assigned" is used. See Comment M87.
Comment M89

How is this relevant since extra traffic is not supported in MPLS-TP
MPLS-TP supports extra traffic. RFC 5654 says:
Note: Support for extra traffic (as defined in [RFC4427]) is not required in MPLS-TP and MAY be omitted from the MPLS-TP specifications.

Comment M90

What is shared? The label on the path or the resources (bandwidth) to support the path. Assign vs. allocate.
The text says:

In shared protection, the resources for the recovery entities of several services are shared.
Thus, it is the resources that are shared.
Comment M94

How is this relavent if m:n is not supported?
The fact that there is no requirement to support m:n protection [RFC5654] is not the same as there being a requirement to not support m:n protection. It is clear that MPLS-TP can support m:n protection if it is available in the implementations.
Comment M95

Why do we need this section if Extra Traffic is not supported?
See comment M89
Comment M99

Even if the resources are pre-assigned as described in the paragraph above?
Indeed. See the final paragraph in this section.
Comment M101

Is this different from the pre assignment described above?
Yes. As previously noted (Comment M5) there is a distinction between selection and assignment.
Comment HvH102

It would be good to describe why revertive operation is required

R73 or RFC 5654

Comment G105

The terminology used is not consistent through the document
We believe that the terms "revertive" and "non-revertive" are now used consistently.
Comment YT110

the protecion diagrams of (1) and (2) should be clarified in terms of scheme as described such in 4.5.1.1.1.

The concepts of full and partial protection described in this section are orthogonal to the concepts of linear protection described in 4.5.1.1.1
Comment  G113

Terminology used is different from other sections. Recovery entity is used rather protection entity.
Correct. A protection entity is a special case (when protection is being performed) of a recovery entity. As pointed out in comment YT107, this whole section applies to protection.
Comment M114

How is this different from link protection
A protection tunnel may be used to protect against a failure in any of a sequence of links/spans.
Comment G123

I do not see the difference between the two
A protection domain offers protection. A recovery domain offers recovery (i.e., protection and restoration). Otherwise, there is no difference.
Comment M124

What is special? The domain construct also applies to restoration.
As per G123. There is nothing special except getting the terminology appropriate to the discussion of protection in this section.
Comment M126

What is being shared – the resources of the links or the label for protection.
Per comment M90 and the text in this paragraph, it is the resources that are shared.
Comment M127

In 1:n the assignment of protection is shared by multiple working paths and hence by definition it can only protect a single working path.
As an observation on 1:n protection, your comment is true. However, in general, it is possible that one protection resource can protect more than one working LSP. Consider, for example, a protection tunnel of capacity 2x protecting n LSPs each of capacity x.
Comment M128

The mesh is reduced to a point to point topology...
Good catch! The document is missing a section on shared mesh.
Comment M135

What is shared the label of the path or just the resources supporting the path.
See comments M90 and M126

Comment M137

See comment about this above
See comment M127
Comment G139

Perhaps it should say Events that triggers protection switching
Yeah, I'm beginning to wish we had selected the terminology differently. Bt we are pretty much stuck with the existing definition of a trigger.
Comment M142

Should the defect detection process be described in the OAM framework instead of this document.
In general, yes. And if the description is missing from that document, you should comment accordingly. However, it seems useful to give an overview in this document.
Comment M144

APS signalling should be carried by the Ach and MUST be independent of the control plane.

An  interesting comment, but there is no mention of APS or the control plane in the marked text.

Comment M145

Is the Ach inband in this context?
Yes.
Comment G146

Protection switching should operate independently from control or management planes. APS should be autonomous.
This assertion is unsubstantiated. It is true that it must be possible to operate MPLS-TP without a control plane. It is not true that all functions of MPLS-TP must be available without a control plane (for example, the control plane functions!). It is not true that functions must not be provided in the control plane as well.
Comment M147

MPLS-TP must operate in the absence of a control plane.
See G146

Also note that a control plane may be used for configuration but the availability may not be adequate to support recovery.
This is true, but sometimes it by be adequate. For example, for restoration.

Also if we need extensions why should we consider using them in MPLS-TP
Amusing! We clearly need OAM extensions and will consider using them in MPLS-TP. Everything will be extended as necessary/desirable.
Comment M150

Why must they have the same QoS?

Consider, for example, delay. LSPs will have certain requirements for end-to-end delay. Protection paths will often introduce additional delay (they will be longer than the working paths). It would be normal to group together those LSPs with similar delay requirements to share a protection path that introduces a certain delay.
Comment M156

Does this only apply to protection? Is so make an explicit scoping statement.
No, it applies to protection and restoration.
Comment M158

The control plane may configure protected connections or perform restoration. The control plane cannot configure the boundaries or policies of a recovery domain.
An interesting assertion. Consider that recovery domains in a mesh packet network may be exceptionally fluid and may exist per LSP. In this case, they can easily be configured using the control plane.
Comment M161

Layer and regions are independent concepts. It would be more appropriate to discuss nested/concatenated regions (domains) in the previous section.
Please see RFC 5212
Comment M180

For the purposes of recovery faults are only detected at a recovery domain boundary and the egress node initiates recovery within the domain.
This is true. Where the recovery action is restoration, knowledge of the fault location can significantly improve the establishment of a suitable restoration path.
Comment G182

Is the use of the term reacting correct? 

MIP can only read but not write information
We think this usage is correct. A MIP cannot autonomously initiate information, but it can respond to OAM messages targeted at it.
Comment M184

By definition recovery is between the edges of a recovery domain so how can additional knowledge be used? 
It may be possible to invoke rerouting after the initial recovery action to improve resource utilization.
See comment M180 and observe that rerouting will also require knowledge of the location of the fault.

Comment M189
Must be identical to the description of fault detection for protection. Note for high availability it is common to use both protection and restoration.

This section is discussing the use of the control plane for fault detection. This comment seems to be misplaced.

Comment M190
How does this apply to recovery? Why not simply use the already defined data plane OAM messages.
The text does not say that the control plane is used to test for faults. It says that it is used to coordinate testing for faults. For example, one might use the control plane to enable OAM on an LSP (or one might use the management plane).
Comment M191

Not required for recovery action which by definition are only initiated at domain boundaries where a MEP is present to detect the fault

See comments M180 and M184.

Comment G193

Why is this specific to this type of protection?

It isn't. The phrase "such as" is used to show that this is an example. Bidirectional protection in the presence of a unidirectional fault is perhaps the most striking example of the need for protection state coordination.
Comment M194

Is this for use by protection or restoration?
The section title is "Establishment of Protection and Restoration LSPs". You may safely assume that the protection LSPs are for protection, and the restoration LSPs are for restoration.

