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Abst r act

This specification proposes an update to | Pv6 Nei ghbor Di scovery, to
enhance the operation of IPv6 over wireless links that exhibit |ossy
mul ticast support, and enable a | arge degree of scalability by
splitting the broadcast domains. A broadcast-efficient backbone
runni ng cl assical |1 Pv6 Neighbor Discovery federates nultiple wreless
links to forma large MiultiLink Subnet, but the broadcast donmain does
not need to extend to the wireless links for the purpose of ND
operation. Backbone Routers placed at the wirel ess edge of the
backbone proxy the ND operation and route packets fromto registered
nodes, and w rel ess nodes register or are proxy-registered to the
Backbone Router to setup proxy services in a fashion that is
essentially simlar to a classical Layer-2 association
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1. Introduction

One of the key services provided by | EEE std. 802.1 [| EEEst d8021]

Et hernet Bridging is an efficient and reliable broadcast service, and
mul tiple applications and protocols have been built that heavily
depends on that feature for their core operation. But a w de range
of wireless networks do not provide the solid and cheap broadcast
capabilities of Ethernet Bridging, and protocols designed for bridged
networks that rely on broadcast often exhibit disappointing

behavi ours when applied unnodified to a wirel ess nmedi um
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| EEE std. 802.11 [I| EEEstd80211] Access Points (APs) deployed in an
Ext ended Service Set (ESS) effectively act as bridges, but, in order
to ensure a solid connectivity to the devices and protect the medi um
agai nst harnful broadcasts, they refrain fromrelying on broadcast-

i ntensive protocols such as Transparent Bridging on the wireless
side. Instead, an association process is used to register
proactively the MAC addresses of the wireless device (STA) to the AP,
and then the APs proxy the bridgi ng operation and cancel the

br oadcast s.

Classical |1 Pv6 [ RFC8200] Nei ghbor Discovery [ RFC4862] Protocol (NDP)
operations are reactive and rely heavily on multicast operations to
| ocate an on-1ink correspondent and ensure address uni queness, which
is apillar that sustains the whole IP architecture. Wen the
Duplicate Address Detection [ RFC4862] (DAD) nechani sm was desi gned,
it was a natural match with the efficient broadcast operation of

Et hernet Bridging, but with the unreliable broadcast that is typica
of wireless nedia, DAD is bound to fail to discover duplications
[1-D.yourtchenko-6man-dad-i ssues]. In other words, because the
broadcast service is unreliable, DAD appears to work on wirel ess
medi a not because address duplication is detected and sol ved as

desi gned, but because the duplication is a very rare event as a side
ef fect of the sheer anount of entropy in 64-bits Interface IDs.

In the real world, IPv6 nulticast nessages are effectively broadcast,
so they are processed by nost if not all wreless nodes over the ESS
fabric even when very fewif any of the nodes is effectively
listening to the nulticast address. It results that a sinple

Nei ghbor Solicitation (NS) | ookup nessage [ RFC4861], that is
supposedly targeted to a very snmall group of nodes, ends up polluting
the whol e wirel ess bandwi dth across the fabric
[1-D.vyncke- 6man- ntast-not-efficient]. |In other words, the reactive
| Pv6 ND operation | eads to undesirabl e power consunption in battery-
oper at ed devi ces.

The inefficiencies of using radio broadcasts to support |Pv6 NDP | ead
the conmunity to consider (again) splitting the broadcast domain
between the wired and the wirel ess access links. One classical way
to achieve this is to split the subnet in nultiple ones, and at the
extrene provide a /64 per wireless device. Another is to proxy the
Layer-3 protocols that rely on broadcast operation at the boundary of
the wired and wirel ess domains, effectively enulating the Layer-2
association at layer-3. To that effect, the current |EEE std. 802.11
specifications require the capability to perform ARP and ND proxy

[ RFC4389] functions at the Access Points (APS).

But for the lack a conprehensive specification for the ND proxy and
in particular the Iack of an equivalent to an association process,
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i npl ementations have to rely on snooping for acquiring the rel ated
state, which is unsatisfactory in a | ossy and nobil e conditions.
Wth snooping, a state (e.g. a new | Pv6 address) may not be

di scovered or a change of state (e.g. a novenent) may be nissed

| eading to unreliable connectivity.

In the context of |EEE std. 802.15.4 [| EEEstd802154], the step of
considering the radio as a nediumthat is different from Et hernet was
al ready taken with the publication of Neighbor Di scovery Optim zation
for 1Pv6 over Low Power Wreless Personal Area Networks (6L0oWPANs)

[ RFC6775]. RFC 6775 is updated as [I-D.ietf-6lo-rfc6775-update]; the
updat e includes changes that are required by this docunent.

This specification applies that sane thinking to other wireless |links
such as Low Power |EEE std. 802.11 (W-Fi) and | EEE std. 802.15.1

(Bl uetooth) [I|EEEstd802151], and extends [ RFC6775] to enabl e proxy
operation by the 6BBR so as to decoupl e the broadcast domain in the
backbone fromthe wireless links. The proxy operation can be

mai nt ai ned asynchronous so that | ow power nodes or nodes that are
deep in a mesh do not need to be bothered synchronously when a | ookup
is performed for their addresses, effectively inplenenting the ND
contribution to the concept of a Sleep Proxy

[1-D. nordmar k- 6nan- dad- appr oaches] .

2. Applicability and Requirenents Served

Ef fici ency aware |1 Pv6 Nei ghbor Di scovery Optimni zations

[1-D. chakrabarti-nordmark-6man-efficient-nd] suggests that 6LoWPAN ND
[ RFC6775] can be extended to other types of |inks beyond | EEE std.
802.15.4 for which it was defined. The registration technique is
benefi cial when the Link-Layer technique used to carry |IPv6 nulticast
packets is not sufficiently efficient in terns of delivery ratio or
energy consunption in the end devices, in particular to enable

ener gy-constrai ned sl eepi ng nodes. The val ue of such extension is
especially apparent in the case of nobile wireless nodes, to reduce
the multicast operations that are related to classical ND ([RFC4861],
[ RFC4862]) and pl ague the wirel ess nedi um

This specification updates and generalizes 6LoOWPAN ND to a broader
range of Low power and Lossy Networks (LLNs) with a solid support for
Duplicate Address Detection (DAD) and address | ookup that does not
requi re broadcasts over the LLNs. The termLLN is used loosely in
this specification to cover multiple types of WLANs and WPANs,

i ncludi ng Low Power W-Fi, BLUETOOTH(R) Low Energy, |EEE std

802. 11AH and | EEE std. 802.15.4 wirel ess meshes, so as to address the
requirenents listed in Appendix A 3
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The scope of this draft is a Backbone Link that federates multiple
LLNs as a single IPv6 MiltilLink Subnet. Each LLN in the subnet is
anchored at an | Pv6 Backbone Router (6BBR). The Backbone Routers

i nterconnect the LLNs over the Backbone Link and ermulate that the LLN
nodes are present on the Backbone using proxy-ND operations. This
specification extends | Pv6 ND over the backbone to discrininate
address novenent from duplication and elininate stale state in the
backbone routers and backbone nodes once a LLN node has roaned. This
way, mobile nodes may roamrapidly froma 6BBR to the next and
requirenments in Appendix A 1 are net.

This specification can be used by any wirel ess node to associate at
Layer-3 with a 6BBR and register its |IPv6 addresses to obtain routing
services including proxy-ND operations over the backbone, effectively
providing a solution to the requirenments expressed in Appendi x A 4.

The Link Layer Address (LLA) that is returned as Target LLA (TLLA) in
Nei ghbor Advertisenents (NA) nessages by the 6BBR on behal f of the
Regi stered Node over the backbone may be that of the Registering
Node, in which case the 6BBR needs to bridge the unicast packets
(Bridging proxy), or that of the 6BBR on the backbone, in which case
the 6BBRs needs to route the unicast packets (Routing proxy). |In the
|atter case, the 6BBR may nmamintain the Iist of correspondents to
which it has advertised its own MAC address on behalf of the LLN node
and the | Pv6 ND operation is minimzed as the nunber of nodes scal e
up in the LLN. This enables to neet the requirements in Appendi x A 6
as long has the 6BBRs are di mensioned for the nunber of registration
that each needs to support.

In the context of the the TinmeSlotted Channel Hopping (TSCH) node of
[ I EEEst d802154], the 6Ti SCH architecture
[I-D.ietf-6tisch-architecture] introduces how a 6LOWPAN ND host coul d
connect to the Internet via a RPL nmesh Network, but this requires
additions to the 6LOAPAN ND protocol to support nobility and
reachability in a secured and nanageabl e environnment. This
specification details the new operations that are required to

i mpl erent the 6Ti SCH architecture and serves the requirements |isted
i n Appendi x A. 2.

In the case of Low Power |EEE std. 802.11, a 6BBR nmay be col | ocated
with a standal one AP or a CAPWAP [ RFC5415] wirel ess controller, and
the wireless client (STA) l|leverages this specification to register
its | Pv6 address(es) to the 6BBR over the wireless medium 1In the
case of a 6Ti SCH LLN nmesh, the RPL root is collocated with a 6LoWPAN
Border Router (6LBR), and either collocated with or connected to the
6BBR over an |IPv6 Link. The 6LBR | everages this specification to
regi ster the LLN nodes on their behalf to the 6BBR |In the case of
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BTLE, the 6BBR is collocated with the router that inplenents the BTLE
central role as discussed in section 2.2 of [RFC7668].

3. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Readers are expected to be fanmiliar with all the terns and concepts
that are discussed in "Nei ghbor Discovery for |IP version 6"

[ RFC4861], "I Pv6 Statel ess Address Autoconfiguration" [RFC4862],

"I Pv6 over Low Power Wreless Personal Area Networks (6LOWPANS):
Overvi ew, Assunptions, Problem Statement, and Goal s" [ RFC4919],

Nei ghbor Di scovery Optim zation for Low power and Lossy Networks

[ RFC6775] and "Multi-link Subnet Support in |IPv6"
[I-D.ietf-ipve-nultilink-subnets].

Readers woul d benefit fromreading "Milti-Link Subnet |ssues"

[ RFC4903], ,"Mobility Support in IPve" [RFC6275], "Neighbor Discovery
Proxies (ND Proxy)" [RFC4389] and "Optinmistic Duplicate Address

Det ecti on" [RFC4429] prior to this specification for a clear

under standi ng of the art in ND proxying and bi ndi ng.

Additionally, this docunent uses terminology from|[RFC7102],
[I-D.ietf-6lo-rfc6775-update] and [I-D.ietf-6tisch-term nol ogy], and
i ntroduces the follow ng term nol ogy:

Sl eeping Proxy A 6BBR acts as a Sleeping Proxy if it answers ND
Nei ghbor Solicitation over the backbone on behal f of the
Regi stered Node whenever possible. This is the default node
for this specification but it may be overridden, for instance
by configuration, into Unicasting Proxy.

Uni casting Proxy As a Unicasting Proxy, the 6BBR forwards NS
messages to the Registering Node, transforning Layer-2
mul ti cast into uni cast whenever possible.

Routing proxy A 6BBR acts as a routing proxy if it advertises its
own MAC address, as opposed to that of the node that perforns
the registration, as the TLLA in the proxied NAs over the
backbone. In that case, the MAC address of the node is not
vi sible at Layer-2 over the backbone and the bridging fabric is
not aware of the addresses of the LLN devices and their
mobility. The 6BBR installs a connected host route towards the
regi stered node over the interface to the node, and acts as a
Layer-3 router for unicast packets to the node. The 6BBR
updates the ND Nei ghbor Cache Entries (NCE) in correspondent
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nodes if the wirel ess node noves and registers to another 6BBR,
either with a single broadcast, or with a series of unicast
NA(O messages, indicating the TLLA of the new router.

Bridging proxy A 6BBR acts as a bridging proxy if it advertises the
MAC address of the node that perforns the registration as the
TLLA in the proxied NAs over the backbone. In that case, the
MAC address and the nmobility of the node is still visible
across the bridged backbone fabric, as is traditionally the
case with Layer-2 APs. The 6BBR acts as a Layer-2 bridge for
uni cast packets to the registered node. The MAC address
exposed in the S/TLLA is that of the Registering Node, which is
not necessarily the Registered Device. Wen a device noves
within a LLN nesh, it may end up attached to a different 6LBR
acting as Registering Node, and the LLA that is exposed over
t he backbone will change.

Primary BBR The BBR that will defend a Registered Address for the
pur pose of DAD over the backbone.

Secondary BBR A BBR to which the address is registered. A Secondary
Rout er MAY advertise the address over the backbone and proxy
for it.

4. Overview
An LLN node can nove freely froman LLN anchored at a Backbone Router
to an LLN anchored at another Backbone Router on the same backbone

and conserve any of the |Pv6 addresses that it has forned,
transparently.
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Fi gure 1: Backbone Link and Backbone Routers

The Backbone Routers naintain an abstract Binding Table of their

Regi stered Nodes. The Binding Table operates as a distributed

dat abase of all the wirel ess Nodes whether they reside on the LLNs or
on the backbone, and use an extension to the Nei ghbor D scovery
Protocol to exchange that information across the Backbone in the

cl assical ND reactive fashion

The Extended Address Registration Option (ARO defined in
[I-D.ietf-6lo-rfc6775-update] is used to enable the registration for
routing and proxy Nei ghbor Di scovery operations by the 6BBR, and the
Ext ended ARO (EARO) option is included in the ND exchanges over the
backbone between the 6BBRs to sort out duplication from novenent.

Address duplication is sorted out with the Omer Unique-ID field in
the EARO, which is a generalization of the EU -64 that allows
different types of unique |IDs beyond the nane space derived fromthe
MAC addresses. First-Conme First-Serve rules apply, whether the
duplication happens between LLN nodes as represented by their
respective 6BBRs, or between an LLN node and a cl assical node that
defends its address over the backbone with classical ND and does not
i ncl ude the EARO option

In case of conflicting registrations to nultiple 6BBRs froma sane
node, a sequence counter called Transaction ID (TID) is introduced
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5.

that enables 6BBRs to sort out the |latest anchor for that node.

Regi strations with a sane TID are conpati ble and maintained, but, in
case of different TIDs, only the freshest registration is maintained
and the stale state is elimnated.

Wth this specification, Backbone Routers perform ND proxy over the
Backbone Link on behalf of their Regi stered Nodes. The Backbone
Rout er operation is essentially simlar to that of a Mobile | Pv6

(M Pv6) [RFC6275] Hone Agent. This enables nobility support for LLN
nodes that woul d nove outside of the network delinmted by the
Backbone link attach to a Hone Agent fromthat point on. This also
enabl es coll ocation of Home Agent functionality w thin Backbone
Router functionality on the same backbone interface of a router

Furt her specification may extend this be allowing the 6BBR to
redistribute host routes in routing protocols that woul d operate over
t he backbone, or in MPv6 or the Locator/ID Separation Protoco
(LI'SP) [ RFC6830] to support nobility on behalf of the nodes, etc..

The Optimistic Duplicate Address Detection [ RFC4429] (ODAD)
specification details how an address can be used before a Duplicate
Address Detection (DAD) is conplete, and insists that an address that
i s TENTATI VE shoul d not be associated to a Source Link-Layer Address
Option in a Neighbor Solicitation nessage. This specification

| everages ODAD to create a tenporary proxy state in the 6BBR till DAD
is conpl eted over the backbone. This way, the specification enables
to distribute proxy states across nultiple 6BBR and co-exist with

cl assical ND over the backbone.

Backbone Router Routing Operations
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Figure 2: Routing Configuration in the M. Subnet
5.1. Over the Backbone Link

The Backbone Router is a specific kind of Border Router that perforns
proxy Nei ghbor Discovery on its backbone interface on behal f of the
nodes that it has discovered on its LLN interfaces.

The backbone is expected to be a high speed, reliable Backbone |ink
with affordable and reliable nulticast capabilities, such as a

bri dged Et hernet Network, and to allow a full support of classical ND
as specified in [ RFC4861] and subsequent RFCs. In other words, the
backbone is not a LLN

Still, some restrictions of the attached LLNs will apply to the
backbone. In particular, it is expected that the MIUis set to the
same val ue on the backbone and all attached LLNs, and the scalability
of the whol e subnet requires that broadcast operations are avoi ded as
much as possible on the backbone as well. Unless configured

ot herwi se, the Backbone Router MJST echo the MIU that it learns in
RAs over the backbone in the RAs that it sends towards the LLN |inks.

As a router, the Backbone Router behaves |ike any other |1Pv6 router
on the backbone side. It has a connected route installed towards the
backbone for the prefixes that are present on that backbone and that
it proxies for on the LLN interfaces.
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As a proxy, the 6BBR uses an EARO option in the NS-DAD and the
mul ti cast NA nmessages that it generates on behalf of a Registered
Node, and it places an EAROin its unicast NA nessages if and only if
the NS/NA that stinulates it had an EAROin it.

When possi bl e, the 6BBR SHOULD use uni cast or solicited-node

mul ticast address (SNMA) [ RFC4291] to defend its Registered Addresses
over the backbone. In particular, the 6BBR MJST join the SNVMA group
that corresponds to a Regi stered Address as soon as it creates an
entry for that address and as long as it maintains that entry,

what ever the state of the entry. The expectation is that it is
possible to get a nmessage delivered to all the nodes on the backbone
that listen to a particul ar address and support this specification -
whi ch includes all the 6BBRs in the MiltilLink Subnet - by sending a
mul ti cast nmessage to the associ ated SNVA over the backbone.

The support of Optinistic DAD (ODAD) [ RFC4429] is recomended for al
nodes in the backbone and followed by the 6BBRs in their proxy
activity over the backbone. Wth ODAD, any optim stic node MJST join
the SNVA of a Tentative address, which interacts better with this
speci fication.

This specification allows the 6BBR in Routing Proxy node to advertise
the Registered | Pv6 Address with the 6BBR Link Layer Address, and
attenpts to update Nei ghbor Cache Entries (NCE) in correspondent
nodes over the backbone, using gratuitous NA(Override). This nethod
may fail of the multicast nmessage is not properly received, and
correspondent nodes may maintain an incorrect neighbor state, which
they will eventually discover through Nei ghbor Unreachability
Detection (NUD). Because nobility may be slow, the NUD procedure
defined in [ RFC4861] may be too inpatient, and the support of

[ RFC7048] is recomended in all nodes in the network.

Since the MultiLink Subnet may grow very large in terns of individua
| Pv6 addresses, nulticasts should be avoi ded as nmuch as possible even
on the backbone. Though it is possible for plain hosts to
participate with | egacy | Pv6 ND support, the support by all nodes
connected to the backbone of [I-D.ietf-6man-rs-refresh] is
recommended, and this inplies the support of [RFC7559] as well.

5.2. Over the LLN Link

As a router, the Nodes and Backbone Router operation on the LLN
follows [ RFC6775]. Per that specification, LLN Hosts generally do
not depend on nulticast RAs to discover routers. It is stil
generally required for LLN nodes to accept nulticast RAs [RFC7772],
but those are rare on the LLN link. Nodes are expected to follow the
Sinpl e Procedures for Detecting Network Attachnent in | Pv6 [ RFC6059]
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(DNA procedures) to assert novenents, and to support the Packet-Loss
Resiliency for Router Solicitations [ RFC7559] to make the unicast RS
nmore reliable.

The Backbone Router acquires its states about the addresses on the
LLN side through a registration process fromeither the nodes

t hemsel ves, or froma node such as a RPL root / 6LBR (the Registering
Node) that perfornms the registration on behalf of the address owner
(the Regi stered Node).

When operating as a Routing Proxy, the router installs hosts routes
(/128) to the Registered Addresses over the LLN links, via the

Regi stering Node as identified by the Source Address and the SLLAO
option in the NS(EARO nessages.

In that node, the 6BBR handl es the ND protocol over the backbone on
behal f of the Regi stered Nodes, using its own MAC address in the TLLA
and SLLA options in proxyed NS and NA nessages. It results that for
each Regi stered Address, a nunber of peer Nodes on the backbone have
resol ved the address with the 6BBR MAC address and keep that mapping
stored in their Neighbor cache.

The 6BBR SHOULD nmi ntain, per Registered Address, the list of the
peers on the backbone to which it answered with it MAC address, and
when a binding noves to a different 6BBR, it SHOULD send a unicast
gratuitous NA(O individually to each of themto informthemthat the
address has noved and pass the MAC address of the new 6BBR in the
TLLAO option. |If the 6BBR can not maintain that list, then it SHOULD
renenber whether that list is enpty or not and if not, send a
multicast NA(O to all nodes to update the inpacted Nei ghbor Caches
with the information fromthe new 6BBR

The Bridging Proxy is a variation where the BBR function is
implenmented in a Layer-3 switch or an wirel ess Access Point that acts
as a Host fromthe |Pv6 standpoint, and, in particular, does not
operate the routing of I Pv6 packets. In that case, the SLLAOin the
proxi ed NA nessages is that of the Registering Node and cl assica
bridgi ng operations take place on data franes.

If a registration noves fromone 6BBR to the next, but the

Regi steri ng Node does not change, as indicated by the S/ TLLAO option
in the ND exchanges, there is no need to update the Nei ghbor Caches
in the peers Nodes on the backbone. On the other hand, if the LLAO
changes, the 6BBR SHOULD informall the relevant peers as descri bed
above, to update the inpacted Nei ghbor Caches. In the sanme fashion,
if the Registering Node changes with a new registration, the 6BBR
SHOULD al so update the inpacted Nei ghbor Caches over the backbone.
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6. BackBone Router Proxy Operations

This specification enables a Backbone Router to proxy Nei ghbor

Di scovery operations over the backbone on behal f of the nodes that
are registered to it, allow ng any node on the backbone to reach a
Regi stered Node as if it was on-link. The backbone and the LLNs are
considered different Links in a MiltiLink subnet but the prefix that
is used may still be advertised as on-link on the backbone to support
| egacy nodes; mnulticast ND nessages are |ink-scoped and not forwarded
across the backbone routers.

ND Messages on the backbone side that do not match to a registration
on the LLN side are not acted upon on the LLN side, which stands
protected. On the LLN side, the prefixes associated to the MultilLink
Subnet are presented as not on-link, so address resolution for other
hosts do not occur

The default operation in this specification is Sl eeping proxy which
nmeans:

0 creating a newentry in an abstract Binding Table for a new
Regi stered Address and validating that the address is not a
duplicate over the backbone

o defending a Registered Address over the backbone using NA nessages
with the Override bit set on behalf of the sleeping node whenever
possi bl e

0 advertising a Registered Address over the backbone using NA
messages, asynchronously or as a response to a Nei ghbor
Solicitation nmessages.

0 Looking up a destination over the backbone in order to deliver
packets arriving fromthe LLN using Nei ghbor Solicitation
nessages.

o Forwardi ng packets fromthe LLN over the backbone, and the other
way around.

o0 Eventually triggering a liveliness verification of a stale
regi stration.

A 6BBR nmay act as a Sleeping Proxy only if the state of the binding
entry i s REACHABLE, or TENTATI VE in which case the answer is del ayed.
In any other state, the Sleeping Proxy operates as a Unicasting

Pr oxy.
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As a Unicasting Proxy, the 6BBR forwards NS nmessages to the

Regi stering Node, transform ng Layer-2 nulticast into unicast
whenever possible. This is not possible in UNREACHABLE state, so the
NS nessages are nulticasted, and rate-limted to protect the nedi um

with an exponential back-off. |In other states, The nessages are
forwarded to the Registering Node as unicast Layer-2 nessages. In
TENTATI VE state, the NS nessage is either held till DAD conpl etes, or
dr opped.

The draft introduces the optional concept of primary and secondary
BBRs. The primary is the backbone router that has the highest EUl -64
address of all the 6BBRs that share a registration for a sane

Regi stered Address, with the same Oaner Unique |ID and sane
Transaction I D, the EU -64 address being considered as an unsi gned
64bit integer. The concept is defined with the granularity of an
address, that is a given 6BBR can be primary for a given address and
secondary or another one, regardl ess on whet her the addresses bel ong
to the same node or not. The prinmary Backbone Router is in charge of
protecting the address for DAD over the Backbone. Any of the Primary
and Secondary 6BBR may cl ai mthe address over the backbone, since
they are all capable to route fromthe backbone to the LLN node, and
the address appears on the backbone as an anycast address.

The Backbone Routers maintain a distributed binding table, using
cl assical ND over the backbone to detect duplication. This
specification requires that:

1. Al addresses that can be reachable fromthe backbone, including
| Pv6 addresses based on burn-in EU 64 addresses MJST be
registered to the 6BBR

2. A Registered Node MUST include the EARO option in an NS nmessage
that used to register an addresses to a 6LR, the 6LR MJST
propagate that option unchanged to the 6LBR in the DAR/ DAC
exchange, and the 6LBR MJST propagate that option unchanged in
proxy registrations.

3. The 6LR MUST echo the same EARO option in the NA that it uses to
respond, but for the status filed which is not used in NS
messages, and significant in NA

A fal se positive duplicate detection nay arise over the backbone, for
instance if the Registered Address is registered to nore than one
LBR, or if the node has noved. Both situations are handl ed

graceful ly unbeknownst to the node. |In the former case, one LBR
becones prinmary to defend the address over the backbone while the
ot hers becone secondary and may still forward packets back and forth.
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In the latter case the LBR that receives the newest registration wns
and becomnes primary.

The expectation in this specification is that there is a single

Regi stering Node at a tinme per Backbone Router for a given Registered
Address, but that a Registered Address may be registered to Miltiple
6BBRs for higher availability.

Over the LLN, and for any given Registered Address, it is REQU RED
t hat:

de-registrations (newer TID, sanme QUID, null Lifetine) are
accepted and responded i mediately with a status of 4; the entry
i s del eted;

newer registrations (newer TID, same QUID, non-null Lifetine) are
accepted and responded with a status of 0 (success); the entry is
updated with the new TID, the new Registration Lifetinme and the
new Regi stering Node, if any has changed; in TENTATIVE state the
response is held and may be overwitten; in other states the

Regi stration-Lifetime timer is restarted and the entry is placed
i n REACHABLE st at e.

identical registrations (sanme TID, sanme QU D) froma sane

Regi stering Node are not processed but responded with a status of
0 (success); they are expected to be identical and an error may be
Il ogged if not; in TENTATIVE state, the response is held and may be
overwritten, but it MJST be eventually produced and it carries the
result of the DAD process;

ol der registrations (not(newer or equal) TID, sane QU D) froma
same Regi stering Node are ignored

i dentical and ol der registrations (not-newer TID, sane QU D) from
a different Registering Node are responded i mediately with a
status of 3 (noved); this may be rate linmted to protect the

medi um

and any registration for a different Registered Node (different
QUID) are responded i mMmediately with a status of 1 (duplicate).

6.1. Registration and Binding State Creation

Upon a registration for a new address with an NS(EARO), the 6BBR
perfornms a DAD operation over the backbone placing the new address as
target in the NS-DAD nessage. The EARO fromthe registration MJST be
pl aced unchanged in the NS-DAD nessage, and an entry is created in
TENTATI VE state for a duration of TENTATI VE_DURATI ON. The NS- DAD
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message is sent multicast over the backbone to the SNMA address
associated with the registered address. |f that operation is known
to be costly, and the 6BBR has an indication from anot her source
(such as a NCE) that the Registered Address was present on the
backbone, that information nmay be | everaged to send t he NS-DAD
message as a Layer-2 unicast to the MAC that was associated with the
Regi st ered Address.

I n TENTATI VE st at e:

o the entry is renoved if an NA is received over the backbone for
the Registered Address with no EARO option, or with an EARO option
with a status of 1 (duplicate) that indicates an existing
registration for another LLN node. The QUID and TID fields in the
EARO option received over the backbone are ignored. A status of 1
is returned in the EARO option of the NA back to the Registering
Node;

0o the entry is also renoved if an NA with an ARO option with a
status of 3 (noved), or a NS-DAD with an ARO option that indicates
a newer registration for the same Regi stered Node, is received
over the backbone for the Registered Address. A status of 3 is
returned in the NA(EARO) back to the Regi stering Node;

0 when a registration is updated but not deleted, e.g. froma newer
registration, the DAD process on the backbone continues and the
running tinmers are not restarted;

0 Oher NS (including DAD with no EARO option) and NA fromthe
backbone are not responded in TENTATI VE state, but the list of
their origins may be kept in nenory and if so, the 6BBR may send
them each a unicast NA with eventually an EARO opti on when the
TENTATI VE_DURATI ON ti ner el apses, so as to cover |egacy nodes that
do not support ODAD.

0 \When the TENTATI VE _DURATION tinmer el apses, a status 0 (success) is
returned in a NA(EARO back to the Registering Node(s), and the
entry goes to REACHABLE state for the Registration Lifetinme; the
DAD process is successful and the 6BBR MJUST send a mnul ticast
NA(EARO to the SNMA associated to the Registered Address over the
backbone with the Override bit set so as to take over the binding
from ot her 6BBRs.

6. 2. Defending Addresses

If a 6BBR has an entry in REACHABLE state for a Regi stered Address:
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o If the 6BBR is primary, or does not support the concept, it MIST
defend that address over the backbone upon an incom ng NS-DAD,
either if the NS does not carry an EARQO, or if an EARO is present
that indicates a different Registering Node (different QU D). The
6BBR sends a NA nessage with the Override bit set and the NA
carries an EARO option if and only if the NS-DAD did so. When
present, the EAROin the NA(O that is sent in response to the NS
DAD( EARO) carries a status of 1 (duplicate), and the QU D and TID
fields in the EARO option are obfuscated with null or random
val ues to avoid network scanning and i npersonation attacks.

o |If the 6BBR receives an NS-DAD(EARO) that reflect a newer
regi stration, the 6BBR updates the entry and the routing state to
forward packets to the new 6BBR, but keeps the entry REACHABLE.
In that phase, it MAY use REDI RECT messages to reroute traffic for
the Regi stered Address to the new 6BBR

o |If the 6BBR receives an NA(EARO that reflect a newer
registration, the 6BBR renpoves its entry and sends a NA(AERO) with
a status of 3 (moved) to the Registering Node, if the Registering
Node is different fromthe Registered Node. |If necessary, the
6BBR cl eans up ND cache in peers nodes as discussed in
Section 5.1, by sending a series of unicast to the inpacted nodes,
or one broadcast NA(O to all-nodes.

o |If the 6BBR received a NS(LOOKUP) for a Registered Address, it
answers inmmediately with an NA on behalf of the Registered Node,
without polling it. There is no need of an EARO i n that exchange.

0 Wien the Registration-Lifetinme timer el apses, the entry goes to
STALE state for a duration of STABLE STALE DURATION in LLNs that
keep stabl e addresses such as LWPANs, and UNSTABLE STALE DURATI ON
in LLNs where addresses are renewed rapidly, e.g. for privacy
reasons.

The STALE state is a chance to keep track of the backbone peers that
may have an ND cache pointing on this 6BBR in case the Registered
Addr ess shows back up on this or a different 6BBR at a later tine.
In STALE state:

o |If the Registered Address is clainmed by another node on the
backbone, with an NS-DAD or an NA, the 6BBR does not defend the
address. Upon an NA(O), or the stale tine el apses, the 6BBR
renoves its entry and sends a NA(AERO) with a status of 4
(rermoved) to the Registering Node.

o |If the 6BBR received a NS(LOOKUP) for a Registered Address, the
6BBR MUST send an NS(NUD) following rules in [RFC7048] to the
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regi stering Node targeting the Regi stered Address prior to
answering. |If the NUD succeeds, the operation in REACHABLE state
applies. If the NUD fails, the 6BBR refrains from answering the

| ookup. The NUD expected to be mapped by the Registering Node
into a liveliness validation of the Registered Node if they are in
fact different nodes.

7. Security Considerations
This specification expects that the link layer is sufficiently
protected, either by neans of physical or I P security for the
Backbone Link or MAC subl ayer cryptography. |In particular, it is
expected that the LLN MAC provi des secure unicast to/fromthe
Backbone Router and secure Broadcast fromthe Backbone Router in a
way that prevents tenpering with or replaying the RA nmessages.
The use of EU-64 for forming the Interface IDin the link |oca
address prevents the usage of Secure ND ([ RFC3971] and [ RFC3972]) and
address privacy techniques. This specification RECOWENDS t he use of
addi tional protection against address theft such as provided by
[I-D.ietf-6lo0-ap-nd], which guarantees the ownership of the QU D
When t he ownership of the OU D cannot be assessed, this specification
limts the cases where the QUID and the TID are multicasted, and
obfuscates themin responses to attenpts to take over an address.

8. Protocol Constants
This Specification uses the follow ng constants:
TENTATI VE_DURATI ON: 800 nilliseconds
STABLE_STALE_DURATI ON: 24 hours
UNSTABLE_STALE_DURATI ON: 5 mnutes
DEFAULT_NS POLLI NG 3 tines

9. | ANA Considerations
Thi s docunent has no request to | ANA
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Appendi x A.  Requi renments

This section lists requirenents that were discussed at 6l o for an
update to 6LOWPAN ND. This specification neets nost of them but
those listed in Appendix A 5 which are deferred to a different
specification such as [I-D.ietf-6lo0-ap-nd].

A.1l. Requirenents Related to Mbility

Due to the unstable nature of LLN Iinks, even in a LLN of immobile
nodes a 6LoWPAN Node may change its point of attachnent to a 6LR, say
6LR-a, and nmay not be able to notify 6LR-a. Consequently, 6LR-a nmay
still attract traffic that it cannot deliver any nore. Wen links to
a 6LR change state, there is thus a need to identify stale states in
a 6LR and restore reachability in a tinely fashion.

Reql. 1: Upon a change of point of attachment, connectivity via a new

6LR MUST be restored tinely without the need to de-register fromthe
previ ous 6LR.
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Regl. 2: For that purpose, the protocol MJIST enable to differentiate
between multiple registrations fromone 6LOWAN Node and
registrations fromdifferent 6LOWPAN Nodes cl aim ng the sanme address.

Reql. 3: Stale states MJST be cleaned up in 6LRs.

Reql. 4: A 6LOWPAN Node SHOULD al so be capable to register its Address
to nultiple 6LRs, and this, concurrently.

A.2. Requirenents Related to Routing Protocols

The point of attachnment of a 6LoWPAN Node may be a 6LR in an LLN
mesh. | Pv6 routing in a LLN can be based on RPL, which is the
routing protocol that was defined at the | ETF for this particul ar
purpose. Oher routing protocols than RPL are al so consi dered by

St andard Defining O ganizations (SDO on the basis of the expected
network characteristics. It is required that a 6LOWPAN Node attached
via NDto a 6LR would need to participate in the selected routing
protocol to obtain reachability via the 6LR

Next to the 6LBR uni cast address registered by ND, other addresses
including nulticast addresses are needed as well. For exanple a
routing protocol often uses a nulticast address to register changes
to established paths. ND needs to register such a nulticast address
to enable routing concurrently with discovery.

Multicast is needed for groups. G oups MAY be formed by device type
(e.g. routers, street lanps), l|ocation (Geography, RPL sub-tree), or
bot h.

The Bit Index Explicit Replication (BIER) Architecture
[I-D.ietf-bier-architecture] proposes an optim zed technique to
enable nmulticast in a LLNwith a very limted requirenent for routing
state in the nodes.

Rel ated requirenents are

Req2.1: The ND registration nethod SHOULD be extended in such a
fashion that the 6LR MAY advertise the Address of a 6LoWPAN Node over
the selected routing protocol and obtain reachability to that Address
usi ng the sel ected routing protocol.

Reg2. 2: Considering RPL, the Address Registration Option that is used
in the ND registration SHOULD be extended to carry enough information
to generate a DAO nessage as specified in [ RFC6550] section 6.4, in
particular the capability to conpute a Path Sequence and, as an
option, a RPLInstancel D.
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Req2. 3: Multicast operati ons SHOULD be supported and optim zed, for
instance using BIER or MPL. \Wether ND is appropriate for the
registration to the 6BBR is to be defined, considering the additional
burden of supporting the Miulticast Listener Discovery Version 2

[ RFC3810] (M.Dv2) for |Pv6.

A.3. Requirenents Related to the Variety of Low Power Link types

6LOoWPAN ND [ RFC6775] was defined with a focus on | EEE std. 802.15.4
and in particular the capability to derive a unique ldentifier froma
gl obal Il y uni que MAC-64 address. At this point, the 6l o Wrking G oup
i s extending the 6LOWPAN Header Conpression (HC) [RRFC6282] technique
to other link types ITUT G 9959 [ RFC7428], Master-Slave/ Token-
Passing [ RFC8163], DECT Utra Low Energy [ RFC8105], Near Field

Conmuni cation [I-D.ietf-6lo-nfc], |EEE std. 802.11lah

[1-D. del carpi o- 6l o-w anah], as well as | EEE1901.2 Narrowband

Power | i ne Communi cati on Networ ks

[I-D. popa- 6l o- 6l opl c-i pv6-over-i eeel9012- net works] and BLUETOOTH( R)
Low Energy [ RFC7668].

Rel ated requirenents are:

Req3. 1: The support of the registration nmechani sm SHOULD be extended
to nore LLN links than | EEE 802. 15.4, matching at |east the LLN links
for which an "I Pv6 over foo" specification exists, as well as Low
Power W-Fi.

Req3.2: As part of this extension, a mechanismto conpute a uni que
Identifier should be provided, with the capability to forma Link-
Local Address that SHOULD be unique at |east within the LLN connected
to a 6LBR discovered by ND in each node within the LLN.

Req3. 3: The Address Registration Option used in the ND registration
SHOULD be extended to carry the relevant forns of unique ldentifier.

Req3. 4: The Nei ghbour Discovery should specify the formation of a
site-local address that follows the security recomendati ons from
[ RFC7217] .

A. 4. Requirenents Related to Proxy Operations
Duty-cycl ed devices may not be able to answer thenselves to a | ookup
froma node that uses classical ND on a backbone and nay need a

proxy. Additionally, the duty-cycled device may need to rely on the
6LBR to performregistration to the 6BBR
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The ND registration nmethod SHOULD def end the addresses of duty-cycled
devices that are sleeping nost of the tine and not capable to defend
their own Addresses.

Rel ated requirenents are

Reg4. 1: The registration mechani sm SHOULD enable a third party to
proxy regi ster an Address on behal f of a 6LoWPAN node that may be
sl eeping or | ocated deeper in an LLN nesh.

Req4.2: The registration nmechani sm SHOULD be applicable to a duty-
cycl ed device regardl ess of the link type, and enable a 6BBR to
operate as a proxy to defend the regi stered Addresses on its behal f.

Req4. 3: The registration mechani sm SHOULD enabl e | ong sl eep
durations, in the order of nultiple days to a nonth.

A.5. Requirenents Related to Security

In order to guarantee the operations of the 6LOWPAN ND fl ows, the
spoofing of the 6LR, 6LBR and 6BBRs rol es should be avoided. Once a
node successfully registers an address, 6LoWPAN ND shoul d provide
energy-efficient neans for the 6LBR to protect that ownership even
when the node that registered the address is sleeping.

In particular, the 6LR and the 6LBR then should be able to verify
whet her a subsequent registration for a given Address cones fromthe
ori gi nal node.

In a LLN it nakes sense to base security on layer-2 security. During
bootstrap of the LLN, nodes join the network after authorization by a
Joi ni ng Assistant (JA) or a Commi ssioning Tool (CT). After joining
nodes communi cate with each other via secured links. The keys for
the layer-2 security are distributed by the JACT. The JA/CT can be
part of the LLN or be outside the LLN. In both cases it is needed

t hat packets are routed between JA/CT and the joining node.

Rel ated requirenments are

Reqg5. 1: 6LOWPAN ND security nechani sns SHOULD provi de a nechani smfor
the 6LR, 6LBR and 6BBR to authenticate and authorize one another for
their respective roles, as well as with the 6LOoWPAN Node for the role
of 6LR

Req5. 2: 6LOWPAN ND security mechani sns SHOULD provi de a mechani sm for

the 6LR and the 6LBR to validate new registration of authorized
nodes. Joi ning of unauthorized nodes MJUST be i npossi bl e.
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Reg5. 3: 6LOWPAN ND security nechani sns SHOULD | ead to snmal |l packet
sizes. In particular, the NS, NA DAR and DAC nessages for a re-
registration flow SHOULD NOT exceed 80 octets so as to fit in a
secured | EEE std. 802.15.4 frane.

Req5. 4: Recurrent 6LOWPAN ND security operations MJUST NOT be
computationally intensive on the LOWPAN Node CPU. Wen a Key hash
calculation is enployed, a nechanismlighter than SHA-1 SHOULD be
pref erred.

Req5.5: The nunber of Keys that the 6LOWPAN Node needs to mani pul ate
SHOULD be ni ni m zed.

Req5. 6: The 6LOWPAN ND security mechani sms SHOULD enabl e CCOM for use
at both Layer 2 and Layer 3, and SHOULD enabl e the reuse of security
code that has to be present on the device for upper |ayer security
such as TLS

Req5.7: Public key and signhature sizes SHOULD be mininized while
mai nt ai ni ng adequate confidentiality and data origin authentication
for multiple types of applications with various degrees of
criticality.

Reg5. 8: Routing of packets should continue when |inks pass fromthe
unsecured to the secured state.

Req5.9: 6LOWPAN ND security mechani sns SHOULD provi de a mechani sm for
the 6LR and the 6LBR to validate whether a new registration for a

gi ven address corresponds to the sane 6LoOWPAN Node that registered it
initially, and, if not, determine the rightful owner, and deny or
clean-up the registration that is duplicate.

A.6. Requirenments Related to Scal ability
Use cases from Automatic Meter Reading (AMR collection tree
operations) and Advanced Metering Infrastructure (AM, bi-directiona
conmuni cation to the neters) indicate the needs for a | arge nunber of
LLN nodes pertaining to a single RPL DODAG (e.g. 5000) and connected
to the 6LBR over a | arge nunber of LLN hops (e.g. 15).
Rel ated requirenents are

Reg6. 1: The registrati on mechani sm SHOULD enabl e a single 6LBR to
register multiple thousands of devices.

Req6.2: The timng of the registration operation should allow for a
| arge latency such as found in LLNs with ten and nore hops.
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