BESS Z. Zhang

I nternet-Draft Juni per Net wor ks
I nt ended status: Standards Track R Raszuk
Expires: March 25, 2018 Bl oonberg LP
D. Pacell a

Veri zon

A Ql ko

Thonmson Reuters
Sept enber 21, 2017

Control |l er Based BGP Multicast Signaling
draft-zzhang- bess-bgp-nul ticast-controller-00

Abstract

This docunent specifies a way that one or nore centralized
controllers can use BGP to set up a nmulticast distribution tree in a
network. In the case of labeled tree, the | abels are assigned by the
controllers either fromthe controllers’ |ocal |abel spaces, or from
a conmon Segnent Routing d obal Block (SRGB), or fromeach routers
Segnent Routing Local Block (SRLB) that the controllers learn. In
case of labeled unidirectional tree and | abel allocation fromthe
common SRGB or fromthe controllers’ |ocal spaces, a single conmon

| abel can be used for all routers on the tree to send and receive
traffic with. Since the controllers caculate the trees, they can use
sophi sticated al gorithns and constraints to achieve traffic

engi neeri ng.

Requi renment s Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC2119.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 25, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Overview
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1.1. Introduction

[1-D.zzhang- bess-bgp-mnul ti cast] describes a way to use BGP as a

repl acenent signaling for PIM[RFC7761] or niDP [ RFC6388]. The BGP-
based mul ticast signaling described there provides a nechanismfor
setting up both (s,g9)/(*,9) multicast trees (as Pl M does, but
optionally with labels) and | abeled (MPLS) nulticast tunnels (as nLDP
does). Each router on a tree perfornms essentially the same
procedures as it would performif using PIMor niDP, but all the
inter-router signaling is done using BGP

These procedures allow the routers to set up a separate tree for each
i ndi vidual nulticast (x,g) flow where the 'x’ could be either 's' or
"*' but they also allowthe routers to set up trees that are used
for more than one flow. In the latter case, the trees are often
referred to as "nmulticast tunnels" or "nultipoint tunnels", and
specifically in this docunent they are nLDP tunnels (except that they
are set up with BGP signaling). Wile it actually does not have to
be restricted to nLDP tunnels, nmLDP FEC i s conveniently borrowed to
identify the tunnel. 1In the rest of the docunent, the termtree and
tunnel are used interchangeably.

The trees/tunnels are set up using the "receiver-initiated join"
techni que of PIM nLDP, hop by hop from downstreamrouters towards the
root. The BGP nessages are either sent hop by hop between downstream
routers and their upstream nei ghbors, or can be reflected by Route
Refl ectors (RRs).

As an alternative to each hop independently deternmining its upstream
router and signaling upstreamtowards the root (follow ng Pl M nLDP
nmodel ), the entire tree can be calculated by a centralized
controller, and the signaling can be entirely done fromthe
controller, using the same BGP nmessages as defined in

[1-D.zzhang- bess-bgp-nulticast]. For that, sone additiona
procedures and optimizations are specified in this docunent.

While it is outside the scope of this docunent, signaling fromthe
controllers could be done via other neans as well, |ike Netconf or
any ot her SDN net hods.

1.2. Resilience

Each router could establish direct BGP sessions with one or nore
controllers, or it could establish BGP sessions with RRs who in turn
peer with controllers. For the same tree/tunnel, each controller may
i ndependentantly cal culate the tree/tunnel and signal the routers on
the tree/tunnel using CMCAST S-PMsI/Leaf A-D routes

[1-D.zzhang- bess-bgp-nulticast]. How the tree/tunnel roots/l|eaves
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are di scovered and how the calculation is done are outside the scope
of this docunent.

On each router, BGP route selection rules will lead to one
controller’s route for the tree/tunnel being selected as the active
route and used for setting up forwarding state. As long as all the
routers on a tree/tunnel consistently pick the sane controller’s
routes for the tree/tunnel, the setup should be consistent. |[If the
tree/tunnel is labeled, different |labels will be used fromdifferent
controllers so there is no traffic loop issue even if the routers do
not consistently select the sanme controlle’s routes. In the

unl abel ed case, to ensure the consistency the sel ection SHOULD be
solely based on the identifier of the controller, which could be
carried in an Address Specific Extended Comunity (EC)

Anot her consistency issue is when a bidirectional tree/tunnel needs
to be re-routed. Because this is no |onger triggered hop-by-hop from
downstreamto upstream it is possible that the upstream change
happens before the downstream causing traffic loop. In the

unl abel ed case, there is no good solution (other than that the
control l er issues upstream change only after it gets acknow edgenent
fromdownstrean). In the |abeled case, as long as a new |l abel is
used there should be no probl em

Besides the traffic loop issue, there could be transient traffic |oss
bef ore both the upstream and downstreanis forwarding state are
updated. This could be nmitigated if the upstream keep sendi ng
traffic on the old path (in addition to the new path) and the
downstream keep accepting traffic on the old path (but not on the new
path) for sone tine. It is a local natter when for the downstreamto
switch to the new path - it could be data driven (e.g., after traffic
arrives on the new path) or tiner driven.

For each tree, nultiple disjoint instances could be cal cul ated and
signaled for live-live protection. Different |abels are used for
different instances, so that the | eaves can differentiate incom ng
traffic on different instances. As far as tranist routers are
concerned, the insances are just independent. Note that the two

i nstances are not expected to share conmon transit routers (it is
ot herwi se outside the scope of this docunent/revision).

1.3. Signaling

Each router only receives S-PMSI/Leaf A-D routes fromthe controllers
but does not originate or re-advertise those routes. The re-
advertisement of a received route can be bl ocked based on the fact
that a configured inport RT nmatches the RT of the route, which
indicates that this router is the target and consunmer of the route
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hence it should not be re-advertised further. The routes includes
the outgoing forwarding information in the form of Tunne

Encapsul ation Attributes (TEA), with optional enhancements specified
in this docunent. The router infers the incom ng forwarding
informati on fromthe Upstream Router’s | P Address field in the NLR
in case of an unl abel ed tree.

Suppose that for a particular tree, there are two downstreamrouters
D1 and D2 for a particular upstreamrouter U A controller C may
send two Leaf A-Droutes to U, as if the two routes were originated
by D1 and D2 but reflected by the controller. As an alternative in
case of a |labeled tree, C could just send one route to U, with a
Conposite Tunnel in TEA (in this case, the Originating Router’s
Address field of the Leaf A-Droute is set to the controller’s
address) and the Conposite Tunnel specifies both downstreans. The
tunnel in a TEA or Conposite Tunnel is of type "MPLS Encapsul ati on"
with a Label Stack Sub-TLV to encode | abel infornation.

For conparison, the existing TEA as specified in
[I-D.ietf-idr-tunnel-encaps] can include nultiple tunnels, but only
one of those is used, while with a Conposite Tunnel, traffic is sent
out of all the enclosed tunnels to reach nultiple endpoints.

Note that, in case of |labeled trees, the (x,g) or nLDP FEC signaling
is actually not needed to transit routers but only needed on tunne
root/| eaves. However, for consistency, the sane signaling is used to
all routers

1.4. Label Allocation

In the case of l|abeled nulticast signaled hop by hop towards the

root, whether it's (x,g) nulticast or "nLDP" tunnel, |abels are
assigned by a downstreamrouter and advertised to its upstreamrouter
(fromtraffic direction point of view. |In the case of controller

based signaling, routers do not originate tree join (S-PMsl/Leaf A-D)
routes anynore, so the controllers have to assign | abels on behal f of
routers, and there are three options for |abel assignment:

0 Fromeach router’s SRLB that the controller |earns

o0 Fromthe comopn SRGB that the controller |earns

o Fromthe controller’s local |abel space

Assi gnnent from each router’s SRLB is no different from each router
assigning labels fromits own |ocal |abel space in the hop-by-hop

signaling case. The assignnents for a router is independent of
assignnents for another router, even for the sane tree.
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Assignnent fromthe controller’s local |abel space is upstream
assigned [ RFC5331]. It is used if the controller does not learn the
comon SRGB or each router’s SRLB. Assignnment fromthe SRGB
[I-D.ietf-spring-segnent-routing] is only neaningful if all SRGBs are
the sane and a single conmon | abel is used for all the routers on a
tree in case of unidirectional tree/tunnel (Section 1.4.1).

O herwi se, assignnment from SRLB is preferred.

The choi ce of which of the options to use depends on nany factors.
An operator nmay want to use a single comon | abel per tree for ease
of monitoring and debuggi ng, but that requires explicit RPF checking
and either SRGB or upstream assigned | abels, which nay not be
supported due to either the software or hardware linitations (e.g.

| abel inposition/disposition linmts). 1In an SR network, assignnment
fromthe conmon SRGB if it’s required to use a single comon | abe
per unidirectional tree, or otherw se assignnent from SRLB is a good
choi ce because it does not require support for context |abel spaces.

1.4.1. Using a Common per-tree Label for Al Routers

MPLS | abel s only have | ocal significance. For an LSP that goes
through a series of routers, each router allocates a | abe

i ndependently and it swaps the incoming label (that it advertised to
its upstream) to an outgoing |label (that it received fromits
downstream when it forwards a | abel ed packet. Even if the incoming
and outgoing | abel s happen to be the same on a particular router,
that is just incidental

Wth Segnent Routing, it is beconing a common practice that al
routers use the sane SRG so that a SID nmaps to the sane | abel on all
routers. This nakes it easier for operators to nonitor and debug
their network. The same concept applies to nmulticast trees as well -
a conmon per-tree label is used for a router to receive traffic from
its upstream nei ghbor and replicate traffic to all its downstream

nei ghbor.

However, a conmon per-tree | abel can only be used for unidirectiona
trees. Additionally, it requires each router to do explicit RPF
check, so that only packets fromits expected upstream nei ghbor are
accepted. Oherwise, traffic |oop may formduring topol ogy changes,
because the forwarding state update is no | onger ordered.

Traditionally, p2mp npls forwarding does not require explicit RPF
check as a downstreamrouter advertises a label only to its upstream
router and all traffic with that incomng | abel is presuned to be
fromthe upstreamrouter and accepted. Wen a downtream router
switches to a different upstreamrouter a different label will be
advertised, so it can determine if traffic is fromits expected
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upstream nei ghbor purely based on the label. Now with a single
common | abel used for all routers on a tree to send and receive
traffic with, a router can no longer determine if the traffic is from
its expected neighbor just based on that comon tree | abel

Therefore, explicit RPF check is needed. Instead of interface based
RPF checking as in Pl M case, neighbor based RPF checking is used - a
| abel identifying the upstream nei ghbor preceeds the tree |abel and
the receiving router checks if that preceedi ng nei ghbor | abel matches
its expected upstream neighbor. Notice that this is simlar to
what’' s described in Section "9.1.1 Discarding Packets from Wong PE"
of RFC 6513 (an egress PE discards traffic sent froma wong ingress
PE). The only difference is one is used for |abel based forwarding
and the other is used for (s,g) based forwarding. [note: for
bidirectional trees, we nmay be able to use two | abels per tree - one
for upstreamtraffic and one for downstreamtraffic. This needs
further verification].

Both the comon per-tree | abel and the nei ghbor |abel are allocated
either fromthe conmon SRGB or fromthe controller’s |ocal |abe

space. In the latter case, an additional |abel identifying the
controller’s | abel space is needed, as descrbibed in the foll ow ng
section.

1.4.2. Upstreamassignment from Controller’s Local Label Space

In this case in the multicast packet’s |abel stack the tree | abel and
upstream nei ghbor | abel (if used in case of single comon-I|abel per
tree) are preceded by a downstream assi gned "context |abel". The
context label identifies a context-specific |abel space (the
controller’s local |abel space), and the upstream assigned | abel that
follows it is |Iooked up in that space.

This specification requires that, in case of upstream assignment from
a controller’s local |abel space, each router D to assign,
corresponding to each controller C, a context |abel that identifies

t he upstream assi gned | abel space used by that controller. This

| abel, call it Lc-D, is communicated by Dto C

Suppose a controller is setting up unidirectional tree T. It assigns
that tree the label Lt, and assigns label Lu to identify router U
which is the upstreamof router Don tree T. C needs to tell U "to
send a packet on the given tree/tunnel, one of the things you have to
do is push Lt onto the packet’s |abel stack, then push Lu, then push
Lc-D onto the packet’s | abel stack, then unicast the packet to D
Controller C also needs to informrouter D of the correspondence
between <Lc-D, Lu, Lt> and tree T.
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To achieve that, when C sends an S-PMSI/Leaf A-D route, for each
tunnel in the TEA or in the Conposite Tunnel TLV, it includes a | abe
stack Sub-TLV [I-D.ietf-idr-tunnel-encaps], with the outer |abe

bei ng the context | abel Lc-D (received by the controller fromthe
correspondi ng downstream), the next |abel being the upstream nei ghbor
| abel Lu, and the inner |abel being the |abel Lt assigned by the
controller for the tree. The router receiving the route will use the
| abel stacks to send traffic to its downstreans.

For Cto sginal the expected | abel stack for Dto receive traffic
with, we overload a tunnel TLV in either the TEA or the Conposite
Tunnel in the Leaf A-Droute sent to D- if the renote endpoi nt of
that tunnel TLV nmatches the Upstream Router field in the Leaf A-D
route, then it indicates that this is actually for receiving traffic
fromthe upstream |If a common tree |abel is used, then the TLV
contains a variant of the Label Stack Sub-TLV because the D needs to
treat the second inner nost |abel as the upstream nei ghbor | abel and
set up forwarding state accordingly for explicit RPF check. This
variant is referred to as RPF Label Stack Sub-TLV (Section 2.2).

Note that the use of TEA to specify downstream and upstream
forwarding information also apply to | abel assignment fromthe comon
SRGB or each router’s SRLB, with the differences that the context

| abel is not needed in the SRGB/ SRLB case, and that in SRLB case only
a Label Stack Sub-TLV with a single SRLB | abel is used for upstream
and downstream forwarding informati on (no RPF Label Stack Sub-TLV is
needed) in the SRLB case.

2. Specification
2.1. Additional Tunnel Type for TEA

Thi s docunment specifies a Conposite Tunnel TLV and a TEA Tunnel TLV.
The type codes will be assigned by | ANA

A Tunnel Encapsul ation Attribute includes Tunnel TLVs and a router
receiving the TEA (associated with a route) selects one of the Tunne
TLVs to set up forwarding state - a packet is sent out of only one of
the tunnels. To specify that traffic needs to be sent out of

mul tiple tunnels, a Conposite Tunnel TLV is used. The value part of
the TLV includes a |ist of sub-TLVs, each being a Tunnel TLW.

Qbvi ously, a Conposite Tunnel TLV MJUST not be a sub-TLV of a
Conposite Tunnel TLV.

Consi der that a Conposite Tunnel TLV that includes a bunch of sub-
TLVs specifying a bunch of tunnels used to send traffic to a bunch of
endpoints. For a particular endpoint, there are nmultiple ways to
reach it - any one but only one should be used. For that purpose, a
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TEA Tunnel TLV (for lack of a better nane) is usded for that
endpoint. The TEA Tunnel TLV includes a bunch of sub-TLVs, each
being a Tunnel TLV that specifies one way to reach the sane endpoint.
This is simlar to a Tunnel Encapsul ation Attribute, hence the nane
TEA Tunnel TLV.

2.2. RPF Label Stack Sub-TLV

This is alnost identifcal to Label Stack Sub-TLV. The only
difference is that the second inner nost |abel in the stack
identifies the expected upstream nei ghbor and explicit RPF checking
needs to be set up for the tree | abel accordingly.

2.3. Context Label Wde Comunity
For a router to signal the context label that it assigns for a
controller (or any label allocator that assigns |labels that will be
seen by this router), it attaches a Context Label Wde Conmmunity
[I-D.ietf-idr-w de-bgp-comunities] to the host route for its own
address used in its BGP session towards the controllers (directly or
via RRs). This is a new wide conmunity that specifies the (Labe
Al l ocator, Context Label) tuple, and the exactly format will be
specified in a future revision.

2.4. Procedures

Details to be added. The general idea is described in the
i ntroduction section

3. Security Considerations
Thi s docunment does not introduce new security risks?
4. | ANA Consi derations
To be added.
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