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Abst r act

Et hernet VPN (EVPN) provides a service that allows a single Loca
Area Network (LAN), i.e., a single |P subnet, to be distributed over
multiple sites. The sites are interconnected by an IP or MPLS
backbone. Intra-subnet traffic (either unicast or nulticast) always
appears to the endusers to be bridged, even when it is actually
carried over the I P backbone. Wen a single "tenant" owns nultiple
such LANs, EVPN also allows |P unicast traffic to be routed between
those LANs. This docunent specifies new procedures that allow inter-
subnet IP multicast traffic to be routed anong the LANs of a given
tenant, while still making intra-subnet IP nmulticast traffic appear
to be bridged. These procedures can provide optinmal routing of the
i nter-subnet multicast traffic, and do not require any such traffic
to |l eave a given router and then reenter that same router. These
procedures al so acconmodate IP nulticast traffic that needs to trave
to or fromsystens that are outside the EVPN domain.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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I ntroduction
1. Background

Et hernet VPN (EVPN) [ RFC7432] provides a Layer 2 VPN (L2VPN)
solution, which allows |P backbone provider to offer ethernet service
to a set of custonmers, known as "tenants".

In this section (as well as in [EVPN-1RB]), we provide sone essenti al
background i nformati on on EVPN

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

1.1. Segnents, Broadcast Domains, and Tenants

One of the key concepts of EVPN is the Broadcast Donmain (BD). A BD
is essentially an enul ated ethernet. Each BD belongs to a single
tenant. A BD typically consists of multiple ethernet "segnents", and
each segnment may be attached to a different EVPN Provi der Edge
(EVPN-PE) router. EVPN-PE routers are often referred to as "Network
Virtualization Endpoi nts" or NVEs. However, this docunent will use
the term"EVPN-PE", or, when the context is clear, just "PE".

In this docurment, we use the term"segnment" to nean the same as
"Et hernet Segnment" or "ES" in [RFC7432].

Attached to each segnent are "Tenant Systens" (TSes). A TS may be
any type of system physical or virtual, host or router, etc., that
can attach to an ethernet.

When two TSes are on the same segnent, traffic between them does not
pass through an EVPN-PE. Wen two TSes are on different segnments of
the sane BD, traffic between them does pass through an EVPN- PE.

When two TSes, say TS1 and TS2 are on the sanme BD, then

o If TS1 knows the MAC address of TS2, TS1 can send uni cast ethernet
frames to TS2. TS2 will receive the frames unaltered. That is,
TS1's MAC address will be in the MAC Source Address field. |[If the
frane contains an | P datagram the IP header is not nodified in
any way during the transm ssion.
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o If TS1 broadcasts an ethernet frame, TS2 will receive the
unal tered frane.

o If TS1 nmulticasts an ethernet frame, TS2 will receive the
unaltered frame, as long as TS2 has been provisioned to receive
ethernet nulticasts.

When we say that TS2 receives an unaltered frame from TS1, we nean
that the frame still contains TS1's MAC address, and that no
alteration of the franme's payl oad has been done.

EVPN all ows a single segnent to be attached to nultiple PE routers.
This is known as "EVPN mul ti-homi ng". EVPN has procedures to ensure
that a frame froma given segnent, arriving at a particular PE
router, cannot be returned to that segnent via a different PE router
This is particularly inportant for nulticast, because a franme
arriving at a PE froma given segnent will already have been seen by
all systens on the segnent that need to see it. |If the frane were
sent back to the originating segnent, receivers on that segnent woul d
receive the packet twice. Even worse, the frane night be sent back
to a PE, which could cause an infinite |oop

1.1.2. Inter-BD (Inter-Subnet) IP Traffic

If a given tenant has multiple BDs, the tenant nay wish to allow I P
communi cati on anmong these BDs. Such a set of BDs is known as an
"EVPN Tenant Domai n" or just a "Tenant Domain".

If tenant systens TS1 and TS2 are not in the sane BD, then they do
not receive unaltered ethernet frames fromeach other. In order for
TS1 to send traffic to TS2, TSl encapsul ates an | P datagraminside an
ethernet frane, and uses ethernet to send these franes to an IP
router. The router decapsulates the |IP datagram does the IP
processing, and re-encapsul ates the datagram for ethernet. The MAC
source address field now has the MAC address of the router, not of
TS1. The TTL field of the I P datagram shoul d be decrenented by
exactly 1; this hides the structure of the provider’s |IP backbone
fromthe tenants

EVPN accommodat es the need for inter-BD conmunication within a Tenant
Domai n by providing an integrated L2/L3 service for unicast |IP
traffic. EVPN s Integrated Routing and Bridging (IRB) functionality
is specified in [EVPN-IRB]. Each BD in a Tenant Donain is assuned to
be a single I P subnet, and each | P subnet within a a given Tenant
Domain is assunmed to be a single BD. EVPN s IRB functionality all ows
IPtraffic to travel fromone BD to another, and ensures that proper

| P processing (e.g., TTL decrenent) is done.
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A brief overview of IRB, including the notion of an "IRB interface",
can be found in Appendix A As explained there, an IRB interface is
a sort of virtual interface connecting an L3 routing instance to a
BD. A BD may have nultiple attachnent circuits (ACs) to a given PE
where each AC connects to a different ethernet segnent of the BD.
However, these ACs are not visible to the L3 routing function; from
the perspective of an L3 routing instance, a PE has just one
interface to each BD, viz., the IRB interface for that BD.

The "L3 routing instance" depicted in Appendix Ais associated with a
singl e Tenant Dormai n, and nmay be t hought of as an | P-VRF for that
Tenant Donai n.

1.1.3. EVPN and | P Mul ti cast

[EVPN-1RB] and [EVPN | P_Prefix] cover inter-subnet (inter-BD) |IP
uni cast forwarding, but they do not cover inter-subnet |IP nulticast
f or war di ng.

[ RFC7432] covers intra-subnet (intra-BD) ethernet multicast. The

i ntra-subnet ethernet nmulticast procedures of [RFC7/432] are used for
et hernet Broadcast traffic, for ethernet unicast traffic whose MAC
Destination Address field contains an Unknown address, and for
ethernet traffic whose MAC Destination Address field contains an
ethernet Milticast MAC address. These three classes of traffic are
known collectively as "BUMtraffic" (Broadcast/UnknownUni cast/
Multicast), and the procedures for handling BUMtraffic are known as
"BUM procedures".

[1 GWP- Proxy] extends the intra-subnet ethernet nulticast procedures
by addi ng procedures that are specific to, and optim zed for, the use
of IP nmulticast within a subnet. However,that docunment does not
cover inter-subnet IP nulticast.

The purpose of this docunent is to specify procedures for EVPN that
provide optim zed IP nmulticast functionality within an EVPN t enant
domai n. This docunent al so specifies procedures that allow IP
mul ti cast packets to be sourced fromor destined to systens outside
the Tenant Domain. W refer to the entire set of these procedures as
"O SM' (Optinized Inter-Subnet Multicast) procedures.

In order to support the O SM procedures specified in this docunent,
an EVPN-PE MUST al so support [EVPN-1RB] and [| GWP- Proxy].
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1.1.4. BDs, MAC VRFS, and EVPN Service Mdels

[ RFC7432] defines the notion of "MAGVRF'. A MAC VRF contains one or
nore "Bridge Tabl es" (see section 3 of [RFC7432] for a discussion of
this term nol ogy), each of which represents a single Broadcast

Dorrai n.

In the IRB nodel (outlined in Appendix A) a L3 routing instance has
one I|RB interface per BD, NOT one per MAC VRF. The procedures of
this docunent are intended to work with all the EVPN service nodels.
Thi s docunent does not distinguish between a "Broadcast Donain" and a
"Bridge Table", and will use the terns interchangeably (or will use
the acronym "BD' to refer to either). The way the BDs are grouped
into MAC-VRFs is not relevant to the procedures specified in this
docunent .

Section 6 of [RFC7432] al so defines several different EVPN service
nodel s:

o In the "vlan-based service", each MAC-VRF contains one "bridge
tabl e", where the bridge table corresponds to a particular Virtual
LAN (VLAN). (See section 3 of [RFC7432] for a discussion of this
term nology.) Thus each VLAN is treated as a BD.

o In the "vlan bundl e service", each MAC VRF contains one bridge
table, where the bridge table corresponds to a set of VLANs. Thus
a set of VLANs are treated as constituting a single BD.

o In the "vlan-aware bundl e service", each MAC-VRF nay contain
nmul ti ple bridge tables, where each bridge table corresponds to one
BD. If a MAC-VRF contains several bridge tables, then it
corresponds to several BDs.

The procedures of this docunent are intended to work for all these
servi ce nodel s.

1.2. Need for EVPN-aware Mul ticast Procedures

Inter-subnet IP nulticast anmong a set of BDs can be achieved, in a
non-opti mal manner, w thout any specific EVPN procedures. For
instance, if a particular tenant has n BDs anbng which he wants to
send I|P multicast traffic, he can sinply attach a conventi onal

mul ticast router to all n BDs. O nore generally, as |long as each BD
has at |east one IP nulticast router, and the IP nulticast routers
communi cate nulticast control information with each ot her,
conventional |IP nulticast procedures will work normally, and no
special EVPN functionality is needed.
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However, that technique does not provide optimal routing for

multicast. In conventional nulticast routing, for a given nulticast
flow, there is only one nulticast router on each BD that is pernmtted
to send traffic of that flowto the BD. |f that BD has receivers for

a given flow, but the source of the flowis not on that BD, then the
flow nust pass through that multicast router. This leads to the
"hai r-pi nning" problemdescribed (for unicast) in Appendix A

For exanple, consider an (S,G flowthat is sourced by a TS S and
needs to be received by TSes Rl and R2. Suppose S is on a segnent of
BD1, Rl is on a segnment of BD2, but both are attached to PE1l.

Suppose al so that the tenant has a nmulticast router, attached to a
segment of BD1 and to a segnent of BD2. However, the segnments to
which that router is attached are both attached to PE2. Then the
flowfromSto R wuld have to follow the path:

S- - >PE1- - >PE2- - >Tenant Mul ticast Router-->PE2-->PEl-->Rl. Cbviously,
the path S-->PE1l-->R woul d be preferred.

Now suppose that there is a second receiver, R2. R2 is attached to a
third BD, BD3. However, it is attached to a segnment of BD3 that is
attached to PE1l. And suppose also that the Tenant Milticast Router
is attached to a segnent of BD3 that attaches to PE2. In this case,
the Tenant Miulticast Router will nmake two copies of the packet, one
for BD2 and one for BD3. PE2 will send both copies back to PE1. Not
only is the routing sub-optimal, but PE2 sends multiple copies of the
same packet to PElL. This is a further sub-optimality.

This is only an exanple; many nore exanples of sub-optinmal nulticast
routing can easily be given. To elininate sub-optinmal routing and
extra copies, it is necessary to have a nulticast solution that is
EVPN- aware, and that can use its know edge of the internal structure
of a Tenant Domain to ensure that rnulticast traffic gets routed
optimally. The procedures of this docunment allow us to avoid al
such sub-optinalities when routing inter-subnet nulticasts within a
Tenant Domai n.

1.3. Additional Requirenents That Mist be Met by the Sol ution
In addition to providing optimal routing of nulticast flows within a
Tenant Domain, the EVPN-aware multicast solution is intended to
satisfy the foll owing requirenents:
0 The solution nust integrate well with the procedures specified in
[IGWP-Proxy]. That is, an integrated set of procedures nust
handl e both intra-subnet nulticast and inter-subnet nulticast.

0 Wth regard to intra-subnet nulticast, the solution MJST naintain
the integrity of nulticast ethernet service. This means:
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* |f a source and a receiver are on the same subnet, the MAC
source address (SA) of the nulticast frame sent by the source
will not get rewitten.

* |f a source and a receiver are on the same subnet, no IP
processing of the ethernet payload is done. The IP TTL is not
decrenent ed, the header checksumis not changed, no
fragmentation is done, etc.

0 On the other hand, if a source and a receiver are on different
subnets, the frame received by the receiver will not have the MAC
Source address of the source, as the frame will appear to have
cone froma nulticast router. Also, proper processing of the IP
header is done, e.g., TTL decrenent by 1, header checksum
nmodi fi cation, possibly fragnentation, etc.

o |If a Tenant Donain contains several BDs, it MJST be possible for a
nmul ticast flow (even when the multicast group address is an "any
source multicast" (ASM address), to have sources in one of those
BDs and receivers in one or nore of the other BDs, wthout
requiring the presence of any system perform ng Pl M Rendezvous
Point (RP) functions ([RFC7761]). Milticast throughout a Tenant
Domai n nmust not require the tenant systens to be aware of any
underlying nulticast infrastructure.

0 Sonetines a MAC address used by one TS on a particular BDis al so
used by another TS on a different BD. Inter-subnet routing of
mul ticast traffic MIUST NOT nmake any assunptions about the
uni queness of a MAC address across several BDs.

o If two EVPN-PEs attached to the same Tenant Domain both support
the O SM procedures, each may receive inter-subnet multicasts from
the other, even if the egress PE is not attached to any segment of
the BD fromwhich the nulticast packets are being sourced. It
MUST NOT be necessary to provision the egress PE with know edge of
the i ngress BD.

0 There nust be a procedure that that all ows EVPN PE routers
supporting O SM procedures to send/receive nulticast traffic to/
from EVPN- PE routers that support only [ RFC7432], but that do not
support the O SM procedures or even the procedures of [EVPN-IRB].
However, when interworking with such routers (which we cal
"non-O SM PE routers”), optimal routing may not be achievabl e.

0o It MIST be possible to support scenarios in which nulticast flows
with sources inside a Tenant Domai n have "external" receivers
i.e., receivers that are outside the domain. It nust also be
possi ble to support scenarios where nulticast flows with externa
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Li n

sources (sources outside the Tenant Donain) have receivers inside
t he donai n.

Thi s presupposes that unicast routes to nulticast sources outside
the domain can be distributed to EVPN-PEs attached to the donain,
and that unicast routes to nulticast sources within the domain can
be distributed outside the domain.

O particular inmportance are the scenario in which the externa
sources and/or receivers are reachable via L3VPN MVPN, and the
scenario in which external sources and/or receivers are reachable
via |PIPIM

The solution for external interworking MIST allow for depl oynent
scenarios in which EVPN does not need to export a host route for
every nulticast source

The solution for external interworking nust not presuppose that
the sane tunneling technology is used within both the EVPN donain
and the external domain. For exanple, M/PN interworking nmust be
possi bl e when MWPN is using MPLS P2MP tunneling, and EVPN i s using
I ngress Replication or VXLAN tunneling.

The sol ution nust not be overly dependent on the details of a
smal | set of use cases, but nust be adaptable to new use cases as
they arise. (That is, the solution nust be robust.)

Ter m nol ogy
this docunent we nake frequent use of the follow ng terni nol ogy:

OSM Optimzed Inter-Subnet Miulticast. EVPN-PEs that follow the
procedures of this docunent will be known as "O SM' PEs. EVPN- PEs
that do not follow the procedures of this docunent will be known
as "non-O SM' PEs.

I P Multicast Packet: An |IP packet whose | P Destination Address
field is a nulticast address that is not a |link-Iocal address.
(Li nk-1ocal addresses are |Pv4 addresses in the 224/8 range and
| Pv6 address in the FF02/16 range.)

I P Multicast Frane: An ethernet frame whose payload is an IP
mul ti cast packet (as defined above).

(S, G Milticast Packet: An IP nulticast packet whose |P Source

Address field contains S and whose | P Destination Address field
contains G
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o0 (S,G Milticast Frane: An IP nulticast frane whose payl oad
contains Sinits |P Source Address field and Gin its IP
Destinati on Address fi el d.

0 Broadcast Dommin (BD): an enul ated ethernet, such that two systens
on the sane BD will receive each other’'s Iink-Iocal broadcasts.

Not e that EVPN supports nodels in which a single EVPN I nstance
(EVI) contains only one BD, and nodels in which a single EVI
contains nultiple BDs. Both nodels are supported by this draft.
However, a given BD belongs to only one EVI.

0 Designated Forwarder (DF). As defined in [ RFC7432], an ethernet
segrment may be multi-homed (attached to nore than one PE). An
ethernet segnment may also contain nmultiple BDs, of one or nore
EVIs. For each such EVI, one of the PEs attached to the segnent
becones that EVI's DF for that segnment. Since a BD nay belong to
only one EVI, we can speak unanbi guously of the BD's DF for a
gi ven segment.

When the text makes it clear that we are speaking in the context
of a given BD, we will frequently use the term"a segnent’s DF" to
mean the given BD's DF for that segnent.

o0 AC Attachment Grcuit. An AC connects the bridging function of
an EVPN-PE to an ethernet segnment of a particular BD. ACs are not
visible at the router (L3) I|ayer.

0 L3 Gateway: An L3 Gateway is a PE that connects an EVPN tenant
domain to an external nulticast domain by perform ng both the O SM
procedures and the Layer 3 multicast procedures of the external
domai n.

o PEG (PIMEVPN Gateway): A L3 Gateway that connects an EVPN tenant
domain to an external nulticast donmain whose Layer 3 nulticast
procedures are those of PIM ([RFC7761]).

o MEG (MVPN EVPN Gateway): A L3 Gateway that connects an EVPN tenant
domain to an external nulticast domain whose Layer 3 nulticast
procedures are those of MVPN ([ RFC6513], [RFC6514]).

o IPMG (IP Miulticast Gateway): A PE that is used for interworking
O SM EVPN- PEs wi t h non- O SM EVPN- PEs.

0o DR (Designated Router): A PE that has special responsibilities for
handl i ng nul ti cast on a given BD.
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0 Use of the "C" prefix. |In many docunents on VPN nulticast, the
prefix "C" appears before any address or wildcard that refers to
an address or addresses in a tenant’s address space, rather than
to an address of addresses in the address space of the backbone
network. This docunent onmits the "C" prefix in nany cases where
it is clear fromthe context that the reference is to the tenant’s
addr ess space.

This docunent al so assunmes familiarity with the terninol ogy of
[ RFC4364], [ RFCB6514], [RFC7432], [RFC7761], [|GWP-Proxy],
[EVPN_I P_Prefix] and [ EVPN- BUM .

1.5. Model of Operation: Overview
1.5.1. Control Pl ane

In this section, and in the remainder of this docunment, we assune the
reader is famliar with the procedures of | GwW/ M.D (see [ RFC2236] and
[ RFC2710]), by which hosts announce their interest in receiving
particular nmulticast flows.

Consi der a Tenant Domain consisting of a set of k BDs: BD1, ..., BDK.
To support the O SM procedures, each Tenant Domain nust al so be
associated with a "Suppl enentary Broadcast Domain" (SBD). An SBDis
treated in the control plane as a real BD, but it does not have any
ACs. The SBD has several uses, that will be described later in this
docunent. (See Section 2.1.)

Each PE that attaches to one or nore of the BDs in a given tenant
domain will be provisioned to recogni ze that those BDs are part of
the sane Tenant Domain. Note that a given PE does not need to be
configured with all the BDs of a given Tenant Domain. |n general, a
PE will only be attached to a subset of the BDs in a given Tenant
Domain, and will be configured only with that subset of BDs.

However, each PE attached to a given Tenant Donain nust be configured
with the SBD for that Tenant Domai n.

Suppose a particular segnent of a particular BD is attached to PEL.
[ RFC7432] specifies that PE1 nust originate an Inclusive Milticast
Et hernet Tag (I MET) route for that BD, and that the | MET nmust be

propagated to all other PEs attached to the sane BD. |If the given
segment contains a host that has interest in receiving a particul ar

multicast flow, either an (S, G flowor a (*,G flow, PE1 will learn
of that interest by participating in the | GW/ M.D procedures, as
specified in [IGW-Proxy]. 1In this case, we will say that:
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0 PEl is interested in receiving the flow

o0 The AC attaching the interested host to PE1l is also said to be
interested in the flow,

0 The BD containing an ACthat is interested in a particular flowis
also said to be interested in that flow

Once PEl1l determines that it has interest in receiving a particul ar
flow or set of flows, it uses the procedures of [|IGW-Proxy] to
advertise its interest in those flows. |t advertises its interest in
a given flow by originating a Selective Milticast Ethernet Tag (SMET)
route. An SMET route is propagated to the other PEs that attach to
the sane BD.

O SM PEs MUST follow the procedures of [IGW-Proxy]. In this
docunent, we extend the procedures of [|IGW-Proxy] so that | MET and
SMET routes for a particular BD are distributed not just to PEs that
attach to that BD, but to PEs that attach to any BD in the Tenant
Domai n.

In this way, each PE attached to a given Tenant Donmain |earns, from
each other PE attached to the sane Tenant Donmin, the set of flows
that are of interest to each of those other PEs.

An O SM PE that is provisioned with several BDs in the sanme Tenant
Domain may originate an I MET route for each such BD. To indicate its
support of [IGWP-Proxy], it MJST attach the EVPN Milticast Flags

Ext ended Community to each such | MET route.

Suppose PE1l is provisioned with both BDL and BD2, and is provisioned
to consider themto be part of the sane Tenant Domain. It is
possible that PE1 will receive fromPE2 both an | MET route for BDl
and an I MET route for BD2. |f either of these | MET routes has the
EVPN Mul ticast Flags Extended Community, PE1 MJST assune that PE2 is
supporting the procedures of [IGW-Proxy] for ALL BDs in the Tenant
Dorrai n.

If a PE supports O SMfunctionality, it MJST indicate that by
attaching an "O SM supported” flag or Extended Conmunity (EC) to al
its MET routes. (Details to be specified in next revision.) An

O SM PE SHOULD attach this flag or ECto all the I MET routes it
originates. However, if PEl inports IMET routes from PE2, and at

| east one of PE2's I MET routes indicates that PE2 is an O SM PE, PEl
will assume that PE2 is follow ng O SM procedures
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1.5.2. Data Pl ane

Suppose PE1 has an AC to a segnent in BDl, and PEl receives fromthat
AC an (S, G nulticast frane (as defined in Section 1.4).

There may be other ACs of PEl1 on which TSes have indicated an
interest (via IGW/ M.D) in receiving (S,G multicast packets. PEl is
responsi ble for sending the received nmulticast packet out those ACs.
There are two cases to consider:

0 Intra-Subnet Forwarding: In this case, an attachnent AC with
interest in (S, G is connected to a segnent that is part of the
source BD, BDl1. |If the segnent is not multi-honmed, or if PEl is
the Designated Forwarder (DF) (see [RFC7432]) for that segnent,
PE1 sends the multicast frame on that AC wi thout changi ng the MAC
SA. The IP header is not nodified at all; in particular, the TTL
i s not decrenented.

0 Inter-Subnet Forwarding: An ACwith interest in (S, G is connected
to a segnent of BD2, where BD2 is different than BD1. |If PEl is
the DF for that segnent (or if the segment is not nulti-honed),
PE1 decapsul ates the IP nulticast packet, perforns any necessary
| P processing (including TTL decrenent), then re-encapsul ates the
packet appropriately for BD2. PEl then sends the packet on the
AC. Note that after re-encapsulation, the MAC SAwill be PEl's
MAC address on BD2. The IP TTL will have been decrenented by 1.

In addition, there may be other PEs that are interested in (S, QG
traffic. Suppose PE2 is such a PE. Then PE1l tunnels a copy of the
IP multicast frane (with its original MAC SA, and with no alteration
of the payload' s IP header). The tunnel encapsul ation contains

i nformati on that PE2 can use to associate the frane with a source BD.
If the source BD is BD1:

o |If PE2 is attached to BDl, the tunnel encapsul ation used to send
the frame to PE2 will cause PE2 to identify BDl as the source BD.

o If PE2 is not attached to BD1l, the tunnel encapsulation used to
send the frame to PE2 will cause PE2 to identify the SBD as the
source BD.

The way in which the tunnel encapsulation identifies the source BDis
of course dependent on the type of tunnel that is used. This will be
specified later in this docunent.

When PE2 receives the tunneled frane, it will forward it on any of
its ACs that have interest in (S, G.
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If PE2 determines fromthe tunnel encapsulation that the source BDis
BD1, then

o0 For those ACs that connect PE2 to BD1, the intra-subnet forwarding
procedure described above is used, except that it is now PE2, not
PE1, carrying out that procedure. Unnodified EVPN procedures from
[ RFC7432] are used to ensure that a packet originating froma
mul ti-homed segnent is never sent back to that segment.

o For those ACs that do not connect to BDl, the inter-subnet
forwardi ng procedure descri bed above is used, except that it is
now PE2, not PEl, carrying out that procedure.

If the tunnel encapsulation identifies the source BD as the SBD, PE2
applies the inter-subnet forwardi ng procedures descri bed above to all
of its ACs that have interest in the flow

These procedures ensure that an IP nulticast frame travels fromits
ingress PE to all egress PEs that are interested in receiving it.
VWhile in transit, the frame retains its original MAC SA, and the
payl oad of the frame retains its original |IP header. Note that in
all cases, when an IP nulticast packet is sent fromone BD to

anot her, these procedures cause its TTL to be decrenented by 1.

So far we have assuned that an I P nmulticast packet arrives at its

i ngress PE over an AC that belongs to one of the BDs in a given
Tenant Domain. However, it is possible for a packet to arrive at its
ingress PE in other ways. Since an EVPN- PE supporting |IRB has an
IP-VRF, it is possible that the IP-VRF will have a "VRF interface"
that is not an IRB interface. For exanple, there mght be a VRF
interface that is actually a physical link to an external ethernet
switch, or to a directly attached host, or to a router. Wen an
EVPN- PE, say PEl, receives a packet through such neans, we wll say
that the packet has an "external" source (i.e., a source "outside the
tenant domain"). There are also other scenarios in which a nulticast
packet m ght have an external source, e.g., it mght arrive over an
MVPN tunnel froman L3VPN PE. In such cases, we will still refer to
PE1 as the "ingress EVPN-PE".

When an EVPN-PE, say PEl, receives an externally sourced nulticast
packet, and there are receivers for that packet inside the Tenant
Domain, it does the follow ng:

0 Suppose PE1 has an ACin BDl that has interest in (S, G. Then PEl
encapsul ates the packet for BDl, filling in the MAC SA field with
the MAC address of PEl itself on BDlL. It sends the resulting
frame on the AC
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0 Suppose some other EVPN-PE, say PE2, has interest in (S, G. PEl

encapsul ates the packet for ethernet, filling in the MAC SA field
with PE1l’s owmn MAC address on the SBD. PEl then tunnels the
packet to PE2. The tunnel encapsulation will identify the source

BD as the SBD. Since the source BDis the SBD, PE2 will know to
treat the frame as an inter-subnet nmulticast.

When ingress replication is used to transmt IP nmulticast frames from
an ingress EVPN-PE to a set of egress PEs, then of course the ingress
PE has to send nultiple copies of the franme. Each copy is the
original ethernet frane; decapsulation and |IP processing take place
only at the egress PE

If a Point-to-Miltipoint (P2MP) tree or BIER ([EVPN-BIER]) is used to
transmit an IP nmulticast frame froman ingress PE to a set of egress
PEs, then the ingress PE only has to send one copy of the frane to
each of its next hops. Again, each egress PE receives the original
frame and does any necessary | P processing.

2. Detailed Mddel of Operation

The nodel described in Section 1.5.2 can be expressed nore precisely
using the notion of "IRB interface" (see Appendix A). However, this
requires that the semantics of the IRB interface be nodified for
mul ti cast packets. It is also necessary to have an IRB interface
that connects the L3 routing instance of a particular Tenant Domain
(in a particular PE) to the SBD of that Tenant Domai n.

In this section we assune that PIMis not enabled on the IRB
interfaces. 1In general, it is not necessary to enable PIMon the | RB
interfaces unless there are PIMrouters on one of the Tenant Domain’s
BDs, or unless there is sone other scenario requiring a Tenant
Domain’s L3 routing instance to becone a PIM adj acency of sone ot her
system These cases will be discussed in Section 7.

2.1. Supplenentary Broadcast Donain

Suppose a given Tenant Domain contains three BDs (BD1, BD2, BD3) and
two PEs (PEl, PE2). PEl attaches to BD1 and BD2, while PE2 attaches
to BD2 and BDS.

To carry out the procedures described above, all the PEs attached to
the Tenant Domai n nmust be provisioned to have the SBD for that tenant
domain. An RT must be associated with the SBD, and provisioned on
each of those PEs. We will refer to that RT as the "SBD RT".
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A Tenant Domain is also configured with an | P-VRF ([EVPN-1RB]), and
the IP-VRF is associated with an RT. This RT MAY be the sane as the
SBD- RT.

Suppose an (S,G nulticast frane originating on BD1 has a receiver on
BD3. PE1 will transmit the packet to PE2 as a frame, and the
encapsulation will identify the frane’s source BD as BDl. Since PE2
is not provisioned with BDl, it will treat the packet as if its
source BD were the SBD. That is, a packet can be transmitted from
BD1 to BD3 even though its ingress PE is not configured for BD3, and/
or its egress PE is not configured for BDL.

EVPN supports service nodels in which a given EVPN | nstance (EVI) can
contain only one BD. It also supports service nodels in which a
given EVI can contain nultiple BDs. The SBD can be treated either as
its omn EVI, or it can be treated as one BD within an EVI that
contains nultiple BDs. The procedures specified in this docunent
accommodat e both cases.

2.2. Wen is a Route About/For/Froma Particular BD
In this docunment, we will frequently say that a particular route is

"about" a particular BD, or is "fronl a particular BD, or is "for" a
particular BD or is "related to" a particular BD. These terns are

used interchangeably. In this section, we explain exactly what that
neans.

In EVPN, each BD is assigned an RT. 1In sone service nodels, each BD
is assigned a unique RT. In other service nodels, a set of BDs (al

in the sanme Tenant Domain) may be assigned the sane RT. (An RT is
actually assigned to a MAC-VRF, and hence is shared by all the BDs
that share the MAC-VRF.) The RT is a BGP extended conmmunity that may
be attached to the BGP routes used by the EVPN control plane.

In those service nodels that allow a set of BDs to share a single RT,
each BD is assigned a non-zero Tag ID. The Tag |ID appears in the

Net wor k Layer Reachability Information (NLRI) of many of the BGP
routes that are used by the EVPN control plane.

A route is about a particular BDif it carries the RT that has been
assigned to that BD, and its NLRI contains the Tag ID that has been
assigned to that BD.

Note that a route that is about a particular BD may al so carry
addi ti onal RTs.
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2.3. Use of IRB Interfaces at Ingress PE

When an (S, G mnulticast frame is received froman AC belonging to a
particul ar BD, say BDL:

1. The frame is sent unchanged to other EVPN-PEs that are interested
in (S, G traffic. The encapsulation used to send the frame to
the ot her EVPN-PEs depends on the tunnel type being used for
mul ticast transm ssion. (For our purposes, we consider |ngress
Replication (IR), Assisted Replication (AR) and BIER to be
"tunnel types", even though IR, AR and BI ER do not actually use
P2MP tunnels.) At the egress PE, the source BD of the frame can
be inferred fromthe tunnel encapsulation. |If the egress PE is
not attached to the real source BD, it will infer that the source
BD is the SBD.

Note that the the inter-PE transm ssion of a multicast frane
anong EVPN-PEs of the same Tenant Domai n does NOT involve the | RB
interfaces, as long as the nulticast frame was received over an
AC attached to one of the Tenant Donmin’'s BDs.

2. The frane is also sent up the IRB interface that attaches BDl to
the Tenant Domain’s L3 routing instance in this PE. That is, the
L3 routing instance, behaving as if it were a nmulticast router
receives the IP nulticast frames that arrive at the PE fromits
| ocal ACs. The L3 routing instance decapsul ates the franme’'s
payl oad to extract the IP nmulticast packet, decrenents the IP
TTL, adjusts the header checksum and does any other necessary |P
processing (e.g., fragnentation).

3. The L3 routing instance keeps track of which BDs have | oca
receivers for (S,G traffic. (A "local receiver" is a tenant
system reachable via a local attachment circuit that has
expressed interest in (S, G traffic.) |If the L3 routing instance
has an IRB interface to BD2, and it knows that BD2 has a LOCAL
receiver interested in (S, G traffic, it encapsul ates the packet
in an ethernet header for BD2, putting its own MAC address in the
MAC SA field. Then it sends the packet down the IRB interface to
BD2.

If a packet is sent fromthe L3 routing instance to a particular BD
via the IRBinterface (step 3 in the above list), and if the BDin
question is NOT the SBD, the packet is sent ONLY to LOCAL ACs of that
BD. |If the packet needs to go to other PEs, it has already been sent
to themin step 1. Note that this is a change in the IRB interface
semantics fromwhat is described in [EVPN-1RB] and Figure 2
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Exi sting EVPN procedures ensure that a packet is not sent by a given
PE to a given locally attached segnent unless the PE is the DF for
that segnent. Those procedures also ensure that a packet is never
sent by a PEto its segnent of origin. Thus EVPN segnent nulti-
homing is fully supported; duplicate delivery to a segnent or |ooping
on a segnent are thereby prevented, w thout the need for any new
procedures to be defined in this docunent.

VWhat if an I P nulticast packet is received fromoutside the tenant
domai n? For instance, perhaps PEl's IP-VRF for a particular tenant
domai n al so has a physical interface |leading to an external switch
host, or router, and PEl receives an | P nulticast packet or frane on
that interface. O perhaps the packet is froman L3VPN, or a

di fferent EVPN Tenant Domai n.

Such a packet is first processed by the L3 routing instance, which
decrenents TTL and does any other necessary |P processing. Then the
packet is sent into the Tenant Donmain by sending it down the | RB
interface to the SBD of that Tenant Donmain. This requires
encapsul ati ng the packet in an ethernet header, with the PE's own MAC
address, on the SBD, in the MAC SA field.

An | P nulticast packet sent by the L3 routing instance down the | RB
interface to the SBD is treated as if it had arrived froma |ocal AC
and steps 1-3 are applied. Note that the semantics of sending a
packet down the IRB interface to the SBD are thus slightly different
than the semantics of sending a packet down other IRB interfaces. IP
mul ti cast packets sent down the SBD's IRB interface nmay be
distributed to other PEs, but IP nulticast packets sent down other
IRB interfaces are distributed only to |ocal ACs.

If a PE sends a link-local multicast packet down the SBD | RB
interface, that packet will be distributed (as an ethernet frame) to
other PEs of the Tenant Donmin, but will not appear on any of the
actual BDs.

2.4. Use of IRB Interfaces at an Egress PE

Suppose an egress EVPN-PE receives an (S,G nulticast frame fromthe
frame’s ingress EVPN-PE. As described above, the packet will arrive
as an ethernet frane over a tunnel fromthe ingress PE, and the
tunnel encapsulation will identify the source BD of the ethernet
frane.

We define the notion of the franme’s "inferred source BD' as foll ows.
If the egress PE is attached to the actual source BD, the actua
source BDis the inferred source BD. |If the egress PE is not
attached to the actual source BD, the inferred source BD is the SBD.
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The egress PE now takes the follow ng steps:

1. If the egress PE has ACs belonging to the inferred source BD of
the frane, it sends the frame unchanged to any ACs of that BD
that have interest in (S, G packets. The MAC SA of the frane is
not nodified, and the | P header of the frame’'s payload is not
nodi fied in any way.

2. The frame is also sent to the L3 routing instance by being sent
up the IRB interface that attaches the L3 routing instance to the
inferred source BD. Steps 2 and 3 of Section 2.3 are then
appl i ed.

2.5. Announcing Interest in (S, G

[ 1 GWP- Proxy] defines the procedures used by an egress PE to announce
its interest in a nmulticast flow or set of flows. This is done by
originating an SMET route. |f an egress PE deternmines it has LOCAL
receivers in a particular BD that are interested in a particul ar set
of flows, it originates one or nore SMET routes for that BD. The
SMET route specifies a flow or set of flows, and identifies the
egress PE. The SMET route is specific to a particular BD. A PE that
originates an SMET route is announcing "I have receivers for (S, G or
(*,Q in BDx".

In [1GW-Proxy], an SMET route for a particular BD carries a Route
Target (RT) that ensures it will be distributed to all PEs that are
attached to that BD. In this docunment, it is REQU RED that an SMET
route also carry the RT that is assigned to the SBD. This ensures
that every ingress PE attached to a particular Tenant Domain will
learn of all other PEs (attached to the same Tenant Donmin) that have
interest in a particular set of flows. Note that it is not necessary
for the ingress PE to have any BDs other than the SBD in comon with
the egress PEs.

Since the SMET routes fromany BD in a given Tenant Domain are
propagated to all PEs of that Tenant Domain, an (S, G receiver on one
BD can receive (S,G packets that originate in a different BD.

Wthin an EVPN domain, a given |IP source address can only be on one
BD. Therefore inter-subnet nulticasting can be done, within the
Tenant Domain, w thout requiring any Rendezvous Points, shared trees,
or other conplex aspects of nmulticast routing infrastructure. (Note
that while the MAC addresses do not have to be unique across all the
BDs in a Tenant Domain, the |P addresses to have to be uni que across
all those BDs.)

If sone PE attached to the Tenant Domai n does not support [l GWP-
Proxy], it will be assumed to be interested in all flows. Wether a
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particul ar renmote PE supports [IGWP-Proxy] is determ ned by the
presence of the Milticast Flags Extended Comunity in its | MET route;
this is specified in [ GVW-Proxy].)

2.6. Tunneling Franmes fromlIngress PE to Egress PEs

[ RFC7432] specifies the procedures for setting up and using "BUM
tunnel s". A BUMtunnel is a tunnel used to carry traffic on a
particular BDif that traffic is (a) broadcast traffic, or (b)
uni cast traffic with an unknowmn MAC DA, or (c) ethernet nulticast
traffic.

Thi s docunent allows the BUMtunnels to be used as the default
tunnels for transmtting intra-subnet IP nmulticast frames. It also
all ows a separate set of tunnels to be used, instead of the BUM
tunnels, as the default tunnels for carrying intra-subnet IP

nmul ticast frames. Let’s call these "I P Milticast Tunnel s".

When the tunneling is done via Ingress Replication or via BIER, this
difference is of no significance. However, when P2MP tunnels are
used, there is a significant advantages to having separate |IP
nmul ti cast tunnels.

It is desirable for an ingress PE to transnit a copy of a given (S, Q
nmul ticast frame on only one tunnel. Al egress PEs interested in
(S, G packets nmust then join that tunnel. |[If the source BD/PE for an
(S, G packet is BDl/PE1, and PE2 has receivers for (S, G on BD2, PE2
must join the P2MP LSP on which PEl transnits the frame. PE2 nust
join this P2MP LSP even if PE2 is not attached to the source BD
(BD1l). If PE1 were transmitting the nmulticast frame on its BD1 BUM
tunnel, then PE2 would have to join the BD1L BUM tunnel, even though
PE2 has no BDl attachnent circuits. This would cause PE2 to pull al
the BUMtraffic fromBDl, nost of which it would just have to
discard. Thus we RECOMMEND that the default IP nmulticast tunnels be
di stinct fromthe BUM tunnels.

Whet her or not the default IP nulticast tunnels are distinct fromthe
BUM tunnel s, selective tunnels for particular multicast flows can
still be used. Traffic sent on a selective tunnel woul d not be sent
on the default tunnel

Not wi t hst andi ng the above, link local IP nulticast traffic MJST

al ways be carried on the BUMtunnels, and ONLY on the BUM tunnels.
Link local 1P multicast traffic consists of IPv4 traffic with a
destination address prefix of 224/8 and IPv6 traffic with a
destination address prefix of FF02/16. In this docunent, the terns
"I'P nulticast packet" and "IP nulticast frane" are defined in
Section 1.4 so as to exclude the link-local traffic.
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2.7. Advanced Scenari os
There are some depl oynent scenarios that require special procedures:

1. Some nulticast sources or receivers are attached to PEs that
support [RFC7432], but do not support this docunent or
[EVPN-IRB]. To interoperate with these "non-O SM PEs", it is
necessary to have one or nore gateway PEs that interface the
tunnel s discussed in this docunment with the BUMtunnels of the
| egacy PEs. This is discussed in Section 5.

2. Sonetinmes multicast traffic originates fromoutside the EVPN
domain, or needs to be sent outside the EVPN domain. This is
di scussed in Section 6. An inportant special case of this,
integration with M/PN, is discussed in Section 6.1.2.

3. In sone scenarios, one or nore of the tenant systens is a PIM
router, and the Tenant Donmain is used for as a transit network
that is part of a larger nmulticast donmain. This is discussed in
Section 7.

3. EVPN-aware Milticast Solution Control Plane
3.1. Supplenmentary Broadcast Donmain (SBD) and Route Targets

Every Tenant Domain is associated with a single Suppl ementary

Br oadcast Dormain (SBD), as discussed in Section 2.1. Recall that a
Tenant Donmain is defined to be a set of BDs that can freely send and
receive IP nulticast traffic to/fromeach other. |[|f an EVPN-PE has
one or nore ACs in a BD of a particular Tenant Domain, and if the
EVPN- PE supports the procedures of this docunent, that EVPN- PE nust
be provisioned with the SBD of that Tenant Domai n.

At each EVPN-PE attached to a given Tenant Donain, there is an IRB
interface leading fromthe L3 routing instance of that Tenant Donain
and the SBD. However, the SBD has no ACs.

The SBD may be in an EVPN Instance (EVI) of its own, or it may be one
of several BDs (of the sane Tenant Domain) in an EVI

Each SBD is provisioned with a Route Target (RT). Al the EVPN PEs
supporting a given SBD are provisioned with that RT as an inport RT.

Each SBD is al so provisioned with a "Tag I D' (see Section 6 of
[ RFC7432]) .

o If the SBDis the only BDin its EVI, the mapping fromRT to SBD
is one-to-one. The Tag IDis zero.
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o If the SBD is one of several BDs inits EVI, it may have its own
RT, or it may share an RT with one or nore of those other BDs. In
either case, it nmust be assigned a non-zero Tag ID. The mapping
from<RT, Tag ID> is always one-to-one.

W will use the term"SBD-RT" to denote the RT has has been assigned
to an SBD. Routes carrying this RT will be propagated to all
EVPN-PEs in the sane Tenant Domai n as the originator.

An EVPN-PE that receives a route can al ways determnm ne whether a
received route "belongs to" a particular SBD, by seeing if that route
carries the SBD-RT and has the Tag ID of the SBDin its NLRI.

If the VLAN-based service nodel is being used for a particul ar Tenant
Domain, and thus each BDis in a distinct EVI, it is natural to have
the SBD be in a distinct EVI as well. |If the VLAN-aware bundl e
service is being used, it is natural to include the SBD in the sane
EVI that contains the other BDs. However, it is not required to do
so; the SBD can still be placed in an EVI of its own, if that is
desi red.

Note that an SBD, just |like any other BD, is associated on each
EVPN-PE with a MAC-VRF. Per [RFC7432], each MAC-VRF is associ ated
with a Route Distinguisher (RD). Wen constructing a route that is
"about" an SBD, an EVPN-PE will place the RD of the associated
MAC-VRF in the "Route Distinguisher” field of the NLRI. (If the
Tenant Domain has several MAC-VRFs on a given PE, the EVPN-PE has a
choi ce of which RD to use.)

If Assisted Replication (AR see [EVPN-AR]) is used, each

AR- REPL| CATOR for a given Tenant Domain nmust be provisioned with the
SBD of that Tenant Domain, even if the AR-REPLI CATOR does not have
any L3 routing instance.

3.2. Advertising the Tunnels Used for I P Milticast

The procedures used for advertising the tunnels that carry IP

mul ticast traffic depend upon the type of tunnel being used. |If the
tunnel type is neither Ingress Replication, Assisted Replication, nor
Bl ER, there are procedures for advertising both "inclusive tunnels"
and "sel ective tunnel s".

When IR, AR or BIER are used to transnmit |P nmulticast packets across
the core, there are no P2MP tunnels. Once an ingress EVPN-PE
determ nes the set of egress EVPN-PEs for a given flow, the I MET
routes contain all the information needed to transport packets of
that flow to the egress PEs.
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If AR is used, the ingress EVPN-PE is al so an AR-LEAF and the | MET
route comng fromthe sel ected AR- REPLI CATOR contains the information
needed. The AR-REPLI CATOR wi Il behave as an ingress EVPN-PE when
sending a flow to the egress EVPN- PEs.

If the tunneling technique requires P2MP tunnels to be set up (e.g.,
RSVP-TE P2MP, nLDP, PIM, sone of the tunnels may be selective
tunnel s and sonme may be inclusive tunnels.

Sel ective tunnels are always advertised by the ingress PE using
S-PMSI A-D routes ([ EVPN-BUM).

For inclusive tunnels, there is a choice between using a BD s
ordinary "BUM tunnel " [RFC7432] as the default inclusive tunnel for
carrying P nulticast traffic, or using a separate |IP nulticast

tunnel as the default inclusive tunnel for carrying IP nulticast. In
the former case, the inclusive tunnel is advertised in an | MET route.
In the latter case, the inclusive tunnel is advertised in a (C*,C?*)
S-PMSI A-Droute ([EVPN-BUM ). Details may be found in subsequent
secti ons.

3.2.1. Constructing SBD Routes
3.2.1.1. Constructing an SBD- | MET Rout e

In general, an EVPN-PE originates an |IMET route for each real BD.
Whet her an EVPN-PE has to originate an I MET route for the SBD (of a
particul ar Tenant Donmi n) depends upon the type of tunnels being used
to carry EVPN nulticast traffic across the backbone. |In sonme cases,
an | MET route does not need to be originated for the SBD, but the
other I MET routes have to carry the SBD-RT as well as any other RTs
they would ordinarily carry (per [RFC7432].

Subsequent sections will specify when it is necessary for an EVPN- PE
to originate an I MET route for the SBD. W will refer to such a
route as an "SBD-|I MET route".

When an EVPN- PE needs to originate an SBD-I MET route that is "for"
the SBD, it constructs the route as foll ows:

o the RDfield of the route’s NLRI is set to the RD of the MAC VRF
that is associated with the SBD;

0 a Route Target Extended Community containing the value of the
SBD-RT is attached to that route;

o the "Tag ID" field of the NLRI is set to the Tag |ID that has been
assigned to the SBD. This is nost likely O if a VLAN based or
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VLAN- bundl e service is being used and non-zero if a VLAN aware
bundl e service is being used.

3.2.1.2. Constructing an SBD- SMET Rout e

An EVPN-PE can originate an SMET route to indicate that it has
receivers, on a specified BD, for a specified nulticast flow In
some scenarios, an EVPN-PE nust originate an SVMET route that is for
the SBD, which we will call an "SBD- SMET route". \Whether an EVPN- PE
has to originate an SMET route for the SBD (of a particular tenant
domai n) depends upon various factors, detailed in subsequent

secti ons.

When an EVPN PE needs to originate an SBD-SMET route that is "for"
the SBD, it constructs the route as foll ows:

o the RDfield of the route’s NLRI is set to the RD of the MAC VRF
that is associated with the SBD;

0 a Route Target Extended Community containing the value of the
SBD-RT is attached to that route;

o the "Tag ID" field of the NLRI is set to the Tag |ID that has been
assigned to the SBD. This is nost likely O if a VLAN based or
VLAN- bundl e service is being used and non-zero if a VLAN aware
bundl e service is being used.

3.2.1.3. Constructing an SBD SPMSI Rout e

An EVPN-PE can originate an S-PMsl A-D route (see [EVPN-BUM) to
indicate that it is going to use a particular P2MP tunnel to carry
the traffic of particular IP nulticast flows. |In general, an S PMSI
A-Droute is specific to a particular BD. In sonme scenarios, an
EVPN- PE nust originate an S-PVMSI A-D route that is for the SBD, which
we will call an "SBD- SPMSI route". \Whether an EVPN-PE has to
originate an SBD-SPMSI route for (of a particular Tenant Domain)
depends upon various factors, detailed in subsequent sections.

When an EVPN- PE needs to originate an SBD-SPMSI route that is "for"
the SBD, it constructs the route as foll ows:

o the RDfield of the route’s NLRl is set to the RD of the MAC VRF
that is associated with the SBD;

0 a Route Target Extended Community containing the value of the
SBD-RT is attached to that route;
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o the "Tag ID'" field of the NLRI is set to the Tag I D that has been
assigned to the SBD. This is nost likely O if a VLAN based or
VLAN- bundl e service is being used and non-zero if a VLAN-aware
bundl e service is being used.

3.2.2. Ingress Replication

When I ngress Replication (IR) is used to transport |IP multicast
franmes of a given Tenant Domain, each EVPN-PE attached to that Tenant
Domain MUST originate an SBD-I1 MET route, as described in

Section 3.2.1.1.

The SBD- I MET route MJST carry a PMSI Tunnel attribute (PTA), and the
MPLS | abel field of the PTA MIUST specify a downstream assi gned MPLS
| abel that maps uniquely (in the context of the originating EVPN PE)
to the SBD.

An EVPN-PE MUST al so originate an | MET route for each BD to which it

is attached, followi ng the procedures of [RFC7432]. Each of these

I MET routes carries a PTA that specifying a downstream assi gned | abel
that maps uniquely (in the context of the originating EVPN-PE) to the
BD in question. These | MET routes need not carry the SBD RT.

When an ingress EVPN PE needs to use IRto send an I P nmulticast frane
froma particular source BD to an egress EVPN-PE, the ingress PE

det erm nes whether the egress PE has originated an | MET route for
that BD. |If so, that IMET route contains the MPLS | abel that the
egress PE has assigned to the source BD. The ingress PE uses that

| abel when transnmitting the packet to the egress PE. QO herw se, the
i ngress PE uses the | abel that the egress PE has assigned to the SBD
(in the SBD-I MET route originated by the egress).

Note that the set of IMET routes originated by a given egress PE, and
installed by a given ingress PE, will change over tinme. |If the
egress PE withdraws its IMET route for the source BD, the ingress PE
must stop using the |abel carried in that | MET route, and start using
the | abel carried in the SBD-I MET route fromthat egress PE

3.2.3. Assisted Replication

When Assisted Replication is used to transport IP nulticast franes of
a given Tenant Dommin, each EVPN-PE (including the AR REPLI CATOR)
attached to the Tenant Domain MJST originate an SBD-| MET route, as
described in Section 3.2.1.1.

An AR- REPLI CATOR attached to a given Tenant Donmmin is considered to

be an EVPN-PE of that Tenant Donmain. |t is attached to all the BDs
in the Tenant Domain, but it has no | RB interfaces.
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As with Ingress Replication, the SBD-I MET route carries a PTA where
the MPLS | abel field specifies the downstream assi gned MPLS | abe
that identifies the SBD. However, the AR REPLI CATOR and AR- LEAF
EVPN-PEs will set the PTA's flags differently, as per [EVPN AR].

In addition, each EVPN-PE originates an I MET route for each BD to
which it is attached. As in the case of Ingress Replication, these
routes carry the downstream assi gned MPLS | abels that identify the
BDs and do not carry the SBD RT.

When an ingress EVPN-PE, acting as AR-LEAF, needs to send an IP

nmul ticast frame froma particular source BD to an egress EVPN-PE, the
i ngress PE deternines whether there is any AR REPLI CATCR t hat
originated an I MET route for that BD. After the AR REPLI CATOR
selection (if there are nore than one), the AR-LEAF uses the | abe
contained in the I MET route of the AR REPLI CATOR when transnitting
packets to it. The AR REPLI CATOR receives the packet and, based on
the procedures specified in [EVPN-AR], transmits the packets to the
egress EVPN-PEs using the labels contained in the | MET routes
received fromthe egress PEs.

If an ingress AR-LEAF for a given BD has not received any | MET route
for that BD from an AR-REPLI CATOR, the ingress AR-LEAF follows the
procedures in Section 3.2.2.

3.2.4. BIER

When BIER is used to transport multicast packets of a given Tenant
Domai n, each EVPN-PE attached to that Tenant Donmain MJUST origi nate an
SBD- | MET route, as described in Section 3.2.1.1

In addition, IMET routes that are originated for other BDs in the
Tenant Domain MJST carry the SBD- RT.

Each I MET route (including but not limted to the SBD | MET route)
MUST carry a PMSI Tunnel attribute (PTA). The MPLS | abel field of
the PTA MUST specify an upstream assigned MPLS | abel that naps

uni quely (in the context of the originating EVPN-PE) to the BD for
which the route is originated.

When an ingress EVPN-PE uses BIER to send an I P nulticast packet
(inside an ethernet frane) froma particular source BDto a set of
egress EVPN-PEs, the ingress PE follows the BI ER encapsul ation with
the upstream assigned | abel it has assigned to the source BD. (This
| abel will come fromthe originated SBD- I MET route ONLY if the
traffic originated fromoutside the Tenant Donain.) An egress PE can
deternmine fromthat |abel whether the packet’s source BD is one of
the BDs to which the egress PE is attached.
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Further details on the use of BIER to support EVPN can be found in
[ EVPN-BI ER] .

3.2.5. Inclusive P2MP Tunnel s
3.2.5.1. Using the BUM Tunnels as | P Milticast |nclusive Tunnels

The procedures in this section apply only when it is desired to use
the BUMtunnels to carry IP nmulticast traffic across the backbone.
In this cases, an IP nulticast frane (whether inter-subnet or
intra-subnet) will be carried across the backbone in the BUM tunnel
belonging to its source BD. An EVPN-PE attached to a given Tenant
Domain will then need to join the BUMtunnels for each BD in the
Tenant Domain, even if the EVPN-PE is not attached to all of those
BDs. The reason is that an IP nulticast packet from any source BD
m ght be needed by an EVPN-PE that is not attached to that source
donmi n.

Note that this will cause BUMtraffic froma given BD in a Tenant
Donmain to be sent to all PEs that attach to that tenant domain, even
the PEs that don’t attach to the given BD. To avoid this, it is
RECOMVENDED t hat the BUM tunnels not be used as IP Milticast

i nclusive tunnels, and that the procedures of Section 3.2.5.2 be used
i nst ead.

3.2.5.1.1. RSVP-TE P2MP

When BUM tunnel s created by RSVP-TE P2MP are used to transport |IP
mul ticast frames of a given Tenant Donmi n, each EVPN-PE attached to
that Tenant Donmain MJST originate an SBD-1 MET route, as described in
Section 3.2.1.1.

In addition, IMET routes that are originated for other BDs in the
Tenant Domain MJST carry the SBD- RT.

Each I MET route (including but not linmted to the SBD | MET route)
MUST carry a PMSI Tunnel attribute (PTA).

If received | MET route is not the SBD-1 MET route, it will also be
carrying the RT for its source BD. The route’s NLRI will carry the
Tag ID for the source BD. Fromthe RT and the Tag I D, any PE
receiving the route can deternmine the route’s source BD.

If the MPLS |l abel field of the PTA contains zero, the specified

RSVP- TE P2MP tunnel is used only to carry frames of a single source
BD.
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If the MPLS | abel field of the PTA does not contain zero, it MJST
contain an upstream assi gned MPLS | abel that maps uniquely (in the
context of the originating EVPN-PE) to the source BD (or, in the case
of an SBD-1MET route, the SBD). The tunnel nmay be used to carry
franmes of multiple source BDs, and the source BD for a particul ar
packet is inferred fromthe | abel carried by the packet.

IP multicast traffic originating outside the Tenant Domain is
transmitted with the | abel corresponding to the SBD, as specified in
the ingress EVPN-PE' s SBD- | MET route.

3.2.5.1.2. nDP or PIM

When either mLDP or PIMis used to transport nulticast packets of a
gi ven Tenant Domain, an EVPN-PE attached to that tenant domain
originates an SBD-IMET route only if it is the ingress PE for IP
mul ticast traffic originating outside the tenant domain. Such
traffic is treated as having the SBD as its source BD.

An EVPN-PE MUST originate an | MET routes for each BDto which it is
attached. These I MET routes MJIST carry the SBD- RT of the Tenant
Domain to which the BD belongs. Each such | MET route nust also carry
the RT of the BD to which it bel ongs.

When an | MET route (other than the SBD- I MET route) is received by an
egress PE, the route will be carrying the RT for its source BD and
the route’s NLRI will contain the Tag ID for that source BD. This
all ows any PE receiving the route to determi ne the source BD
associated with the route.

If the MPLS |l abel field of the PTA contains zero, the specified nLDP
or PIMtunnel is used only to carry frames of a single source BD.

If the MPLS | abel field of the PTA does not contain zero, it MJST
contain an upstream assi gned MPLS | abel that maps uniquely (in the
context of the originating EVPN-PE) to the source BD. The tunnel nay
be used to carry franes of multiple source BDs, and the source BD for
a particular packet is inferred fromthe | abel carried by the packet.

The EVPN-PE advertising these IMET routes is specifying the default
tunnel that it will use (as ingress PE) for transmitting |P nulticast
packets. The upstream assigned |abel allows an egress PE to
determine the source BD of a given packet.

The procedures of this section apply whenever the tunnel technol ogy
is based on the construction of the nulticast trees in a "receiver-
driven" manner; nlLDP and PIMare two ways of constructing trees in a
recei ver-driven manner.
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3.2.5.2. Using Wldcard S-PMSI A-D Routes to Advertise |nclusive
Tunnel s Specific to I P Milticast

The procedures of this section apply when (and only when) it is
desired to transmt IP nulticast traffic on an inclusive tunnel, but
not on the sane tunnel used to transmt BUMtraffic.

However, these procedures do NOT apply when the tunnel type is
Ingress Replication or BIER, EXCEPT in the case where it is necessary
to interwork between non-O SM PEs and O SM PEs, as specified in
Section 5.

Each EVPN-PE attached to the given Tenant Donmain MJUST origi nate an
SBD-SPMSI A-D route. The NLRI of that route MUST contain (C*,C*)
(see [RFC6625]). Additional rules for constructing that route are
given in Section 3.2.1.3.

In addition, an EVPN-PE MJUST originate an S-PVMSI A-D route containing
(G*,C*) inits NLRI for each of the other BDs in the Tenant Donain
to which it is attached. Al such routes MJST carry the SBD RT.

This ensures that those routes are inported by all EVPN PEs attached
to the Tenant Domai n.

The route carrying the PTAwill also be carrying the RT for that
source BD, and the route’s NLRI will contain the Tag ID for that
source BD. This allows any PE receiving the route to deternine the
source BD associated with the route.

If the MPLS | abel field of the PTA contains zero, the specified
tunnel is used only to carry franes of a single source BD.

If the MPLS label field of the PTA does not contain zero, it MJST
speci fy an upstream assi gned MPLS | abel that maps uniquely (in the
context of the originating EVPN-PE) to the source BD. The tunnel may
be used to carry franes of multiple source BDs, and the source BD for
a particular packet is inferred fromthe |abel carried by the packet.

The EVPN- PE advertising these S-PMSI A-D route routes is specifying
the default tunnel that it will use (as ingress PE) for transmtting
I P nmulticast packets. The upstreantassigned | abel allows an egress
PE to determine the source BD of a given packet.

3.2.6. Selective Tunnels
An ingress EVPN-PE for a given nmulticast flow or set of flows can
al ways assign the flowto a particular P2MP tunnel by originating an

S-PMSI A-D route whose NLRI identifies the flow or set of flows. The
NLRI of the route could be (CG*, GG, or (CGS CQ@. The S-Pvsl A-D
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route MJUST carry the SBD-RT, so that it is inported by all EVPN PEs
attached to the Tenant Domai n.

An S-PVMBlI A-Droute is "for" a particular source BD. It MJST carry
the RT associated with that BD, and it MJST have the Tag ID for that
BDinits NLRI.

Each such route MJST contain a PTA, as specified in Section 3.2.5.2.

An egress EVPN-PE interested in the specified flow or flows MJST join
the specified tunnel. Procedures for joining the specified tunne

are specific to the tunnel type. (Note that if the tunnel type is
RSVP-TE P2MP LSP, the Leaf Information Required (LIR) flag of the PTA
SHOULD NOT be set. An ingress O SM PE knows which O SM EVPN PEs are
interested in any given flow, and hence can add themto the RSVP-TE
P2MP tunnel that carries such flows.)

When an EVPN-PE inports an S-PVMSI A-Droute, it infers the source BD
fromthe RTs and the Tag ID. |If the EVPN-PE is not attached to the
source BD, the tunnel it specifies is treated as belonging to the
SBD. That is, packets arriving on that tunnel are treated as having
been sourced in the SBD. Note that a packet is only considered to
have arrived on the specified tunnel if the packet carries the
upstream assi gned | abel specified in in the PTA or if there is no
upstream assi gned | abel specified in the PTA

It should be noted that when either IR or BIER is used, there is no
need for an ingress PE to use S-PMSl A-D routes to assign specific
flows to selective tunnels. The procedures of Section 3.3, along
with the procedures of Section 3.2.2, Section 3.2.3, or

Section 3.2.4, provide the functionality of selective tunnels without
the need to use S-PMsI A-D routes.

3.3. Advertising SMET Routes

[1 GWP-Proxy] allows an egress EVPN-PE to express its interest in a
particular nulticast flow or set of flows by originating an SMET
route. The NLRI of the SMET route identifies the flow or set of
flows as (G*,C*) or (CG*,CQ or (CGCS CGQG.

Each SMET route belongs to a particular BD. The Tag ID for the BD
appears in the NLRI of the route, and the route carries the RT
associ ated that that BD. Fromthis <RT, tag> pair, other EVPN- PEs
can identify the BD to which a received SVMET route bel ongs.
(Remenber though that the route may be carrying multiple RTs.)

There are two cases to consi der:
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1. Case 1: Wien it is known that no BD of a Tenant Domai n contains a
mul ticast router.

In this case, an egress PE can advertise its interest in a flow
or set of flows by originating a single SMET route. The SMET
route will belong to the SBD. W refer to this as an SBD SMET
route. The SBD-SMET route carries the SBD-RT, and has the Tag ID
for the SBDin its NLRI. SMET routes for the individual BDs are
not needed.

2. Case 2: Wen it is possible that a BD of a Tenant Domai n contains
a multicast router.

Suppose that an egress PE is attached to a BD on which there

m ght be a tenant nulticast router. (The tenant router is not
necessarily on a segnent that is attached to that PE.) And
suppose that the PE has one or nore ACs attached to that BD which
are interested in a given multicast flow. In this case, IN

ADDI TION to the SMET route for the SBD, the egress PE MJST
originate an SMET route for that BD. This will enable the

i ngress PE(s) to send | GW/ M.D nessages on ACs for the BD, as
specified in [I GW-Proxy].

If an SMET route is not an SBD-SMET route, and if the SMET route
is for (CGS,CGQ (i.e., no wildcard source), and if the EVPN PE
originating it knows the source BD of CS, it MAY put only the RT
for that BD on the route. Oherwi se, the route MIST carry the
SBD-RT, so that it gets distributed to all the EVPN-PEs attached
to the tenant domain.

As detailed in [IGW-Proxy], an SMET route carries flags saying
whether it is to result in the propagation of 1GW v1, v2, or v3
messages on the ACs of the BD to which the SMET route bel ongs. These
flags SHOULD be set to zero in an SBD- SMET route.

Note that a PE only needs to originate the set SBD SMET routes that
are needed to pull in all the traffic in which it is interested.
Suppose PE1 has ACs attached to BD1 that are interested in (G*,CGQ
traffic, and ACs attached to BD2 that are interested in (GS CQ
traffic. A single SBD-SMET route specifying (CG*,CGGQ wll pull in
all the necessary flows.

As anot her exanpl e, suppose the ACs attached to BDlL are interested in
(G*, GG but not in (GS CG, wiile the ACs attached to BD2 are
interested in (CS, CGG. A single SBD SMET route specifying

(G*, GG wll pull in all the necessary flows.
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4.

4.

In other words, to determi ne the set of SBD SMET routes that have to
be sent for a given GG the PE has to nerge the | GW/ M.D state for
all the BDs (of the given Tenant Domain) to which it is attached.

Per [1GW-Proxy], inmporting an SMET route for a particular BD wll
cause |GW/ M.D state to be instantiated for the IRB interface to that
BD. This applies as well when the BD is the SBD.

However, traffic originating in a BD of a particular Tenant Domain
MUST NOT be sent down the IRB interface that connects the L3 routing
i nstance of that Tenant Domain to the SBD of that Tenant Donain.

That woul d cause duplicate delivery of traffic, since traffic
arriving at L3 over the IRB interface fromthe SBD has al ready been
di stributed throughout the Tenant Domain. Wen setting up the | GW/
M.D state based on SBD SMET routes, care nust be taken to ensure that
the IRB interface to the SBD is not added to the Qutgoing Interface
(OF) list if the traffic originates within the Tenant Donain.

Constructing Multicast Forwarding State
1. Layer 2 Miulticast State

An EVPN-PE naintains "layer 2 nmulticast state" for each BD to which
it is attached.

Let PE1 be an EVPN-PE, and BDl be a BD to which it is attached. At
PE1, BD1's layer 2 multicast state for a given (CGS, GG or (CG*,CGQ
governs the disposition of an IP nulticast packet that is received by
BD1l's |layer 2 nmulticast function on an EVPN PE

An I P nulticast (S, G packet is considered to have been received by
BD1's layer 2 multicast function in PE1 in the foll owi ng cases:

0 The packet is the payload of an ethernet frane received by PEL
froman AC that attaches to BDI.

0 The packet is the payload of an ethernet frame whose source BDis
BD1, and which is received by the PE1 over a tunnel from another
EVPN- PE.

0 The packet is received fromBDl's IRB interface (i.e., has been
transmtted by PE1l's L3 routing instance down BD1's | RB
i nterface).

According to the procedures of this docunent, all transm ssion of IP
mul ti cast packets fromone EVPN-PE to another is done at |ayer 2.
That is, the packets are transnmtted as ethernet franmes, according to
the layer 2 nulticast state.
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Each layer 2 nulticast state (S, G or (*,G contains a set "output
interfaces" (OF list). The disposition of an (S,G multicast frame
received by BD1's layer 2 nmulticast function is determ ned as
fol | ows:

o The OF list is taken fromBDl's layer 2 (S, G state, or if there
is no such (S, G state, then fromBDl's (*, G state. (If neither
state exists, the OF list is considered to be null.)

0 The rules of Section 4.1.2 are applied to the OQF list. This wll
generally result in the frane being transnmtted to sone, but not
all, elements of the OF |ist.

Note that there is no RPF check at |ayer 2.
4.1.1. Constructing the AQF List

In this docunment, we have extended the procedures of [|GW-Proxy] so
that | MET and SMET routes for a particular BD are distributed not
just to PEs that attach to that BD, but to PEs that attach to any BD
in the Tenant Domain. In this way, each PE attached to a given
Tenant Domain | earns, fromeach other PE attached to the sane Tenant
Domain, the set of flows that are of interest to each of those other
PEs. (If sonme PE attached to the Tenant Donmi n does not support
[1GWP-Proxy], it will be assunmed to be interested in all flows.

Whet her a particul ar renmote PE supports [|I GWP-Proxy] is determ ned by
the presence of an Extended Community in its IMET route; this is
specified in [IGW-Proxy].) |If a set of renbte PEs are interested in
a particular flow, the tunnels used to reach those PEs are added to
the OF list of the nmulticast states corresponding to that flow.

An EVPN-PE may run | GW/ M.D procedures on each of its ACs, in order
to determne the set of flows of interest to each AC. (An ACis said
to be interested in a given flowif it connects to a segnent that has
tenant systens interested in that flow) |If |IGwW/ M.D procedures are
not being run on a given AC, that AC is considered to be interested
inall flows. For each BD, the set of ACs interested in a given flow
is determ ned, and the ACs of that set are added to the OF list of
that BD s nmulticast state for that flow

The OF list for each multicast state nust also contain the | RB
interface for the BD to which the state bel ongs.

I mpl enentors should note that the OF list of a multicast state wll

change fromtine to tine as ACs and/or renmpote PEs either becone
interested in, or lose interest in, particular nulticast flows.
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4.1.2. Data Plane: Applying the OF List to an (S,G Frane

When an (S, G nulticast franme is received by the layer 2 multicast
function of a given EVPN-PE, say PEl, its disposition depends (a) the
way it was received, (b) upon the OF list of the corresponding

mul ticast state (see Section 4.1.1), (c) upon the "eligibility" of an
AC to receive a given frame (see Section 4.1.2.1 and (d) upon its
source BD (see Section 3.2 for information about determ ning the
source BD of a frame received over a tunnel from another PE).

4.1.2.1. Eigibility of an ACto Receive a Frane

A given (S,G mnulticast frame is eligible to be transnitted by a
given PE, say PE1l, on a given AC, say ACl, only if one of the
foll owi ng conditions holds:

1. ESI labels are being used, PE1l is the DF for the segnent to which
ACl is connected, and the frane did not originate fromthat sane
segrment (as deternined by the ESI |abel), or

2. The ingress PE for the frane is a renote PE, say PE2, |ocal bias

is being used, and PE2 is not connected to the sane segnent as
ACL.

4.1.2.2. Applying the OF List

Assume a given (S,G nulticast frane has been received by a given PE,
say PE1l. PEl determines the source BD of the frame, finds the |ayer
2 (S,G state for the source BD (or the (*,G state if there is no
(S, G state), and takes the OF list fromthat state. Note that if
PE1 is not attached to the actual source BD, it will treat the frame
as if its source BD is the SBD.

Suppose PE1l has determ ned the frame’s source BD to be BDL (which may
or may not be the SBD.) There are the follow ng cases to consider:

1. The frame was received by PE1 froma |local AC, say ACl, that
attaches to BD1.

a. The frame MUST be sent out all local ACs of BDl1 that appear
inthe OF list, except for ACl itself.

b. The frame MJUST al so be delivered to any other EVPN PEs that
have interest init. This is achieved as foll ows:

i If (a) ARis being used, and (b) PEl is an AR-LEAF, and

(c) the OAF list is non-null, PE1 MJST send the frane
to the AR-REPLI CATOR
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Li n,

ii. G herwi se the franme MJUST be sent on all tunnels in the
AOF |ist.

c. The franme MUST be sent to the local L3 routing instance by
being sent up the IRB interface of BD1. It MJST NOT be sent
up any other IRB interfaces.

The frame was received by PE1 over a tunnel from another PE
(See Section 3.2 for the rules to deternmine the source BD of a
packet received fromanother PEE Note that if PEl is not
attached to the source BD, it will regard the SBD as the source
BD.)

a. The frame MUST be sent out all local ACs in the OF list that
connect to BD1 and that are eligible (per Section 4.1.2.1) to
recei ve the frane.

b. The frame MJUST be sent up the IRB interface of the source BD.
(Note that this may be the SBD.) The frane MJUST NOT be sent
up any other IRB interfaces.

c. If PELl is not an AR-REPLI CATOR, it MJST NOT send the frane to
any other EVPN-PEs. However, if PELl is an AR REPLI CATOR, it
MUST send the frame to all tunnels in the OF list, except
for the tunnel over which the frame was received.

The frame was received by PE1 fromthe BD1 IRB interface (i.e.,
the frane has been transnmitted by PE1’s L3 routing instance down
the BDL IRB interface), and BDl is NOT the SBD.

a. The frame MJUST be sent out all local ACs in the OF list that
are eligible (per Section 4.1.2.1 to receive the frane.

b. The frane MJUST NOT be sent to any other EVPN PEs.

c. The frame MUST NOT be sent up any IRB interfaces.

The frame was received fromthe SBD IRB interface (i.e., has been

transmitted by PELl’s L3 routing instance down the SBD | RB

interface).

a. The frame MJUST be sent on all tunnels in the OF list. This
causes the frane to be delivered to any other EVPN- PEs that
have interest init.

b. The frane MUST NOT be sent on any |ocal ACs.

c. The frame MUST NOT be sent up any IRB interfaces.
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4.2. Layer 3 Forwarding State

If an EVPN-PE is perform ng | GW/ M.D procedures on the ACs of a given
BD, it processes those nessages at layer 2 to help formthe layer 2
mul ticast state. |If also sends those nessages up that BD' s | RB
interface to the L3 routing instance of a particular tenant donain.
This causes layer 2 (GS, GG or (G*,CG L3 state to be created/
updat ed.

A layer 3 multicast state has both an Input Interface (I1F) and an
OF list.

To set the IIF of an (G S, GG state, the EVPN-PE nust determ ne the
source BD of GS. This is done by looking up Sin the |ocal
MAC- VRF(s) of the given Tenant Domai n.

If the source BDis present on the PE, the IIFis set to the IRB
interface that attaches to that BD. OQherwise the IIF is set to the
SBD I RB interface.

For (CG*, GG states, traffic can arrive fromany BD, so the IIF
needs to be set to a wildcard value neaning "any I RB interface".

The O F list of these states includes one or nore of the IRB
interfaces of the Tenant Dormain. |In general, maintenance of the OF
list does not require any EVPN-specific procedures. However, there
is one EVPN-specific rule:

If the IIFis one of the IRBinterfaces (or the wild card neaning
"any IRB interface"), then the SBD IRB i nterface MJST NOT be added
to the OF list. Traffic originating fromwithin a particular
EVPN Tenant Domain must not be sent down the SBD IRB interface, as
such traffic has already been distributed to all EVPN PEs attached
to that Tenant Donain.

Pl ease al so see Section 6.1.1, which states a nodification of this
rule for the case where OSMis interworking with external Layer 3
mul ticast routing.

5. Interworking with non-QO SM EVPN- PEs
It is possible that a given Tenant Domain will be attached to both
O SM PEs and non-O SM PEs. Inter-subnet IP nulticast should be

possible and fully functional even if not all PEs attaching to a
Tenant Domain can be upgraded to support O SM functionality.
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Note that the non-O SM PEs are not required to have | RB support, or
support for [IGW-Proxy]. It is however advantageous for the
non- O SM PEs to support [I GW-Proxy].

In this section, we will use the follow ng ternmn nol ogy:
0 PE-S: the ingress PE for an (S, G flow
0o PE-R an egress PE for an (S, G flow

o0 BDS: the source BD for an (S,G flow. PE-S nust have one or nore
ACs attached BD-S, at |east one of which attaches to host S.

o BD-R a BDthat contains a host interested in the flow. The host
is attached to PE-R via an AC that belongs to BD-R

To allow OSMPEs to interwork with non-O SM PEs, a given Tenant
Domai n needs to contain one or nore "I P Milticast Gateways" (IPM3).
An IPMGis an OSMPE with special responsibilities regarding the

i nt erwor ki ng between O SM and non- O SM PEs.

If a PEis functioning as an IPM5 it MJST signal this fact by
attaching a particular flag or EC (details to be determned) to its
| MET routes. An |IPMG SHOULD attach this flag or EC to all | MET
routes it originates. However, if PEl inports any | MET route from
PE2 that has the "IPMG' flag or EC present, then the PEL will assume
that PE2 is an | PMG

An | PMG Desi gnat ed Forwarder (I PMs DF) sel ection procedure is used to
ensure that, at any given time, there is exactly one active | PMG DF
for any given BD. Details of the | PMG DF sel ection procedure are in
Section 5.1. The IPM>DF for a given BD, say BD-S, has special
functions to performwhen it receives (S, G franes on that BD:

o |If the franmes are froma non-0d SM PE-S:

* The |PMGDF forwards themto O SM PEs that do not attach to
BD-S but have interest in (S, G.

Note that O SM PEs that do attach to BD-S will have recei ved
the frames on the BUM tunnel fromthe non-QO SM PE-S.

* The | PMGDF forwards themto non-O SM PEs that have interest in
(S, G on ACs that do not belong to BD S.

Note that if a non-O SM PE has nultiple BDs other than BD-S
with interest in (S, @, it will receive one copy of the frame
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for each such BD. This is necessary because the non-O SM PEs
cannot nmove IP rmulticast traffic fromone BD to another.

o If the franes are froman OSMPE, the |PMGDF forwards themto
non- O SM PEs that have interest in (S,G on ACs that do not bel ong
to BD-S.

If a non-OSM PE has interest in (S,G on an AC belonging to BD S,
it wll have received a copy of the (S,G franme, encapsul ated for
BD-S, fromthe OSMPE-S. (See Section 3.2.2.) |If the non-Q SM
PE has interest in (S, G on one or nore ACs belonging to
BD-R1,...,BD-Rk where the BD-Ri are distinct fromBD-S, the

| PMG DF needs to send it a copy of the frane for BD-Ri.

If an IPMG receives a frane on a BD for which it is not the | PM& DF,
it just follows normal O SM procedures.

This section specifies several sets of procedures:

0 the procedures that the | PMGDF for a given BD needs to foll ow
when receiving, on that BD, an IP nmulticast frame froma non-Q SM
PE;

o the procedures that the | PMGDF for a given BD needs to foll ow
when receiving, on that BD, an IP nulticast frame froman O SM PE;

o the procedures that an O SM PE needs to foll ow when receiving, on
a given BD, an IP nmulticast frane froma non-O SM PE, when the
OSMPE is not the |PMGDF for that BD.

To enable O SMnon-O SMinterworking in a given Tenant Donmain, the
Tenant Domai n MJUST have sone EVPN-PEs that can function as | PM3s. An
| PMG nust be configured with the SBD. It nust also be configured
with every BD of the Tenant Dommin that exists on any of the non-QO SM
PEs of that domamin. (Operationally, it may be sinpler to configure
the IPMGwith all the BDs of the Tenant Domain.)

A non- O SM PE of course only needs to be configured with BDs for
which it has ACs. An OSMPE that is not an I PMs only needs to be
configured with the SBD and with the BDs for which it has ACs.

An | PMG MUST originate a wildcard SMET route (with (G*,C*) in the
NLRI') for each BD in the Tenant Domain. This will cause it to
receive all the IP rmulticast traffic that is sourced in the Tenant
Domain. Note that non-O SM nodes that do not support [I GVP-Proxy]
will send all the nmulticast traffic froma given BDto all PEs
attached to that BD, even if those PEs do not originate an SMET
route.
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The i nterworki ng procedures vary sonewhat dependi ng upon whet her
packets are transmtted fromPE to PE via Ingress Replication (IR or
via Point-to-Miltipoint (P2MP) tunnels. W do not consider the use
of BIER in this section, due to the low likelihood of there being a
non- O SM PE t hat supports Bl ER

5.1. | PMG Desi gnat ed Forwarder

Each | PMG MUST be configured with an "I PMG dummy et hernet segnent”
that has no AGCs.

EVPN supports a nunber of procedures that can be used to select the
Desi ghat ed Forwarder (DF) for a particular BD on a particul ar
ethernet segnent. Sone of the possible procedures can be found,
e.g., in [RFC7432], [EVPN-DF-NEW, and [ EVPN- DF-WElI GHTED]. \Whatever
procedure is in use in a given depl oynent can be adapted to select an
| PMGDF for a given BD, as follows.

Each IPMG will originate an Ethernet Segment route for the | PMG dunmmy
ethernet segnent. It MJST carry a Route Target derived fromthe
correspondi ng Ethernet Segnment ldentifier. Thus only IPMas wll

i mport the route.

Once the set of IPM3s is known, it is also possible to determnine the
set of BDs supported by each | PMG  The DF sel ection procedure can
then be used to choose a DF for each BD. (The conditions under which
the 1PM>DF for a given BD changes depends upon the DF sel ection
algorithmthat is in use.)

5.2. Ingress Replication

The procedures of this section are used when Ingress Replication is
used to transmt packets fromone PE to anot her.

Wien a non-O SM PE-S transnits a nulticast frame fromBD- S to anot her
PE, PE-R, PE-S will use the encapsulation specified in the BD-S | MET
route that was originated by PE-R  This encapsulation will include
the | abel that appears in the "MPLS label"” field of the PMSI Tunnel
attribute (PTA) of the IMET route. |If the tunnel type is VXLAN, the
"label" is actually a Virtual Network Identifier (VNI); for other
tunnel types, the label is an MPLS label. 1In either case, we wll
speak of the transnmitted frames as carrying a | abel that was assi gnhed
to a particular BD by the PEE-R to which the frane is being
transmtted.

To support O SM non-QO SM i nterworking, an O SM PE-R MJST ori gi nate,

for each of its BDs, both an I MET route and an S-PMsl (G *,C*) A-D
route. Note that even when IR is being used, interworking between
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O SM and non-O SM PEs requires the OSMPEs to follow the rul es of
Section 3.2.5.2, as nodified bel ow.

Non-O SM PEs will not understand S-PMsl A-D routes. So when a
non-O SM PE-S transnmits an I[P nulticast frane with a particul ar
source BDto an IPM5 it encapsul ates the frame using the | abel
specified in that IPMGs BD-S I MET route. (This is just the
procedure of [RFC7432].)

The (G *,C*) S-PMSI A-Droute originated by a given O SM PE wi | |
have a PTA that specifies IR

o |If MPLS tunneling is being used, the MPLS | abel field SHOULD
contain a non-zero value, and the LIR flag SHOULD be zero. (The
case where the MPLS | abel field is zero or the LIRflag is set is
out side the scope of this docunent.)

o |If the tunnel encapsulation is VXLAN, the MPLS | abel field MJST
contain a non-zero value, and the LIR flag MJUST be zero.

Wien an OSM PE-S transmits an IP nulticast franme to an IPMG it wll
use the | abel specified inthat IPMGs (CG*,C*) S-PMSI A-D route.

When a PE originates both an I MET route and a (CG*,C*) S-PMSI A-D
route, the values of the MPLS label field in the respective PTAs nust
be distinct. Further, each MJUST nmap uniquely (in the context of the
originating PE) to the route’ s BD.

As a result, an | PMG receiving an MPLS-encapsul ated | P nulticast
frame can always tell by the | abel whether the frame’s ingress PE is
an O SM PE or a non-O SM PE. Wen an | PMG receives a VXLAN-

encapsul ated I P rmulticast frame it nay need to deternmine the identity
of the ingress PE fromthe outer |IP encapsulation; it can then
determ ne whether the ingress PE is an O SM PE or a non-QO SM PE by

| ooking the I MET route fromthat PE

Suppose an | PMG receives an I P nulticast frane from anot her EVPN PE
in the Tenant Domain, and the IPMGis not the |PMGDF for the frane's
source BD. Then the IPMG perforns only the ordinary O SM functi ons;
it does not performthe |PMGspecific functions for that frame. In
the renmai nder of this section, when we discuss the procedures applied
by an | PM5G when it receives an IP nmulticast frane, we are presuni ng
that the source BD of the frane is a BD for which the IPMGis the

| PMG DF.

We have two basic cases to consider: (1) a frame’s ingress PEis a
non- O SM node, and (2) a frane’'s ingress PE is an O SM node.
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5.2.1. Ingress PE is non-O SM

In this case, a non-O SMPE, PE-S, has received an (S,G nulticast
franme over an ACthat is attached to a particular BD, BD-S. By
virtue of normal EVPN procedures, PE-S has sent a copy of the frane
to every PE-R (both O SM and non-OSM in the Tenant Donain that is
attached to BD-S. |If the non-O SM node supports [| GW-Proxy], only
PEs that have expressed interest in (S,G receive the frame. The
IPMG wi |l have expressed interest via a (G *,C*) SMET route and thus
receives the frane.

Any O SM PE (including an I PM5 receiving the franme will apply normal
O SM procedures. As aresult it will deliver the frane to any of its
local ACs (in BD-S or in any other BD) that have interest in (S, G.

An OSMPE that is also the IPMGDF for a particular BD, say BD S,
has additional procedures that it applies to franes received on BD-S
from non- O SM PEs:

1. When the IPM>DF for BD-S receives an (S, G frane froma
non- O SM node, it MJST forward a copy of the frame to every O SM
PE that is NOT attached to BD-S but has interest in (S, G. The
copy sent to a given O SMPE-R nust carry the |abel that PE-R
has assigned to the SBDin an S-PMSI A-D route. The | PMG MJUST
NOT do any | P processing of the frame’s I P payload. TTL
decrenment and other |P processing will be done by PE-R per the
normal O SM procedures. There is no need for the IPM5to
include an ESI |abel in the frane’s tunnel encapsul ation,
because it is already known that the frame's source BD has no
presence on PE-R There is also no need for the IPM5to nodify
the frame’s MAC SA

2. In addition, when the IPM5DF for BD-S receives an (S, G frane
froma non-O SM node, it may need to forward copies of the frane
to other non-O SM nodes. Before it does so, it MJST decapsul ate
the (S, G packet, and do the IP processing (e.g., TTL
decrenment). Suppose PE-R is a non-O SM node that has an AC to
BD-R, where BD-Ris not the sanme as BD-S, and that AC has
interest in (S, G. The |IPM5 nmust then encapsul ate the (S, Q§
packet (after the I P processing has been done) in an ethernet
header. The MAC SA field will have the MAC address of the
IPMGs IRBinterface to BD-R The IPM5 then sends the frame to
PE-R.  The tunnel encapsulation will carry the |abel that PE-R
advertised inits IMET route for BD-R  There is no need to
i nclude an ESI | abel, as the source and destination BDs are
known to be different.
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Note that if a non-O SM PE-R has several BDs (other than BD-S)
with local ACs that have interest in (S, G, the IPMcw |l send
it one copy for each such BD. This is necessary because the
non- O SM PE cannot nove packets fromone BD to another.

There nay be depl oynent scenarios in which every OSMPE is
configured with every BD that is present on any non-O SM PE. |In such
scenari os, the procedures of item1 above will not actually result in
the transm ssion of any packets. Hence if it is known a priori that
this depl oynent scenario exists for a given tenant donain, the
procedures of item 1 above can be di sabl ed.

5.2.2. Ingress PEis OSM

In this case, an OSMPE, PE-S, has received an (S,G nmulticast franme
over an AC that attaches to a particular BD, BD S.

By virtue of receiving all the I MET routes about BD-S, PE-S will know
all the PEs attached to BD-S. By virtue of normal O SM procedures:

0 PE-SwIll send a copy of the frane to every O SM PE-R (i ncl uding
the IPM3 in the Tenant Domain that is attached to BD-S and has
interest in (S,G. The copy sent to a given PE-R carries the
| abel that that the PE-R has assigned to BD-Sinits (CG*, C*)
S-PMsI A-D route.

0 PE-Swll also transmt a copy of the (S, G franme to every O SM
PE-R that has interest in (S,G but is not attached to BD-S. The
copy will contain the |abel that the PE-R has assigned to the SBD.
(As in Section 5.2.1, an IPM5is assuned to have indicated
interest in all multicast flows.)

o0 PE-Swll also transmt a copy of the (S, G frane to every
non-O SM PE-R that is attached to BD-S. It does this using the
| abel advertised by that PEEFR in its IMET route for BD S

The PE-Rs follow their normal procedures. An O SM PE that receives
the (S, G franme on BD-S applies the O SM procedures to deliver the
frame to its local ACs, as necessary. A non-O SM PE that receives
the (S, G frane on BD-S delivers the frame only to its local BD-S
ACs, as necessary.

Suppose that a non-O SM PE-R has interest in (S,G on a BD, BD-R
that is different than BD-S. |If the non-OSMPE-R is attached to
BD-S, the OSMPE-S will send forward it the original (S, G nulticast
franme, but the non-OSMPE-R will not be able to send the frame to
ACs that are not in BD-S. |If PE-Ris not even attached to BD-S, the
OSMPE-S will not send it a copy of the frame at all, because PE-R
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is not attached to the SBD. |In these cases, the | PMG needs to rel ay
the (S,G multicast traffic fromQ SM PE-S to non-O SM PE-R

When the IPMGDF for BD-S receives an (S, G franme froman O SM PE- S,
it has to forward it to every non-O SM PE-R that that has interest in
(S,;G on aBDRthat is different than BD-S. The | PMG MJST
decapsul ate the I P nulticast packet, do the |IP processing, re-
encapsulate it for BD-R (changing the MAC SA to the IPM5s own MAC
address on BD-R), and send a copy of the frame to PEEFR  Note that a
given non-OSM PE-R will receive nultiple copies of the frame, if it
has nultiple BDs on which there is interest in the frane.

5.3. P2\MP Tunnel s

Wen IR is used to distribute the nulticast traffic anong the

EVPN- PEs, the procedures of Section 5.2 ensure that there will be no
duplicate delivery of nulticast traffic. That is, no egress PE will
ever send a frame twice on any given AC. |f P2MP tunnels are being

used to distribute the nulticast traffic, it is necessary have

addi tional procedures to prevent duplicate delivery.

At the present tinme, it is not clear that there will be a use case in
whi ch O SM nodes need to interwork with non-QO SM nodes that use P2MP

tunnels. |If it is determined that there is such a use case,
procedures for it will be included in a future revision of this
docunent .

6. Traffic to/from Qutside the EVPN Tenant Donmi n

In this section, we discuss scenarios where a nmulticast source
outside a given EVPN Tenant Donmain sends traffic to receivers inside
the domain (as well as, possibly, to receivers outside the domain).
This requires the O SM procedures to interwork with various |ayer 3
mul ticast routing procedures.

We assune in this section that the Tenant Domain is not being used as
an internediate transit network for nmulticast traffic; that is, we do
not consi der the case where the Tenant Dommi n contains nulticast
routers that will receive traffic from sources outside the domain and
forward the traffic to receivers outside the domain. The transit
scenario is considered in Section 7

We can divide the non-transit scenarios into two cl asses:

1. One or nore of the EVPN PE routers provide the functionality
needed to interwork with layer 3 nulticast routing procedures.
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2. One BD in the Tenant Domain contains external nulticast routers
("tenant multicast routers") that are used to interwork the
entire Tenant Domain with layer 3 nulticast routing procedures.

6.1. Layer 3 Interworking via EVPN O SM PEs
6.1.1. General Principles

Sonetinmes it is necessary to interwork an EVPN Tenant Domain with an
external layer 3 nulticast domain (the "external domain"). This is
needed to all ow EVPN tenant systens to receive nmulticast traffic from
sources ("external sources") outside the EVPN Tenant Domain. It is

al so needed to allow receivers ("external receivers") outside the
EVPN Tenant Domain to receive traffic fromsources inside the Tenant
Domai n.

In order to allow interworking between an EVPN Tenant Donmi n and an
external domain, one or nore O SM PEs nust be "L3 Gateways". An L3
Gateway participates both in the O SM procedures and in the L3

mul ticast routing procedures of the external domain.

An L3 Gateway that has interest in receiving (S,G traffic nust be
able to deternmine the best route to S. If an L3 Gateway has interest
in (*,Q, it must be able to determ ne the best route to Gs RP. In
these interworking scenarios, the L3 Gateway nust be running a | ayer
3 unicast routing protocol. Via this protocol, it inports unicast
routes (either IP routes or VPN-IP routes) fromrouters other than
EVPN PEs. And since there may be nulticast sources inside the EVPN
Tenant Domain, the EVPN PEs al so need to export, either as |IP routes
or as VPN-1P routes (depending upon the external donain), unicast
routes to those sources.

When sel ecting the best route to a multicast source or RP, an L3

Gat eway m ght have a choi ce between an EVPN route and an | P/VPN-IP
route. Wen such a choice exists, the L3 Gateway SHOULD al ways
prefer the EVPN route. This will ensure that when traffic originates
in the Tenant Domain and has a receiver in the tenant domain, the
path to that receiver will remain within the EVPN tenant domain, even
if the source is also reachable via a routed path. This also

provi des protection agai nst sub-optinmal routing that m ght occur if
two EVPN PEs export |P/VPN-1P routes and each inports the other’s |IP/
VPN-1 P routes.

Section 4.2 discusses the way layer 3 nulticast states are
constructed by O SM PEs. These layer 3 nulticast states have I RB
interfaces as their IIF and OF list entries, and are the basis for
interworking OSMwi th other layer 3 nmulticast procedures such as
MVPN or PIM  Fromthe perspective of the layer 3 nulticast
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procedures running in a given L3 Gateway, an EVPN Tenant Donmain is a
set of IRB interfaces.

When i nterworking an EVPN Tenant Domain with an external domain, the
L3 Gateway's layer 3 nulticast states will not only have IRB
interfaces as IIF and OF list entries, but also other "interfaces”
that | ead outside the Tenant Domain. For exanple, when interworking
with M/PN, the nmulticast states nay have MVPN tunnels as well as |IRB
interfaces as IIF or OF list nenbers. Wen interworking with PIM
the nmulticast states may have Pl M enabled non-1RB interfaces as IIF
or OF list nmenbers.

As long as a Tenant Domain is not being used as an internediate
transit network for IP rmulticast traffic, it is not necessary to
enable PIMon its IRB interfaces.

In general, an L3 Gateway has the followi ng responsibilities:

o It exports, to the external donmin, unicast routes to those
mul ticast sources in the EVPN Tenant Domain that are locally
attached to the L3 Gateway.

o It inports, fromthe external donain, unicast routes to nulticast
sources that are in the external domain

0 It executes the procedures necessary to draw externally sourced
multicast traffic that is of interest to |locally attached
receivers in the EVPN Tenant Donmin. Wen such traffic is
received, the traffic is sent down the IRB interfaces of the BDs
on which the locally attached receivers reside.

One of the L3 Gateways in a given Tenant Donmai n becomes the "DR' for
the SBD. (See Section 6.1.2.4.) This L3 gateway has the foll ow ng
additional responsibilities:

o It exports, to the external domain, unicast routes to nmulticast
sources that in the EVPN Tenant Donmain that are not locally
attached to any L3 gat eway.

o It inports, fromthe external donmain, unicast routes to nulticast
sources that are in the external donain.

0 It executes the procedures necessary to draw externally sourced
mul ticast traffic that is of interest to receivers in the EVPN
Tenant Domain that are not locally attached to an L3 gat eway.

Wien such traffic is received, the traffic is sent down the SBD
IRB interface. O SM procedures al ready described in this docunent
will then ensure that the IP nulticast traffic gets distributed
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t hroughout the Tenant Donain to any EVPN PEs that have interest in
it. Thus to an OSM PE that is not an L3 gateway the externally
sourced traffic will appear to have been sourced on the SBD.

In order for this to work, sone special care is needed when an L3
gateway creates or nodifies a layer 3 (*, G nmulticast state. Suppose
group G has both external sources (sources outside the EVPN Tenant
Domai n) and internal sources (sources inside the EVPN tenant donain).
Section 4.2 states that when there are internal sources, the SBD I RB
interface nust not be added to the OF list of the (*,G state.
Traffic frominternal sources will already have been delivered to all
the EVPN PEs that have interest in it. However, if the OF list of
the (*, G state does not contain its SBD IRB interface, then traffic
fromexternal sources will not get delivered to other EVPN PEs.

One way of handling this is the following. Wen a L3 gateway
receives (S,G traffic fromother than an IRB interface, and the
traffic corresponds to a layer 3 (*, G state, the L3 gateway can
create (S, G state. The IIF will be set to the external interface
over which the traffic is expected. The OF list will contain the
SBD IRB interface, as well as the IRB interfaces of any other BDs
attached to the PEG DR that have locally attached receivers with
interest inthe (S, G traffic. The (S, G state will ensure that the
external traffic is sent down the SBD IRB interface. The follow ng
text will assume this procedure; however other inplenmentation
techni ques nmay al so be possi bl e.

If a particular BDis attached to several L3 Gateways, one of the L3
Gat eways beconmes the DR for that BD. (See Section 6.1.2.4.) If the
i nterworking scenario requires FHR functionality, it is generally the
DR for a particular BD that is responsible for performnng that
functionality on behalf of the source hosts on that BD. (E g., if
the interworking scenario requires that Pl M Regi ster nessages be sent
by a FHR, the DR for a given BD would send the PI M Regi ster nessages
for sources on that BD.) Note though that the DR for the SBD does
not perform FHR functionality on behalf of external sources.

An optional alternative is to have each L3 gateway perform FHR
functionality for locally attached sources. Then the DR would only
have to perform FHR functionality on behalf of sources that are
locally attached to itself AND sources that are not attached to any
L3 gat eway.

6.1.2. Interworking with MVPN
In this section, we specify the procedures necessary to allow EVPN

PEs running O SM procedures to interwork with L3VPN PEs that run BGP-
based MVPN ([ RFC6514]) procedures. Mre specifically, the procedures
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herein allow a given EVPN Tenant Domain to becone part of an L3VPN
MVPN, and support nulticast flows where either:

0 The source of a given nulticast flowis attached to an ethernet
segnment whose BD is part of an EVPN Tenant Domai n, and one or nore
receivers of the flow are attached to the network via L3VPN MVPN
(&t her receivers may be attached to the network via EVPN.)

0 The source of a given nulticast flowis attached to the network
via L3VPN MVPN, and one or nore receivers of the flow are attached
to an ethernet segnment that is part of an EVPN tenant donain.

(&t her receivers may be attached via L3VPN MVPN.)

In this interworking nodel, existing L3VPN M/PN PEs are unaware t hat
certain sources or receivers are part of an EVPN Tenant Domain. The
exi sting L3VPN MVPN nodes run only their standard procedures and are
entirely unaware of EVPN. Interworking is achieved by having sone or
all of the EVPN PEs function as L3 Gateways runni ng L3VPN WPN
procedures, as detailed in the follow ng sub-sections.

In this section, we assunme that there are no tenant nulticast routers
on any of the EVPN-attached ethernet segnents. (There nay of course
be nmulticast routers in the L3VPN.) Consideration of the case where
there are tenant nulticast routers is deferred till Section 7.)

To support MPN EVPN interworking, we introduce the notion of an
MWPN EVPN Gat eway, or MEG

A MEGis an L3 Gateway (see Section 6.1.1), hence is both an O SM PE
and an L3VPN MWPN PE. For a given EVPN Tenant Dormain it will have an
IP-VRF. |f the Tenant Dormain is part of an L3VPN MVPN, the | P-VRF

al so serves as an L3VPN VRF ([RFC4364]). The IRB interfaces of the

| P-VRF are considered to be "VRF interfaces" of the L3VPN VRF. The
L3VPN VRF may al so have other local VRF interfaces that are not EVPN
I RB interfaces.

The VRF on the MEG will inport VPN-1P routes ([ RFC4364]) from other
L3VPN Provi der Edge (PE) routers. It will also export VPN-1P routes
to other L3VPN PE routers. In order to do so, it nust be
appropriately configured with the Route Targets used in the L3VPN to
control the distribution of the VPN-1P routes. These Route Targets
will in general be different than the Route Targets used for
controlling the distribution of EVPN routes, as there is no need to
distribute EVPN routes to L3VPN-only PEs and no reason to distribute
L3VPN MVPN routes to EVPN-only PEs.

Note that the RDs in the inported VPN-I1P routes will not necessarily
conformto the EVPN rules (as specified in [RFC7432]) for creating
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RDs. Therefore a MEG MJUST NOT expect the RDs of the VPN-IP routes to
be of any particular format other than what is required by the L3VPN
MVPN specifications.

The VPN-IP routes that a MEG exports to L3VPN are subnet routes and/
or host routes for the multicast sources that are part of the EVPN
tenant dommin. The exact set of routes that need to be exported is
di scussed in Section 6.1.2.2.

Each | MET route originated by a MEG SHOULD carry a flag or Extended
Conmunity (to be determined) indicating that the originator of the

| MET route is a MEG  However, PE1 will consider PE2 to be a MEG i f
PE1 inports at |east one |IMET route fromPE2 that carries the flag or
EC.

All the MEGs of a given Tenant Donmin attach to the SBD of that
domai n, and one of themis selected to be the SBD s Desi gnated Router
(DR) for the donmain. The selection procedure is discussed in
Section 6.1.2.4.

In this nodel of operation, M/PN procedures and EVPN procedures are

| argely independent. |In particular, there is no assunption that MPN
and EVPN use the sane kind of tunnels. Thus no special procedures
are needed to handl e the comon scenarios where, e.g., EVPN uses
VXLAN tunnels but MVPN uses MPLS P2MP tunnels, or where EVPN uses

I ngress Replication but MVPN uses MPLS P2MP tunnel s.

Simlarly, no special procedures are needed to prevent duplicate data
delivery on ethernet segnents that are nulti-honed.

The MEG does have sone special procedures (described bel ow) for

i nt erwor ki ng between EVPN and MVPN, these have to do with sel ection
of the Upstream PE for a given nulticast source, with the exporting
of VPN-1P routes, and with the generation of MVPN C-nulticast routes
triggered by the installation of SMET routes.

6.1.2.1. MPN Sources with EVPN Receivers

6.1.2.1.1. Identifying MVPN Sources

Consider a nmulticast source S. It is possible that a MEGw || inport
both an EVPN unicast route to S and a VPN-IP route (or an ordinary IP
route), where the prefix length of each route is the same. |n order

to draw (S, G nulticast traffic for any group G the MEG SHOULD use
the EVPN route rather than the VPN-1P or IP route to determ ne the
"Upstream PE" (see section 5 of [RFC6513]).
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Doi ng so ensures that when an EVPN tenant system desires to receive a
mul ticast flow from anot her EVPN tenant system the traffic fromthe
source to that receiver stays within the EVPN domain. This prevents
problens that might arise if there is a unicast route via L3VPNto S,
but no nulticast routers along the routed path. This also prevents
problemthat mght arise as a result of the fact that the MEGs wll

i mport each others’ VPN-1P routes.

In the Section 6.1.2.1.2, we describe the procedures to be used when
the selected route to Sis a VPN-1P route.

6.1.2.1.2. Joining a Flow froman M/PN Source

Suppose a tenant system R wants to receive (S, G multicast traffic,
where source S is not attached to any PE in the EVPN Tenant Domai n,
but is attached to an MVPN PE.

0 Suppose Ris on a singly honed ethernet segnment of BD-R, and that
segrment is attached to PEl, where PEl is a MEG PEl learns via
|GW/ M.D listening that Ris interested in (S, G. PEl deterni nes
fromits VRF that there is no route to S within the Tenant Domain
(i.e., no EVPN RT-2 route with S's IP address), but that there is
aroute to Svia L3VPN (i.e., the VRF contains a subnet or host
route to S that was received as a VPN-IP route). PEl thus
originates (if it hasn't already) an MPN C-nul ticast Source Tree
Join(S, G route. The route is constructed according to normnal
MVPN pr ocedur es.

The layer 2 nulticast state is constructed as specified in
Section 4. 1.

In the layer 3 nulticast state, the IIF is the appropriate M/PN
tunnel, and the IRB interface to BD-Ris added to the OF |ist.

When PE1 receives (S, G traffic fromthe appropriate MVPN tunnel,
it performs | P processing of the traffic, and then sends the
traffic down its IRBinterface to BD-R  Followi ng normal O SM
procedures, the (S, G traffic will be encapsul ated for ethernet
and sent out the AC to which Ris attached.

0 Suppose Ris on a singly honed ethernet segnent of BD-R, and that
segnment is attached to PELl, where PEl is an O SM PE but is NOT a
MEG PEl learns via IGW/ MD listening that Ris interested in
(S, Q. PEl follows normal O SM procedures, originating an SVMET
route in BD-R for (S, G. Since this route will carry the SBD RT,
it will be received by the MEGthat is the DR for the Tenant
Domai n. The MEG DR can deternmine fromPELl's | MET route whet her
PE1l is itself a MEG |If PEl is not a MEG the MEG DR wi ||
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originate (if it hasn't already) an MVPN C-nulticast Source Tree
Join(S, G route. This will cause the DR MEG to receive (S, G
traffic on an MVPN tunnel .

The layer 2 nulticast state is constructed as specified in
Section 4. 1.

In the layer 3 nulticast state, the IIF is the appropriate M/PN
tunnel, and the IRB interface to the SBD is added to the OF |ist.

When the DR MEG receives (S, G traffic on an MWPN tunnel, it
performs | P processing of the traffic, and the sends the traffic
down its IRB interface to the SBD. Follow ng normal O SM
procedures, the traffic will be encapsul ated for ethernet and
delivered to all PEs in the Tenant Domain that have interest in
(S, G, including PE1.

o If Ris on a multi-honed ethernet segnent of BD-R one of the PEs
attached to the segnment will be its DF (followi ng normal EVPN
procedures), and the DF will know (via the procedures of
[1GWP-Proxy] that a tenant systemreachable via one of its |ocal
ACs to BD-Ris interested in (S, G traffic. The DF is responsible
for originating an SMET route for (S, G, follow ng normal O SM
procedures. |If the DFis a MEG it will originate the
corresponding MVPN C-mul ticast Source Tree Join(S, G route; if the
DF is not a MEG the MEGthat is the DRwll originate the
C-nulticast route when it receives the SMET route.

o If Ris attached to a non-OSMPE, it will receive the traffic via
an | PM5 as specified in Section 5.

If an EVPN-attached receiver is interested in (*, QG traffic, and if
it is possible for there to be sources of (*, G traffic that are
attached only to L3VPN nodes, the MEGs will have to know the group-
to-RP nappings. That will enable themto originate MVPN C nul ticast
Shared Tree Join(*, G routes and to send themtowards the RP. (Since
we are assunming in this section that there are no tenant nulticast
routers attached to the EVPN Tenant Donmain, the RP nust be attached
via L3VPN. Alternatively, the MEGitself could be configured to
function as an RP for group G)

The layer 2 nulticast states are constructed as specified in
Section 4. 1.

In the layer 3 (*,G nulticast state, the IIF is the appropriate MPN
tunnel. A MEGWw Il add to the (*,GQ OF list its IRB interfaces for
any BDs containing locally attached receivers. |If there are
receivers attached to other EVPN PEs, then whenever (S, G traffic
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froman external source nmatches a (*, G state, the MEGw Il create
(S, G state, with the MPN tunnel as the IIF, the OF list copied
fromthe (*, G state, and the SBD IRB interface added to the OF
list. (Please see the discussion in Section 6.1.1 regarding the
inclusion of the SBD IRB interface in a (*,G state; the SBD | RB
interface is used in the OF list only for traffic from external
sources.)

Nor mal MVPN procedures will then result in the MEG getting the (*,Q
traffic fromall the nulticast sources for Gthat are attached via
L3VPN. This traffic arrives on MPN tunnels. Wen the MEG renoves
the traffic fromthese tunnels, it does the IP processing. |If there
are any receivers on a given BD, BD-R, that are attached via | ocal
EVPN ACs, the MEG sends the traffic down its BDORIRB interface. If
there are any other EVPN PEs that are interested in the (*,Q
traffic, the MEG sends the traffic down the SBD IRB interface.

Normal O SM procedures then distribute the traffic as needed to other
EVPN- PEs.

6.1.2.2. EVPN Sources with MVPN Receivers
6.1.2.2.1. GCeneral procedures

Consi der the case where an EVPN tenant system S is sending IP
multicast traffic to group G and there is a receiver Rfor the (S, QG
traffic that is attached to the L3VPN, but not attached to the EVPN
Tenant Domain. (We assune in this docunment that the L3VPN MVPN-only
nodes will not have any special procedures to deal with the case
where a source is inside an EVPN donain.)

In this case, an L3VPN PE through which R can be reached has to send
an MVPN C-multicast Join(S,G route to one of the MEGs that is
attached to the EVPN Tenant Domain. For this to happen, the L3VPN PE
nmust have inported a VPN-IP route for S (either a host route or a
subnet route) froma MG

If a MEG deternines that there is nulticast source transnmitting on
one of its ACs, the MEG SHOULD originate a VPN-1P host route for that
source. This determ nation SHOULD be made by examining the IP
multicast traffic that arrives on the ACs. (It MAY be nade by
provisioning.) A MEG SHOULD NOT export a VPN-IP host route for any

| P address that is not known to be a nulticast source (unless it has
some ot her reason for exporting such a route). The VPN-1P host route
for a given multicast source MIST be withdrawn if the source goes
silent for a configurable period of time, or if it can be determ ned
that the source is no longer reachable via a | ocal AC
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A MEG SHOULD al so originate a VPN-IP subnet route for each of the BDs
in the Tenant Domai n.

VPN-1P routes exported by a MEG nust carry any attributes or extended
communities that are required by L3VPN and MVPN. |In particular, a
VPN-1P route exported by a MEG nust carry a VRF Route |nport Extended
Community corresponding to the IP-VRF fromwhich it is inported, and
a Source AS Extended Community.

As aresult, if Sis attached to a MEG the L3VPN nodes will direct
their MVPN C-nulticast Join routes to that MEG  Normal MPN
procedures will cause the traffic to be delivered to the L3VPN nodes.
The layer 3 multicast state for (S, G wll have the MVPN tunnel on
its OF list. The IIF will be the IRBinterface leading to the BD
containing S

If Sis not attached to a MEG the L3VPN nodes will direct their
C-nulticast Join routes to whichever MEG appears to be on the best
route to S's subnet. Upon receiving the C-nulticast Join, that MEG
will originate an EVPN SMET route for (S,G. As aresult, the MEG
will receive the (S,G traffic at layer 2 via the O SM procedures.
The (S, G traffic will be sent up the appropriate IRB interface, and
the |l ayer 3 MVPN procedures will ensure that the traffic is delivered
to the L3VPN nodes that have requested it. The layer 3 nulticast
state for (S, G wll have the MVPN tunnel in the OF list, and the
IlF will be one of the foll ow ng:

o If Shbelongs to a BDthat is attached to the MEG the IIF will be
the IRB interface to that BD;

0 Oherwise the IIF will be the SBD IRB interface.

Note that this works even if Sis attached to a non-QO SM PE, per the
procedures of Section 5.

6.1.2.2.2. Any-Source Milticast (ASM G oups

Suppose the MEG DR | earns that one of the PEs in its Tenant Domain is
interested in (*, G, traffic, where Gis an Any-Source Milticast

(ASM group. |If there are no tenant nulticast routers, the MEG DR
SHOULD performthe "First Hop Router" (FHR) functionality for group G
on behal f of the Tenant Domain, as described in [RFC7/761]. This
means that the MEG DR nust know the identity of the Rendezvous Point
(RP) for each group, must send Regi ster nmessages to the Rendezvous
Poi nt, etc.

If the MEGDR is to be the FHR for the Tenant Donmmin, it nust see all
the nulticast traffic that is sourced fromw thin the donai n and
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destined to an ASM group address. The MEG can ensure this by
originating an SBD- SMET route for (*,*). As an optimzation, an
SBD- SMET route for (*, "any ASM group"), or even (*, "any ASM group
that m ght have MVPN sources") can be defi ned.

In some depl oynent scenarios, it may be preferred that the MEG that
receives the (S, G traffic over an AC be the one provides the FHR
functionality. |In that case, the MEG DR wold not need to provide the
FHR functionality for (S, G traffic that is attached to another MEG

O her depl oynent scenarios are al so possible. For exanple, one night
want to configure the MEGs to thenselves be RPs. In this case, the
RPs woul d have to exchange with each other information about which
sources are active. The nethod exchanging such information is

out side the scope of this docunent.

6.1.2.2.3. Source on Miltihoned Segnent

Suppose S is attached to a segnent that is all-active nulti-honed to
PEl and PE2. If Sis transmitting to two groups, say Gl and &, it
is possible that PE1 will receive the (S, Gl) traffic fromS while PE2
receives the (S, &) traffic fromsS.

This creates an issue for MPN EVPN i nt erworking, because there is no
way to cause L3VPN MVPN nodes to select PEl as the ingress PE for
(S,Gl) traffic while selecting PE2 as the ingress PE for (S, &)
traffic.

However, the followi ng procedure ensures that the IP nulticast
traffic will still flow, even if the L3VPN MVPN nodes picks the
"wrong" EVPN-PE as the Upstream PE for (say) the (S, Gl) traffic.

Suppose S is on an ethernet segnent, belonging to BDl, that is

mul ti-homed to both PE1 and PE2, where PEl is a MEG And suppose
that IP multicast traffic fromS to Gtravels over the AC that
attaches the segment to PE2 . |If PEl receives a C-nulticast Source
Tree Join (S,G route, it MIST originate an SVMET route for (S, Q.
Normal O SM procedures will then cause PE2 to send the (S, G traffic
to PE1 on an EVPN IP nulticast tunnel. Normal O SM procedures wl |
al so cause PE1 to send the (S, G traffic up its BD1 IRB interface.
Nor mal MVPN procedures will then cause PE1 to forward the traffic on
an MVPN tunnel. In this case, the routing is not optimal, but the
traffic does flow correctly.
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6.1.2.3. Obtaining Optimal Routing of Traffic Between MVPN and EVPN

The routing of IP nmulticast traffic between MVPN nodes and EVPN nodes
will be optinmal as long as there is a MEG al ong the optimal route
There are various deploynent strategies that can be used to obtain
optimal routing between MVPN and EVPN.

In one such scenario, a Tenant Domain will have a snmall nunber of
strategically placed MEGs. For exanple, a Data Center may have a
smal | nunber of MEGs that connect it to a wi de-area network. Then
the optimal route into or out of the Data Center would be through the
MEGs.

In this scenario, the MEGs do not need to originate VPN-1P host
routes for the nulticast sources, they only need to originate VPN-1P
subnet routes. The internal structure of the EVPN is conpletely

hi dden fromthe MVPN node. EVPN actions such as MAC Mobility and
Mass Wt hdrawal ([RFC7432]) have zero inpact on the MVPN contro

pl ane.

Wil e this deploynment scenario provides the nost optinmal routing and
has the | east inpact on the installed based of MVPN nodes, it does
conmpl i cate network planni ng consi derati ons.

Anot her way of providing routing that is close to optimal is to turn
each EVPN PE into a MEG  Then routing of M/PN-to-EVPN traffic is
optimal. However, routing of EVPN-to-M/PN traffic is not guaranteed
to be optimal when a source host is on a multi-honmed ethernet segnent
(as discussed in Section 6.1.2.2.)

The obvi ous di sadvantage of this nethod is that it requires every
EVPN PE to be a MEG

The procedures specified in this docunent allow an operator to add
MEG functionality to any subset of his EVPN O SM PEs. This allows an
operator to nake whatever trade-offs he deens appropriate between
optimal routing and MEG depl oynent.

6.1.2. 4. DR Sel ection

Each MEG MUST be configured with an "MEG dummy et hernet segnent" that
has no ACs.

EVPN supports a nunber of procedures that can be used to select the
Desi gnat ed Forwarder (DF) for a particular BD on a particul ar
ethernet segnent. Sone of the possible procedures can be found,
e.g., in [RFC7432], [EVPN-DF-NEW, and [ EVPN-DF-WElI GHTED]. Whatever
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procedure is in use in a given deployment can be adapted to select a
MEG DR for a given BD, as follows.

Each MEG will originate an Ethernet Segnent route for the MEG dummy
ethernet segnent. It MJST carry a Route Target derived fromthe
correspondi ng Ethernet Segnent ldentifier. Thus only MEGs will

i mport the route.

Once the set of MEGs is known, it is also possible to deternine the
set of BDs supported by each MEG The DF sel ection procedure can
then be used to choose a MEG DR for the SBD. (The conditions under
whi ch the MEG DR changes depends upon the DF sel ection al gorithmthat
is in use.)

These procedures can also be used to select a DR for each BD.
6.1.3. Interworking with 'd obal Table Milticast’

If multicast service to the outside sources and/or receivers is
provi ded via the BGP-based "d obal Table Milticast"” (GIM procedures
of [RFC7716], the procedures of Section 6.1.2 can easily be adapted
for EVPN GTM i nterworking. The way to adapt the MVPN procedures to
GIMis explained in [ RFC7716].

6.1.4. Interworking with PIM

As we have been discussing, there may be receivers in an EVPN tenant
domain that are interested in nulticast fl ows whose sources are
outside the EVPN Tenant Donmain. O there may be receivers outside an
EVPN Tenant Domain that are interested in multicast flows whose
sources are inside the Tenant Donai n.

If the outside sources and/or receivers are part of an MPN,
i nterworki ng procedures are covered in Section 6.1.2.

There are al so cases where an external source or receiver are
attached via IP, and the layer 3 multicast routing is done via PIM
In this case, the interworking between the "PIMdomain" and the EVPN
tenant domain is done at L3 Gateways that perform"Pl M EVPN Gat eway"
(PEG functionality. A PEGis very simlar to a MEG except that its
layer 3 nmulticast routing is done via PIMrather than via BGP.

If external sources or receivers for a given group are attached to a
PEG via a layer 3 interface, that interface should be treated as a
VRF interface attached to the Tenant Domain’s L3VPN VRF. The |layer 3
mul ticast routing instance for that Tenant Domain will either run PIM
on the VRF interface or will listen for | GW/ M.D nessages on that
interface. |If the external receiver is attached el sewhere on an IP
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network, the PE has to enable PIMon its interfaces to the backbone
network. In both cases, the PE needs to perform PEG functionality,
and its I MET routes nust carry a flag or ECidentifying it as a PEG

For each BD on which there is a nmulticast source or receiver, one of
the PEGs will beconmes the PEG DR. DR selection can be done using the
same procedures specified in Section 6.1.2.4.

As long as there are no tenant nulticast routers within the EVPN
Tenant Donmain, the PEGs do not need to run PIMon their IRB
i nterfaces.

6.1.4.1. Source |nside EVPN Donain

If a PEG receives a PIMJoin(S,G fromoutside the EVPN t enant
domain, it may find it necessary to create (S, G state. The PE needs

to determine whether Sis within the Tenant Domain. |If S is not
within the EVPN Tenant Domain, the PE carries out normal |ayer 3
mul ticast routing procedures. If Sis within the EVPN tenant domain,

the IlF of the (S, G state is set as foll ows:

o if SisonaBDthat is attached to the PE, the IIFis the PE s
IRB interface to that BD,

o if Sis not on a BDthat is attached to the PE, the IIF is the
PE's IRB interface to the SBD.

When the PE creates such an (S, G state, it MJST originate (if it
hasn’t already) an SBD-SMET route for (S,G. This will cause it to
pull the (S,G traffic via layer 2. Wen the traffic arrives over an
EVPN tunnel, it gets sent up an IRB interface where the |ayer 3

mul ticast routing deternmines the packet’s disposition. The SBD SMET
route is withdrawmm when the (S, G state no | onger exists (unless
there is sone other reason for not withdrawing it).

If there are no tenant nmulticast routers with the EVPN tenant donain,
there cannot be an RP in the Tenant Dommin, so a PEG does not have to
handl e externally arriving PIMJoin(*, G nessages.

The PEG DR for a particular BD MIUST act as the a First Hop Router for
that BD. It will examine all (S, G traffic on the BD, and whenever G
is an ASM group, the PEG DR will send Register nessages to the RP for
G This nmeans that the PEGDR will need to pull all the (S, G
traffic originating on a given BD, by originating an SMET (*,*) route
for that BD. If a PEGDRis the DR for all the BDS, in SHOULD
originate just an SBD-SMET (*,*) route rather than an SMET (*,*)
route for each BD.
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The rules for exporting IP routes to nulticast sources are the sane
as those specified for MEGs in Section 6.1.2.2, except that the
exported routes will be IP routes rather than VPN-IP routes, and it
is not necessary to attach the VRF Route Inport EC or the Source AS
EC.

When a source is on a nulti-honmed segnent, the sane issue discussed
in Section 6.1.2.2.3 exists. Suppose Sis on an ethernet segnent,
bel onging to BDl, that is multi-homed to both PE1l and PE2, where PEl
is a PEG And suppose that IP nulticast traffic fromS to Gtravels
over the AC that attaches the segnent to PE2. |f PEl receives an
external PIMJoin (S,Q route, it MIST originate an SMET route for
(S, Q. Normal O SM procedures will cause PE2 to send the (S, Q
traffic to PEL on an EVPN I P nulticast tunnel. Normal O SM
procedures will also cause PEl1 to send the (S, G traffic up its BD1
IRB interface. Normal PIM procedures will then cause PE1 to forward
the traffic along a PIMtree. |In this case, the routing is not
optimal, but the traffic does flow correctly.

6.1.4.2. Source Cutside EVPN Domain

By nmeans of normal O SM procedures, a PEG | earns whether there are
receivers in the Tenant Donmain that are interested in receiving (*,Q
or (S,G traffic. The PEG nmust determine whether S (or the RP for Q
is outside the EVPN Tenant Domain. |If so, and if there is a receiver
on BD1 interested in receiving such traffic, the PEG DR for BD1 is
responsible for originating a PIM Join(S, G or Join(*,G control
nmessage.

An alternative would be to allow any PEGthat is directly attached to
a receiver to originate the PIM Joins. Then the PEG DR woul d only
have to originate PI M Joins on behal f of receivers that are not
attached to a PEG However, if this is done, it is necessary for the
PEGs to run PIMon all their IRB interfaces, so that the Pl M Assert
procedures can be used to prevent duplicate delivery to a given BD.

The IIF for the layer 3 (S,G or (*, QG state is deternined by nornal
PI M procedures. If a receiver is on BDl, and the PEG DR is attached
to BD1, its IRBinterface to BD1 is added to the OF list. This
ensures that any receivers locally attached to the PEG DR wil |
receive the traffic. |If there are receivers attached to other EVPN
PEs, then whenever (S, G traffic froman external source matches a
(*, G state, the PEGw Il create (S, G state. The IIF will be set to
what ever external interface the traffic is expected to arrive on
(copied fromthe (*,G state), the OF list is copied fromthe (*,Q
state, and the SBD IRB interface added to the OF |ist.
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6.2. Interworking with PIMvia an External PIM Router

Section 6.1 describes howto use an O SM PE router as the gateway to
a non- EVPN nul ti cast donmmi n, when the EVPN tenant donmin is not being
used as an internediate transit network for nulticast. An
alternative approach is to have one or nore external PIMrouters
(perhaps operated by a tenant) on one of the BDs of the tenant
domain. We will refer to this BD as the "gateway BD'.

In this nodel:

o The EVPN Tenant Domain is treated as a stub network attached to
the external PIMrouters.

o0 The external PIMrouters follow normal PIM procedures, and provide
the FHR and LHR functionality for the entire Tenant Donai n.

o The O SM PEs do not run PIM

o If an O SM PE not attached to the gateway BD has interest in a
given nulticast flow, it conveys that interest to the O SM PEs
that are attached to the gateway BD. This is done by follow ng
normal O SM procedures. As a result, |GW/ M.D nessages will seen
by the external PIMrouters on the gateway BD, and those external
PIMrouters will send PIM Join nessages externally as required.
Traffic of the given nulticast floww Il then be received by one
of the external PIMrouters, and that traffic will be forwarded by
that router to the gateway BD.

The normal O SM procedures will then cause the given nulticast
flowto be tunneled to any PEs of the EVPN Tenant Domai n that have
interest in the flow PEs attached to the gateway BD will see the
flow as originating fromthe gateway BD, other PEs will see the
flow as originating fromthe SBD.

0 An O SMPE attached to a gateway BD MJST set its layer 2 multicast
state to indicate that each ACto the gateway BD has interest in
all nmulticast flows. It MJST also originate an SMET route for
(*,*). The procedures for originating SMET routes are di scussed
in Section 2.5.

0o This will cause the O SM PEs attached to the gateway BD to receive
all the IP nulticast traffic that is sourced within the EVPN
tenant domain, and to transnmit that traffic to the gateway BD,
where the external PIMrouters will see it. (O course, if the
gateway BD has a nulti-honed segnent, only the PE that is the DF
for that segnent will transnmit the nmulticast traffic to the
segnent . )
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7

Usi ng an EVPN Tenant Domain as an Internediate (Transit) Network for
Mul ticast traffic

In this section, we consider the scenario where one or nore BDs of an
EVPN Tenant Donain are being used to carry IP nulticast traffic for
whi ch the source and at | east one receiver are not part the tenant
domain. That is, one or nore BDs of the Tenant Domain are
intermediate "links" of a larger nulticast tree created by PIM

We define a "tenant nulticast router"” as a nulticast router, running
PIM that is:

attached to one or nore BDs of the Tenant Domain, but
is not an EVPN PE router.

In order an EVPN Tenant Donmain to be used as a transit network for IP
mul ticast, one or nore of its BDs must have tenant nulticast routers,
and an O SM PE that attaching to such a BD MJUST be provisioned to
enable PIMon its IRBinterface to that BD. (This is true even if
none of the tenant routers is on a segnent attached to the PE.)
Further, all the O SM PEs (even ones not attached to a BD with tenant
mul ticast routers) MJUST be provisioned to enable PIMon their SBD | RB
i nterfaces.

If PIMis enabled on a particular BD, the DR Sel ecti on procedure of
Section 6.1.2.4 MIST be replaced by the normal PIM DR El ection
procedure of [RFC7761]. Note that this may result in one of the
tenant routers being selected as the DR, rather than one of the O SM
PE routers. In this case, First Hop Router and Last Hop Router
functionality will not be performed by any of the EVPN PEs.

A PIMcontrol nmessage on a particular BDis considered to be a
link-1ocal nulticast nmessage, and as such is sent transparently from
PE to PE via the BUMtunnel for that BD. This is true whether the
control nessage was received froman AC, or whether it was received
fromthe local layer 3 routing instance via an IRB interface.

A PI M Joi n/ Prune message contains three fields that are relevant to
the present discussion

0 Upstream Nei ghbor
0 Goup Address (Q

0 Source Address (S), onmitted in the case of (*, 3@ Join/Prune
nessages.
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We will generally speak of a PIMJoin as a "Join(S, Q" or a
"Join(*, Q" nmessage, and will use the term"Join(X,G" to nean
"either Join(S, G or Join(*,G@". 1In the context of a Join(X G, we
will use the term"X" to nmean "S in the case of (S,G, or Gs RPin
the case of (*,Q".

Suppose BDl1l contains two tenant multicast routers, ClL and C2.
Suppose Cl is on a segnent attached to PEl, and C2 is on a segnent
attached to PE2. Wien Cl1 sends a PIMJoin(X,G to BDl, the Upstream
Nei ghbor field mght be set to either PEl, PE2, or C2. Cl chooses
the Upstream Nei ghbor based on its unicast routing. Typically, it

wi Il choose as the Upstream Nei ghbor the PIMrouter on BDl that is
"cl osest" (according to the unicast routing) to X. Note that this
will not necessarily be PEl. PEl may not even be visible to the

uni cast routing algorithmused by the tenant routers. Even if it is,
it isunlikely to be the PIMrouter that is closest to X. So we need
to consider the following two cases:

Cl sends a PIMJoin(X, G to BDl, with PE1l as the Upstream
Nei ghbor .

PE1l's PIMrouting instance will see the Join arrive on the BD1 | RB
interface. If X is not within the Tenant Domain, PEl handl es the
Join according to normal PIM procedures. This will generally
result in PEl selecting an Upstream Nei ghbor and sending it a
Join(X Q.

If Xis within the Tenant Domain, but is attached to sone other
PE, PEl sends (if it hasn't already) an SBD-SMET route for (X Q.
The IIF of the layer 3 (X, G state will be the SBD I RB interface,
and the OF list will include the IRB interface to BD1.

The SBD-SMET route will pull the (X, G traffic to PE1l, and the
(X, G state will result inthe (X, G traffic being forwarded to
Cl.

If Xis within the Tenant Domain, but is attached to PEl itself,
no SBD-SMET route is sent. The IIF of the layer 3 (X, G state
will be the IRBinterface to Xs BD, and the OF |list will include
the IRB interface to BDI1.

Cl sends a PIMJoin(X,G to BDl, with either PE2 or C2 as the
Upst r eam Nei ghbor.

PE1l's PIMrouting instance will see the Join arrive on the BD1 | RB
interface. |f neither X nor Upstream Nei ghbor is within the
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8.

10.

11.

11.

tenant domain, PEl handles the Join according to normal PIM
procedures. This will NOT result in PEl sending a Join(X Q.

If either X or Upstream Nei ghbor is within the Tenant Donmin, PE1l
sends (if it hasn't already) an SBD-SMET route for (X, G. The IIF
of the layer 3 (X,G state will be the SBD IRB interface, and the
OF list will include the IRB interface to BDL.

The SBD-SMET route will pull the (X, G traffic to PE1, and the
(X, G state will result inthe (X, G traffic being forwarded to
Cl.

| ANA Consi derations
To be suppli ed.
Security Considerations

Thi s docunment uses protocols and procedures defined in the normative
references, and inherits the security considerations of those
ref erences.

Thi s docunment adds flags or Extended Comunities (ECs) to a number of
BGP routes, in order to signal that particular nodes support the
asSM IPM5 MEG and/or PEG functionalities that are defined in this
docunment. Incorrect addition, renoval, or nodification of those
flags and/or ECs will cause the procedures defined herein to

mal function, in which case |oss or diversion of data traffic is

possi bl e.
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Appendi x A. Integrated Routing and Bridgi ng

Thi s Appendi x provides a short tutorial on the interaction of routing
and bridging. First it shows the traditional nodel, where bridging
and routing are perforned in separate boxes. Then it shows the nodel
specified in [EVPN-IRB], where a single box contains both routing and
bridging functions. The latter nodel is presupposed in the body of
this docunent.

Figure 1 shows a "traditional" router that only does routing and has
no L2 bridging capabilities. There are two LANs, LAN1 and LANZ2.
LANL is realized by switchl, LAN2 by switch2. The router has an
interface, "lanl" that attaches to LANl (via switchl) and an
interface "lan2" that attachs to LAN2 (via switch2). Each intreface
is configured, as an IP interface, with an I P address and a subnet

mask.

Fommmean + Fommamann + Fommmean +
[ [ I anl| | I an2 [ [

HL ----- +Switchl+-------- + Routerl+-------- +Swit ch2+------ H3
I I I I I I

H - ---- I I I I I I
R + Fommnaann + R +

I I I

LAN1L LAN2

Figure 1: Conventional Router with LAN Interfaces

IP traffic (unicast or nulticast) that remains within a single subnet
never reaches the router. For instance, if Hl emts an ethernet
franme with H2's MAC address in the ethernet destination address

field, the frame will go fromHL to Switchl to H2, wi thout ever
reaching the router. Since the frame is never seen by a router, the
| P datagramwithin the frane remains entirely unchanged; e.g., its

TTL is not decrenented. The ethernet Source and Destination MAC
addresses are not changed either

If HL wants to send a unicast |P datagramto H3, which is on a
different subnet, Hl has to be configured with the I P address of a
"default router”. Let’s assunme that Hl is configured with an IP
address of Routerl as its default router address. Hl conpares H3's

I P address with its own I P address and | P subnet mask, and determ nes
that H3 is on a different subnet. So the packet has to be routed.

H1 uses ARP to map Router1’s I P address to a MAC address on LANl. H1
then encapsul ates the datagramin an ethernet frame, using routerl’s
MAC address as the destination MAC address, and sends the frane to
Rout er 1.
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Routerl then receives the frane over its lanl interface. Routerl
sees that the frane is addressed to it, so it renoves the ethernet
encapsul ati on and processes the | P datagram The datagramis not
addressed to Routerl, so it nust be forwarded further. Routerl does
a | ookup of the datagramis I P destination field, and determ nes that
the destination (H3) can be reached via Routerl’s | an2 interface.
Router1l now perforns the | P processing of the datagram it decrenents
the IP TTL, adjusts the |IP header checksum (if present), may fragnent
the packet is necessary, etc. Then the datagram (or its fragnents)
are encapsul ated in an ethernet header, with Routerl’ s MAC address on
LAN2 as the MAC Source Address, and H3's MAC address on LAN2 (which
Routerl deternines via ARP) as the MAC Destination Address. Finally
the packet is sent out the I an2 interface.

If HL has an IP nulticast datagramto send (i.e., an |IP datagram
whose Destination Address field is an IP Miulticast Address), it
encapsul ates it in an ethernet frane whose MAC Destination Address is
computed fromthe | P Destination Address

If H2 is a receiver for that nulticast address, H2 will receive a
copy of the frame, unchanged, fromHl. The MAC Source Address in the
et hernet encapsul ati on does not change, the IP TTL field does not get
decrenent ed, etc.

If H3 is a receiver for that nulticast address, the datagram nust be
routed to H3. In order for this to happen, Routerl nust be
configured as a nmulticast router, and it nust accept traffic sent to
ethernet multicast addresses. Routerl will receive Hl's nulticast
frane on its lanl interface, will renove the ethernet encapsul ation
and will determ ne how to dispatch the | P datagram based on Routerl's
mul ticast forwarding states. |If Routerl knows that there is a
receiver for the nulticast datagramon LAN2, nmekes a copy of the

dat agram decrenments the TTL (and perforns any other necessary IP
processing), then encapsul ates the datagramin ethernet frane for
LAN2. The MAC Source Address for this frame will be Routerl’s MAC
Source Address on LAN2. The MAC Destination Address is conputed from
the I P Destination Address. Finally, the frane is sent out Routerl's
LAN2 interface.

Figure 2 shows an Integrated Router/Bridge that supports the routing/
bridging integration nodel of [EVPN-IRB].
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Fom oo - + Hom e e oo - + Fom oo - +
| | | RB1| L3 | I RB2 | |

HL ----- + BD1 +-------- +Routing +-------- + BD2 +------ H3
| | | I nstance| | |
H2 ----- I I I I I I
Fom e - + Fom e e e - - + Fom e - +

I I I

LAN1 LAN2

Figure 2: Integrated Router/Bridge

In Figure 2, a single box consists of one or nore "L3 Routing

I nstances”. The routing/forwarding tables of a given routing
instance is known as an |IP-VRF ([EVPN-IRB]). In the context of EVPN,
it is convenient to think of each routing instance as representing
the routing of a particular tenant. Each IP-VRF is attached to one
or nore interfaces.

When several EVPN PEs have a routing instance of the sane tenant
domai n, those PEs advertise IP routes to the attached hosts. This is
done as specified in [ EVPN-1RB].

The integrated router/bridge shown in Figure 2 also attaches to a
nunber of "Broadcast Domains" (BDs). Each BD perforns the functions
that are perforned by the bridges in Figure 1. To the L3 routing

i nstance, each BD appears to be a LAN. The interface attaching a
particular BD to a particular IP-VRF is known as an "I RB Interface"
From the perspective of L3 routing, each BD is a subnet. Thus each
IRB interface is configured with a MAC address (which is the router’s
MAC address on the corresponding LAN), as well as an |IP address and
subnet nmask.

The integrated router/bridge shown in Figure 2 nmay have nmultiple ACs
to each BD. These ACs are visible only to the bridging function, not
to the routing instance. To the L3 routing instance, there is just
one "interface" to each BD.

If the L3 routing instance represents the IP routing of a particular
tenant, the BDs attached to that routing instance are BDs bel ongi ng
to that same tenant.

Bri dgi ng and routing now proceed exactly as in the case of Figure 1,
except that BDl replaces Switchl, BD2 replaces Switch2, interface

I RB1 replaces interface lanl, and interface | RB2 replaces interface
| an2.
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It is inmportant to understand that an I RB interface connects an L3
routing instance to a BD, NOT to a "MAGC-VRF'. (See [RFC7432] for the
definition of "MAC-VRF".) A MAC-VRF may contain several BDs, as |ong
as no MAC address appears in nore than one BD. Fromthe perspective
of the L3 routing instance, each individual BD is an individual IP
subnet; whet her each BD has its own MAC-VRF or not is irrelevant to
the L3 routing instance.

Figure 3 illustrates | RB when a pair of BDs (subnets) are attached to
two different PE routers. 1In this exanple, each BD has two segnents,
and one segnent of each BD is attached to one PE router.

Fom oo - + Hom e e oo - + Fom oo - +
| | | RB1| | I RB2 | |
HL ----- + BD1 +-------- + PE1 +-------- + BD2 +------ H3
| (Seg-1)| | (L3 Rtg)| | (Seg-1)|
H2 ----- I I I I I I
Fom e - + Fom e e e - - + Fom e - +
I I I I
LAN1L | LAN2
I
I
Fomm oo - + Fomm e - - + Fomm oo - +
[ [ | RB1| | I RB2 [ [
H ----- + BDL +-------- + PE2 A4-------- + BD2 4------ H5
| (Seg-2)| | (L3 Rtg)| | (Seg-2)|
oo - + oo - + oo - +

Figure 3: Integrated Router/Bridges with Distributed Subnet

If HL needs to send an | P packet to H4, it deternmines fromits IP
address and subnet nask that H4 is on the sanme subnet as HI.

Al though H1 and H4 are not attached to the sane PE router, EVPN
provi des et hernet conmunication anong all hosts that are on the sane
BD. Hl thus uses ARP to find H4A’s MAC address, and sends an et hernet
frame with H4’s MAC address in the Destination MAC address field.
The frane is received at PEl, but since the Destination MAC address
is not PEl'’s MAC address, PEl assumes that the franme is to remain on
BD1. Therefore the packet inside the frame is NOT decapsul ated, and
is NOT send up the IRB interface to PE1l’s routing instance. Rather,
standard EVPN i ntra-subnet procedures (as detailed in [RFC7432] are
used to deliver the frane to PE2, which then sends it to H4.
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If HL needs to send an | P packet to H5, it deternmines fromits IP
address and subnet mask that H5 is NOT on the sane subnet as HL.
Assum ng that Hl has been configured with the I P address of PEl as
its default router, Hl sends the packet in an ethernet frame with
PE1’s MAC address in its Destination MAC Address field. PEl receives
the frame, and sees that the frane is addressed to it. PEl thus
sends the frame up its IRBl interface to the L3 routing instance.
Appropriate | P processing is done (e.g., TTL decrenent). The L3
routing instance determ nes that the "next hop" for H5 is PE2, so the
packet is encapsulated (e.g., in MPLS) and sent across the backbone
to PE2's routing instance. PE2 will see that the packet’s
destination, H5, is on BD2 segnent-2, and will send the packet down
its IRB2 interface. This causes the |IP packet to be encapsulated in
an ethernet frame with PE2’s MAC address (on BD2) in the Source
Address field and H5's MAC address in the Destination Address field.

Note that if Hl has an I P packet to send to H3, the forwarding of the
packet is handled entirely within PEL. PEl's routing instance sees
the packet arrive on its IRBl1 interface, and then transmits the
packet by sending it down its IRB2 interface.

Oten, all the hosts in a particular Tenant Domain will be
provisioned with the sane value of the default router |P address.
This | P address can be assigned, as an "anycast address", to all the
EVPN PEs attached to that Tenant Domain. Thus although all hosts are
provisioned with the sane "default router address", the actua

default router for a given host will be one of the PEs that is
attached to the sane ethernet segnent as the host. This provisioning
met hod ensures that | P packets froma given host are handl ed by the
cl osest EVPN PE that supports |RB.

In the topology of Figure 3, one could imagine that Hl is configured
with a default router address that belongs to PE2 but not to PEL.

I nter-subnet routing would still work, but |IP packets fromHL to H3
woul d then follow the non-optimal path Hl-->PE1l-->PE2-->PEl-->H3.
Sending traffic on this sort of path, where it |eaves a router and
then comes back to the sane router, is sonetines known as
"hairpinning". Simlarly, if PE2 supports IRB but PE1 dos not, the
same non-optinmal path fromHL to H3 would have to be followed. To
avoi d hairpi nning, each EVPN PE needs to support |RB.

It is worth pointing out the way IRB interfaces interact with

nmul ticast traffic. Referring again to Figure 3, suppose PEl and PE2
are functioning as IP nulticast routers. Suppose also that H3
transmits a multicast packet, and both HL and H4 are interested in
receiving that packet. PEl will receive the packet fromH3 via its
IRB2 interface. The ethernet encapsulation fromBD2 is renoved, the
| P header processing is done, and the packet is then reencapsul ated
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for BDl, with PE1's MAC address in the MAC Source Address field.
Then the packet is sent down the IRB1 interface. Layer 2 procedures
(as defined in [ RFC7432] would then be used to deliver a copy of the
packet locally to Hl, and renotely to H4.

Pl ease be aware that his docunent nodifies the semantics, described

in the previous paragraph, of sending/receiving nmulticast traffic on
an IRB interface. This is explained in Section 1.5.1 and subsequent
secti ons.
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