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Task Force (IETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
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Internet-Drafts are draft docunments valid for a maxi num of six
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at any tine. It is inappropriate to use Internet-Drafts as
reference material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
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http://ww.ietf.org/shadow. htmn
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Copyright (c) 2016 | ETF Trust and the persons identified as the
document authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent. Code Conponents extracted fromthis
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Section 4.e of the Trust Legal Provisions and are provided wi thout
warranty as described in the Sinplified BSD License.

Abst ract

Current network benchmar ki ng met hodol ogi es are focused on physica
net wor ki ng conponents and do not consider the actual application

| ayer traffic patterns and hence do not reflect the traffic that

vi rtual networking conponents work with. The purpose of this
docunment is to distinguish and highlight benchmarking considerations
when testing and eval uating virtual networking conponents in the
data center.
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1. Introduction

Dat acenter virtualization that includes both conpute and network
virtualization is growing rapidly as the industry continues to | ook
for ways to inprove productivity, flexibility and at the sane tine
cut costs. Network virtualization, is conparatively new and
expected to grow trenmendously simlar to conpute virtualization
There are multiple vendors and solutions out in the market, each
with their own benchmarks to showcase why a particular solution is
better than another. Hence, the need for a vendor and product
agnostic way to benchrmark nultivendor solutions to help with
conpari son and make informed decisions when it comes to sel ecting
the right network virtualization solution
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3.

Applications traditionally have been segnented using VLANs and ACLs
between the VLANs. This nodel does not scal e because of the 4K
scale limtations of VLANs. Overlays such as VXLAN were designed to
address the limtations of VLANs

Wth VXLAN, applications are segnented based on VXLAN encapsul ation
(specifically the VNI field in the VXLAN header), which is sinmilar
to VLAN ID in the 802.1Q VLAN tag, however wi thout the 4K scal e
limtations of VLANs. For a nore detailed discussion on this

subj ect please refer RFC 7364 "Problem Statenment: Overlays for
Networ k Virtualization".

VXLAN is just one of several Network Virtualization Overlays(NVO).
Sorme of the others include STT, Geneve and NVGRE. . STT and Geneve
have expanded on the capabilities of VXLAN. Please refer IETF s
nvo3 working group <

https://datatracker.ietf.org/wy/ nvo3/docunents/> for nore

i nformation.

Modern application architectures, such as M cro-services, are going
beyond the three tier app nodels such as web, app and db

Benchmar ks MJST consi der whet her the proposed solution is able to
scale up to the demands of such applications and not just a three-
tier architecture.

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying significance described in RFC 2119.

Definitions

3.1. System Under Test (SUT)

Tradi tional hardware based networki ng devices generally use the

devi ce under test (DUT) nodel of testing. 1In this nodel, apart from
any allowed configuration, the DUT is a black box froma testing
perspective. This method works for hardware based networking
devices since the device itself is not influenced by any ot her
components outside the DUT.

Vi rtual networking conponents cannot | everage DUT nodel of testing
as the DUT is not just the virtual device but includes the hardware
components that were used to host the virtual device
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Hence SUT nodel MJST be used instead of the traditional device under
t est

Wth SUT nodel, the virtual networking conponent along with al
software and hardware conponents that host the virtual networking
component MJST be considered as part of the SUT.

Virtual networking conponents may al so work with higher |evel TCP
segnments such as TSO. In contrast, all physical sw tches and
routers, including the ones that act as initiators for NVGs, work
with L2/ L3 packets.

Pl ease refer to section 5 Figure 1 for a visual representation of
System Under Test in the case of Intra-Host testing and section 5
Figure 2 for System Under Test in the case of Inter-Host testing

3.2. Network Virtualization Platform
Thi s docunment does not focus on Network Function Virtualization

Net wor k Function Virtualization focuses on being i ndependent of
net wor ki ng hardware while providing the sane functionality. |In the
case of NFV, traditional benchnarki ng nethodol ogi es recomended by
| ETF may be used. Considerations for Benchnmarking Virtual Network
Functions and Their Infrastructure | ETF docunent addresses
benchmar ki ng NFVs.

Network Virtualization Platforns, apart from providi ng hardware
agnostic network functions, also | everage perfornmance optim zations
provided by the TCP stacks of hypervisors.

Network Virtualization Platfornms are architected differently when
compared to NFV and are not linmted by packet size constraints via
MIU that exist for both NFV and Hardware based network platforns.

NVPs | everage TCP stack optim zations such as TSO that enabl es NVPs
to work with nmuch | arger payl oads of 64K unlike their counterparts
such as NFVs.

Because of the difference in the payload and thus the overal
segnment sizes, nornmal benchmarki ng nethods are not relevant to the
NVPs.

I nstead, newer nethods that take into account the built in

advant ages of TCP provi ded optim zati ons MIST be used for testing
Network Virtualization Platforms.
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3.3. Mcro-services
Tradi tional nmonolithic application architectures such as the three
tier web, app and db architectures are hitting scal e and depl oynent
limts for the nodern use cases

M cro-services make use of classic unix style of small app with
single responsibility.

These snal| apps are designed with the follow ng characteristics:
Each application only does one thing - like unix tools
Smal | enough that you could rewite instead of maintain
Enbedded with a sinple web container
Packaged as a single executable
Install ed as daenons
Each of these applications are conpletely separate
Interact via uniforminterface
REST (over HITP/HTTPS) being the nost comon
Wth Mcro-services architecture, a single web app of the three tier
application nodel could now have 100s of snaller apps dedicated to
do just one job.
These 100s of small one responsibility only services will MJST be
secured into their own segnent - hence pushing the scal e boundaries

of the overlay fromboth sinple segnentation perspective and al so
froma security perspective

4. Scope

Thi s docunent does not address Network Function Virtualization has
been covered already by previous | ETF docunents
(https://datatracker.ietf.org/doc/draft-ietf-bmg-virtual-

net/ ?i ncl ude_text=1) the focus of this document is Network
Virtualization Platformwhere the network functions are an intrinsic
part of the hypervisor’s TCP stack, working closer to the
application layer and | everagi ng perfornmance optim zati ons such

TSO' RSS provided by the TCP stack and the underlying hardware.
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4.1. Virtual Networking for Datacenter Applications

While virtualization is growi ng beyond the datacenter, this docunent
focuses on the virtual networking for east-west traffic within the
dat acenter applications only. For exanple, in a three tier app such
web, app and db, this docunent focuses on the east-west traffic

bet ween web and app. It does not address north-south web traffic
accessed fromoutside the datacenter. A future docunent woul d
address north-south traffic fl ows.

Thi s docunment addresses scal e requirenents for nodern application
architectures such as Mcro-services to consider whether the
proposed solution is able to scale up to the demands of mcro-
services application nodels that basically have 100s of small
servi ces comuni cating on sonme standard ports such as http/https
usi ng protocols such as REST

4.2. Interaction with Physical Devices

Virtual network conmponents cannot be tested i ndependent of other
components within the system Exanple, unlike a physical router or
a firewall, where the tests can be focused directly solely on the
device, when testing a virtual router or firewall, nultiple other
devi ces may becone part of the system under test. Hence the
characteristics of these other traditional networking swtches and
routers, LB, FWetc. MJIST be consi dered.

Hashi ng net hod used
Over-subscription rate
Thr oughput avail abl e
Latency characteristics
5. Interaction with Physical Devices

In virtual environnents, System Under Test (SUT) may often share
resources and reside on the sanme Physical hardware with other
conmponents involved in the tests. Hence SUT MJST be clearly
defined. 1In this tests, a single hypervisor may host nultiple
servers, switches, routers, firewalls etc.

Intra host testing: Intra host testing helps in reducing the nunber
of components involved in a test. For exanple, intra host testing
woul d hel p focus on the System Under Test, |ogical switch and the
hardware that is running the hypervisor that hosts the | ogica
switch, and elim nate other conponents. Because of the nature of
virtual infrastructures and multiple el enents being hosted on the
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same physical infrastructure, influence from other conponents cannot
be conpletely ruled out. For exanple, unlike in physica
infrastructures, logical routing or distributed firewall MJST NOT be
benchmar ked i ndependent of |ogical sw tching. System Under Test
definition MJUST include all conponents involved with that particul ar

test.

B +
| System Under Test |
|+ ----------------------------------------------- +|
| | Hypervisor |
| | | |
| | Hommmmeeoe + | |
| | I NVP I | |
| | +----- + | Switch/ | +----- + |
| | | WM | <------ >| Rout er/ | <------ > VMR | |
| | +----- + VW | Firewall/ | VW  4----- + | |
| | I etc., | | |
| | R + ||
|+ ------------------------ B +|
oo s o e e e e e e e e e e e e e e e e e e e e oo +
Legend

VM Virtual WMachine
VW Virtual Wre

Figure 1 Intra-Host System Under Test

Inter host testing: Inter host testing helps in profiling the
underlyi ng network interconnect performance. For exanple, when
testing Logical Switching, inter host testing would not only test
the | ogical switch conponent but al so any other devices that are
part of the physical data center fabric that connects the two
hypervi sors. System Under Test MJUST be well defined to help with
repeatability of tests. System Under Test definition in the case of
inter host testing, MJST include all components, including the
under | yi ng network fabric.

Figure 2 is a visual representation of systemunder test for inter-
host testing
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System Under Test

o mm e e e e e e e e e e e e e e e e e e e e e e e e e e ee— o +
| Hypervisor [
| Fomm e e + |
I I NvP I I
| +----- + [ Switch/ | +o---- + |
| | VWM | <------ >| Rout er/ | <------ > VMR |

| +----- + VW | Firewall/ | VW +----- + |
I I etc., | I
| Fomm e e + |
I T +

I

|

I

I

I

I

I

|

I

I

I

I

I

|

| Physi cal Networ ki ng Conponents |
| | switches, routers, firewalls etc., |
I
I
|
I
I
I
I
I
|
I
I
I
I
I

%
. +
| Hypervisor [
| e + |
| | NVP | |
| +----- + [ Switch/ | +---- + |
| | WM | <------ >| Rout er/ | <------ > VMR |
| +----- + VW | Firewall/ | VW 4----- + |
I I etc., | I
| e + |
B R R +
o mm e e e e e e e e e e e e e e e e e e e e e e e e e me e e +
Legend

VM Virtual WMachine
VW Virtual Wre

Figure 2 Inter-Host System Under Test

Virtual conponents have a direct dependency on the physica
infrastructure that is hosting these resources. Hardware
characteristics of the physical host inpact the performance of the
virtual conponents. The conponents that are being tested and the
i npact of the other hardware conponents within the hypervisor on the
performance of the SUT MUST be docunented. Virtual conponent
performance is influenced by the physical hardware conmponents within
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the hypervisor. Access to various offloads such as TCP segnmentation
of fl oad, may have significant inmpact on performance. Firmare and
driver differences may also significantly inpact results based on
whet her the specific driver |everages any hardware | evel offloads

of fered. Hence, all physical conponents of the physical server
runni ng the hypervisor that hosts the virtual components MJST be
docunented along with the firmvare and driver versions of all the
components used to help ensure repeatability of test results. For
exanpl e, BICS configuration of the server MIST be docunented as sone
of those changes are designed to inprove perfornmance. Please refer
to Appendix A for a partial list of paraneters to docunent.

5.1. Server Architecture Considerations

When testing physical networking conponents, the approach taken is
to consider the device as a black-box. Wth virtual infrastructure,
this approach would no |l onger help as the virtual networking
conponents are an intrinsic part of the hypervisor they are running
on and are directly inpacted by the server architecture used.

Server hardware components define the capabilities of the virtua
net wor ki ng conponents. Hence, server architecture MJST be
docunented in detail to help with repeatability of tests. And the
entire hardware and software conponents becone the SUT.

5.1.1. Frame format/sizes within the Hypervisor

Maxi mum Transm ssion Unit (MIU) Iimts physical network conponent’s
frame sizes. The nost common nmax supported MIU for physical devices
is 9000. However, 1500 MIU is the standard. Physical network
testing and NFV uses these MIU sizes for testing. However, the

vi rtual networking conponents that live inside a hypervisor, may
work with rmuch |arger segments because of the availability of
hardware and software based offl oads. Hence, the normal snaller
packets based testing is not relevant for perfornmance testing of
virtual networking conponents. All the TCP related configuration
such as TSO size, nunber of RSS queues MJST be documented al ong with
any ot her physical N C related configuration.

Virtual network components work closer to the application |ayer then
t he physical networking conponents. Hence virtual network
conmponents work with type and size of segnents that are often not
the same type and size that the physical network works with. Hence,
testing virtual network conponents MJST be done with application

| ayer segnments instead of the physical network |ayer packets.

5.1.2. Baseline testing with Logical Switch
Logical switch is often an intrinsic conponent of the test system

along with any other hardware and software conponents used for
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testing. Also, other |ogical conponents cannot be tested
i ndependent of the Logical Switch

5.1. 3. Tunnel encap/decap outside the hypervisor

Logi cal network conponents may al so have perfornance inpact based on
the functionality available within the physical fabric. Physica
fabric that supports NVO encap/decap is one such case that has

consi derabl e inpact on the performance. Any such functionality that
exi sts on the physical fabric MJUST be part of the test result
docunentation to ensure repeatability of tests. In this case SUT
MUST i ncl ude the physical fabric

5.1.4. SUT Hypervisor Profile

Physi cal networki ng equi pnrent has wel |l defined physical resource
characteristics such as type and nunber of ASICs/SoCs used, anount
of menory, type and nunber of processors etc., Virtual networking
components’ performance is dependent on the physical hardware that
hosts the hypervisor. Hence the physical hardware usage, which is
part of SUT, for a given test MJST be documented. Exanple, CPU
usage when running | ogical router

CPU usage changes based on the type of hardware avail able within the
physi cal server. For exanple, TCP Segnentation Offload greatly
reduces CPU usage by of fl oading the segnentation process to the NIC
card on the sender side. Receive side scaling offers simlar
benefit on the receive side. Hence, availability and status of such
har dware MJUST be docunented al ong with actual CPU Menory usage when
the virtual networking conmponents have access to such of fload
capabl e hardware

Following is a partial list of conmponents that MJST be docunented -
both in terns of what's available and al so what’'s used by the SUT -

CPU - type, speed, available instruction sets (e.g. AES-N)
Menory - type, anount
Storage - type, anount

NI C Cards - type, nunber of ports, offloads avail abl e/ used,
drivers, firmvare (if applicable), HWrevision

Li brari es such as DPDK if avail abl e and used
Nunber and type of VMs used for testing and

o vCPUs
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0 RAM
o Storage
o Network Driver
0 Any prioritization of VMresources
0 Qperating Systemtype, version and kernel if applicable
0 TCP Configuration Changes - if any
o Mru
Test tool
o Workl oad type
0 Protocol being tested
0 Nunber of threads

o Version of too

For inter-hypervisor tests,

0 Physical network devices that are part of the test

Note: For inter-hypervisor tests, system under test
is no longer only the virtual component that is being
tested but the entire fabric that connects the
virtual conponents becone part of the system under
test.

6. Security Considerations

Benchmarki ng activities as described in this meno are linmted to
technol ogy characterization of a Device Under Test/System Under Test
(DUT/ SUT) using controlled stinuli in a |laboratory environnment, with
dedi cat ed address space and the constraints specified in the
sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networ k.

Further, benchmarking is performed on a "bl ack-box" basis, relying
sol ely on neasurenments observable external to the DUT/ SUT.
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9.

Speci al capabilities SHOULD NOT exist in the DUT/ SUT specifically
for benchmarki ng purposes. Any inplications for network security
arising fromthe DUT/ SUT SHOULD be identical in the lab and in
producti on networks.

| ANA Consi derati ons
No | ANA Action is requested at this tine.
Concl usi ons

Network Virtualization Platforms, because of their proximty to the
application layer and since they can take advantage of TCP stack
optimizations, do not function on packets/sec basis. Hence,

tradi tional benchmarki ng met hods, while still relevant for Network
Function Virtualization, are not designed to test Network
Virtualization Platfornms. Also, advances in application
architectures such as nmicro-services, bring new chall enges and need
benchmar ki ng not just around throughput and | atency but al so around
scal e. New benchmarking nethods that are designed to take advantage
of the TCP optim zations or needed to accurately benchmark
performance of the Network Virtualization Platforns

Ref er ences

9.1. Normative References

[RFC7364] T. Narten, E. Gray, D. Black, L. Fang, L. Kreeger, M
Napi eral a, "Problem Statenment: Overlays for Network Virtualization"
RFC 7364, Cctober 2014, https://datatracker.ietf.org/doc/rfc7364/

[nv03] I ETF, WG Network Virtualization Overlays, <
https://datatracker.ietf.org/wy/ nvo3/docunents/>

9.2. Infornative References

[1] A. Mrton " Considerations for Benchmarking Virtual Network
Functions and Their Infrastructure", draft-ietf-bmwg-virtual-
net-03, < https://datatracker.ietf.org/doc/draft-ietf-bmg-
vi rtual - net/ ?i ncl ude_t ext =1>

Kommu, Basl er & Rapp Expi res January 8, 2017 [ Page 12]



Internet-Draft NVP Benchnar ki ng Consi der ati ons July 2016

Appendi x A Partial List of Parameters to Docunent
A 1. CPU
CPU Vendor
CPU Nunber
CPU Architecture
# of Sockets (CPUs)
# of Cores
Cl ock Speed (GHz)
Max Turbo Freq. (GHz)
Cache per CPU (MB)
# of Menory Channel s
Chi pset
Hyperthreadi ng (BI OS Setting)
Power Managenent (BIOS Setting)
VT-d
A 2. Menory
Menory Speed (MHz)
DI MM Capacity (GB)
# of DI Mvs
DI MM configuration
Total DRAM ( GB)
A.3. NC
Vendor
Model

Port Speed (CGbps)
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Ports

PCl e Version

PCl e Lanes

Bonded

Bondi ng Dri ver

Kernel Mbodul e Name

Driver Version

VXLAN TSO Capabl e

VXLAN RSS Capabl e

Ring Buffer Size RX

Ring Buffer Size TX
A. 4. Hypervisor

Hyper vi sor Nane

Ver si on/ Bui | d

Based on

Hot f i xes/ Pat ches

OVS Version/Build

I RQ bal anci ng

vCPUs per VM

Modi fications to HV

Modi fications to HV TCP stack

Nunmber of VMs

I P MU

Fl ow control TX (send pause)

Fl ow control RX (honor pause)
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Encapsul ati on Type
A 5. Guest WM
Guest OS & Version
Modi fications to VM
I P MIU CGuest VM (Bytes)
Test tool used
Nunber of Net Perf | nstances
Total Nunmber of Streans
Guest RAM (GB)
A. 6. Overlay Network Physical Fabric
Vendor
Model
# and Type of Ports
Sof t war e Rel ease
Interface Configuration
I nterface/ Et hernet MIU (Bytes)
Fl ow control TX (send pause)
Fl ow control RX (honor pause)
A. 7. Gateway Network Physical Fabric
Vendor
Model
# and Type of Ports
Sof t war e Rel ease
Interface Configuration

I nterface/ Et hernet MIU (Bytes)
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Fl ow control TX (send pause)

Fl ow control RX (honor pause)
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