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Abst ract

Thi s docunment defines the methodol ogi es for benchmarking contro
pl ane performance of SDN controllers. Term nology related to
benchmar ki ng SDN controllers is described in the conpani on
term nol ogy docunent. SDN controllers have been inplenented with
many varying designs in order to achieve their intended network
functionality. Hence, the authors have taken the approach of
considering an SDN controller as a black box, defining the

met hodol ogy in a manner that is agnostic to protocols and network
services supported by controllers. The intent of this docunment is to
provi de a standard nechanismto neasure the performance of al
control |l er inplenentations.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1 ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current.

Internet-Drafts are draft docunents valid for a nmaxi num of six
mont hs and rmay be updated, replaced, or obsol eted by other documents
at any tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.

This Internet-Draft will expire on April 01, 2018.
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1.

I nt roduction

Thi s docunent provides generic nethodol ogi es for benchmarki ng SDN
controll er perfornance. An SDN controller nmay support nany

nort hbound and sout hbound protocols, inplement a wi de range of
applications, and work solely, or as a group to achieve the desired
functionality. This docunent considers an SDN controller as a bl ack
box, regardl ess of design and inplenentation. The tests defined in

t he docunment can be used to benchmark SDN controller for

performance, scalability, reliability and security independent of
nort hbound and sout hbound protocols. These tests can be perfornmed on
an SDN controller running as a virtual machine (VM instance or on a
bare nmetal server. This docunment is intended for those who want to
measure the SDN controller perfornmance as well as conpare various
SDN control |l ers performance

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

Scope

Thi s docunent defines nmet hodol ogy to neasure the networking netrics
of SDN controllers. For the purpose of this nmeno, the SDN controller
is a function that nmanages and controls Network Devices. Any SDN
controller without a control capability is out of scope for this
meno. The tests defined in this docunent enabl e benchmarking of SDN
Controllers in two ways; as a standal one controller and as a cluster
of honobgeneous controllers. These tests are recomended for
execution in lab environments rather than in |live network

depl oynents. Performance benchnarking of a federation of controllers
i s beyond the scope of this docunment. Test Setup

The tests defined in this docunent enabl e neasurenent of an SDN
controllers performance in standal one node and cl uster node. This
section defines common reference topologies that are |ater referred
to in individual tests (Additional forwarding Plane topologies are
provided in Appendix A).
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3. Test Setup

3.1. Test setup - Controller working in Standal one Mde
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Figure 1
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3.2. Test setup - Controller working in Cluster Mde
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4. Test Considerations
4.1. Network Topol ogy

The test cases SHOULD use Leaf-Spine topology with at least 1

Net work Device in the topology for benchmarking. The test traffic
generators TP1 and TP2 SHOULD be connected to the first and the |ast
| eaf Network Device. If a test case uses test topology with 1

Net wor k Device, the test traffic generators TP1 and TP2 SHOULD be
connected to the sane node. However to achieve a conplete
performance characterization of the SDN controller, it is
reconmended that the controller be benchmarked for nmany network
topol ogi es and a varyi ng nunber of Network Devices. This docunent

i ncludes two sanple test topologies, defined in Section 10 -
Appendi x A for reference. Further, care should be taken to make sure
that a | oop prevention nechanismis enabled either in the SDN
controller, or in the network when the topol ogy contai ns redundant
net wor k pat hs.

4.2. Test Traffic

Test traffic is used to notify the controller about the asynchronous
arrival of new flows. The test cases SHOULD use frame sizes of 128,

512 and 1508 bytes for benchmarki ng. Testing using junbo franmes are
opti onal

4.3. Test Enul ator Requirenents

The Test Emul ator SHOULD tinme stanp the transnitted and received
control nessages to/fromthe controller on the established network
connections. The test cases use these values to conmpute the
controll er processing tine.

4. 4. Connection Setup

There nmay be controller inplenentations that support unencrypted and
encrypted network connections with Network Devices. Further, the
controll er may have backward compatibility with Network Devices
runni ng ol der versions of southbound protocols. It may be useful to
measure the controller performance be neasured with one or nore
appl i cabl e connection setup nmet hods defined bel ow

1. Unencrypted connection with Network Devices, running sane
prot ocol version.

2. Unencrypted connection with Network Devices, running different
pr ot ocol versions.
Exanpl e:
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a. Controller running current protocol version and sw tch
runni ng ol der protocol version
b. Controller running ol der protocol version and swtch
running current protocol version
3. Encrypted connection with Network Devices, running sane
prot ocol version
4. Encrypted connection with Network Devices, running different
pr ot ocol versions.
Exanpl e:
a. Controller running current protocol version and swtch
runni ng ol der protocol version
b. Controller running ol der protocol version and switch
runni ng current protocol version

4.5. Measurenent Point Specification and Reconmrendati on

The neasur enent accuracy depends on several factors including the
poi nt of observation where the indications are captured. For
exanpl e, the notification can be observed at the controller or test
enul ator. The test operator SHOULD nake the observations/
measurenents at the interfaces of test enmulator unless it is
explicitly nmentioned otherwise in the individual test. In any case,
the | ocations of neasurenent points MJST be reported.

4.6. Connectivity Recommendati on

The SDN controller in the test setup SHOULD be connected directly
with the forwarding and the nmanagenent plane test enulators to avoid
any delays or failure introduced by the internediate devices during
benchmarking tests. When the controller is inmplemented as a virtua
machi ne, details of the physical and |ogical connectivity MJST be
report ed.

4.7. Test Repeatability

To increase the confidence in neasured result, it is recomended
that each test SHOULD be repeated a mni nrum of 10 tines.

Test Reporting

Each test has a reporting fornmat that contains sone gl obal and

i dentical reporting conmponents, and some individual conponents that
are specific to individual tests. The follow ng test configuration
paraneters and controller settings parameters MJIST be reflected in
the test report.

Test Configuration Paraneters:

Bhuvan, et al. Expires April 01, 2018 [ Page 8]



Internet-Draft SDN Control |l er Benchnar ki ng Met hodol ogy Cct ober 2017

5.

5.

5.

1. Controller nane and version

2. Northbound protocols and versions

3. Sout hbound protocols and versions

4. Controller redundancy node (Standal one or C uster Mde)
5. Connection setup (Unencrypted or Encrypted)

6. Network Topol ogy (Mesh or Tree or Linear)

7. Network Device Type (Physical or Virtual or Enul ated)
8. Number of Nodes

9. Number of Links

10. Datapl ane Test Traffic Type

11. Controller System Configuration (e.g., Physical or Virtua

Machi ne, CPU, Menory, Caches, Operating System Interface
Speed, Storage)
12. Reference Test Setup (e.g., Section 3.1 etc.,)

Controller Settings Paraneters:
1. Topol ogy re-discovery tineout
2. Controller redundancy node (e.g., active-standby etc.,)
3. Controller state persistence enabl ed/ di sabl ed

To ensure the repeatability of test, the follow ng capabilities of
test enul ator SHOULD be reported

1. Maxi mum nunber of Network Devices that the forwardi ng pl ane
emnul at es

2. Control message processing tinme (e.g., Topology Discovery
Messages)

One way to determne the above two values are to sinulate the
required control sessions and nessages fromthe control plane.

Benchmar ki ng Tests
1. Performance

1.1. Network Topol ogy Di scovery Tine

bj ecti ve:

The tine taken by controller(s) to deternine the conplete network
topol ogy, defined as the interval starting with the first discovery
message fromthe controller(s) at its Sout hbound interface, ending
with all features of the static topol ogy deterni ned.

Bhuvan, et al. Expires April 01, 2018 [ Page 9]



Internet-Draft SDN Control |l er Benchnar ki ng Met hodol ogy Cct ober 2017

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequisite:

1.
2

The controll er MJST support network discovery.

Tester should be able to retrieve the discovered topol ogy
informati on either through the controller’s nanagenent interface,
or northbound interface to determine if the discovery was
successful and conpl ete.

Ensure that the controller’s topol ogy re-discovery tinmeout has
been set to the maxi numvalue to avoid initiation of re-discovery
process in the nmddle of the test.

Pr ocedur e:

1.

Ensure that the controller is operational, its network
appl i cations, northbound and sout hbound interfaces are up and
runni ng.

Establ i sh the network connections between controller and Network
Devi ces.

Record the time for the first discovery nessage (Tml) received
fromthe controller at forwarding plane test emulator interface
I 1.

Query the controller every 3 seconds to obtain the di scovered
net wor k topol ogy information through the northbound interface or
the managenent interface and conpare it with the depl oyed network
t opol ogy i nfornation.

Stop the trial when the discovered topol ogy information matches
t he depl oyed network topol ogy, or when the di scovered topol ogy
informati on for 3 consecutive queries return the sane details.

Record the tine | ast discovery nessage (Tm) sent to controller
fromthe forwarding plane test enulator interface (11) when the
trail conpleted successfully. (e.g., the topol ogy matches).

Measur enent :

Topol ogy Discovery Tine Trl = Trm- Tmil.

Trl + Tr2 + Tr3 .. Trn

Aver age Topol ogy Discovery Time = -----------------------

Total Trails
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Reporting Format:

The Topol ogy Di scovery Time results MIST be reported in the format
of atable, with a row for each successful iteration. The | ast row
of the table indicates the average Topol ogy D scovery Tine.

If this test is repeated with varying nunber of nodes over the sane
topol ogy, the results SHOULD be reported in the formof a graph. The
X coordi nate SHOULD be the Nunmber of nodes (N), the Y coordinate
SHOULD be t he average Topol ogy Discovery Tine.

If this test is repeated with same nunber of nodes over different
topol ogies, the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Topol ogy Type, the Y coordinate
SHOULD be t he average Topol ogy Di scovery Tine.

5.1.2. Asynchronous Message Processing Tine
bj ecti ve:

The tinme taken by controller(s) to process an asynchronous message,
defined as the interval starting with an asynchronous nessage froma
network device after the discovery of all the devices by the
controller(s), ending with a response nessage fromthe controller(s)
at its Southbound interface.

Ref erence Test Setup

This test SHOULD use one of the test setup described in section 3.1
or section 3.2 of this docunent in conbination with Appendix A.

Prerequisite:

1. The controller MJIST have successfully conpleted the network
t opol ogy di scovery for the connected Network Devi ces.

Pr ocedur e:

1. Generate asynchronous nessages from every connected Network
Device, to the SDN controller, one at a tinme in series fromthe
forwardi ng plane test enmulator for the trail duration

2. Record every request transnmit (T1l) tinmestanp and the
correspondi ng response (R1) received tinmestanp at the
forwardi ng pl ane test erulator interface (11) for every
successful nessage exchange.
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Measur enent :

(R1-T1) + (R2-T2)..(Rn-Tn)
Asynchronous Message Processing Tine Trl = ----------cmmmmoommnn-n

Where Nrx is the total nunmber of successful nessages exchanged

Trl + Tr2 + Tr3..Trn
Aver age Asynchronous Message Processing Time= -------------mnomnn-
Total Trails

Reporting Format:

The Asynchronous Message Processing Time results MJST be reported in
the format of a table with a row for each iteration. The | ast row of
the table indicates the average Asynchronous Message Processing

Ti re.

The report should capture the following information in addition to
the configuration paranmeters captured in section 5. - Successful
messages exchanged (Nrx)

If this test is repeated with varying nunber of nodes with same
topol ogy, the results SHOULD be reported in the formof a graph. The
X coordi nate SHOULD be the Number of nodes (N), the Y coordinate
SHOULD be t he average Asynchronous Message Processing Tine.

If this test is repeated with same nunber of nodes using different
topol ogi es, the results SHOULD be reported in the formof a graph.
The X coordinate SHOULD be t he Topol ogy Type, the Y coordinate
SHOULD be the average Asynchronous Message Processing Tine.

5.1.3. Asynchronous Message Processing Rate
bj ecti ve:

Measure t he nunber of responses to asynchronous nessages (such as
new flow arrival notification nessage, etc.) for which the
controller(s) performed processing and replied with a valid and
productive (non-trivial) response nessage

This test will nmeasure two benchmarks on Asynchronous Message

Processing Rate using a single procedure. The two benchnarks are
(see section 2.3.1.3 of [I-D.sdn-controller-benchnmark-terni):
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1. Loss-free Asynchronous Message Processing Rate
2. Maxi mum Asynchronous Message Processing Rate

Here two benchmarks are determ ned through a series of trials where
t he nunber of nessages are sent to the controller(s), and the
responses fromthe controller(s) are counted over the tria
duration. The nessage response rate and the nmessage loss ratio are
cal culated for each trial

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequi site:

1. The controller(s) MJST have successfully conpleted the network
topol ogy di scovery for the connected Network Devices.

2. Choose and record the Trial Duration (Td), the sending rate step-
size (STEP), the tolerance on equality for two consecutive trials
(P%,and the maxi num possi bl e nessage sending rate (Nt x1/Td).

Pr ocedur e:

1. Generate asynchronous nessages continuously at the maxi mum
possi ble rate on the established connections fromall the
enmul at ed/ si nul ated Network Devices for the given trial Duration
(Td).

2. Record the total nunber of responses received fromthe controller
(Nrx1) as well as the nunmber of nmessages sent (Ntx1l) to the
controller within the trial duration(Td).

3. Calculate the Asynchronous Message Processing Rate (Tr1l) and
the Message Loss Ratio (Lrl). Ensure that the controller(s) have
returned to nornal operation

4. Repeat the trial by reducing the asynchronous nessage sending rate
used in last trial by the STEP si ze.

5. Continue repeating the trials and reducing the sending rate unti
bot h t he maxi mum val ue of Nrxn and the Nrxn corresponding to zero
| oss ratio have been found.

6. The trials corresponding to the benchmark | evels MJST be repeated
usi ng the sane asynchronous nessage rates until the responses
received fromthe controller are equal (+/-P% for two consecutive
trials.

7. Record the number of responses received fromthe controller (Nrxn)
as well as the nunber of nessages sent (Ntxn) to the controller in
the last trial
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Measur ement :
Asynchronous Message Processing Rate Trn = -----
Maxi mum Asynchr onous Message Processing Rate = MAX(Trn) for all n
Asynchronous Message Loss Ratio Lrn =1 - -----
tossbfree Asynchronous Message Processing Rate = MAX(Trn) given
rn=

Reporting Fornat:

The Asynchronous Message Processing Rate results MJST be reported in
the format of a table with a row for each trial.

The table should report the following information in addition to the
configuration paraneters captured in section 5, with colums:

- Ofered rate (Nt xn/Td)

- Asynchronous Message Processing Rate (Trn)

- Loss Ratio (Lr)

- Benchmark at this iteration (blank for none, Maxi num Loss-Free)

The results MAY be presented in the formof a graph. The X axis
SHOULD be the Offered rate, and dual Y axes woul d represent
Asynchronous Message Processing Rate and Loss Rati o, respectively.

If this test is repeated with varying nunber of nodes over sane
topol ogy, the results SHOULD be reported in the formof a graph. The
X axis SHOULD be the Number of nodes (N), the Y axis SHOULD be the
Asynchronous Message Processing Rate. Both the Maxi mnum and the Loss-
Free Rates should be plotted for each N

If this test is repeated with same nunber of nodes over different
topol ogi es, the results SHOULD be reported in the formof a graph.
The X axis SHOULD be the Topol ogy Type, the Y axis SHOULD be the
Asynchronous Message Processing Rate. Both the Maxi num and the Loss-
Free Rates should be plotted for each topol ogy.
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5.1. 4. Reactive Path Provisioning Tinme
hj ecti ve:

The tine taken by the controller to setup a path reactively between
source and destination node, defined as the interval starting with
the first flow provisioning request nmessage received by the
controller(s) at its Southbound interface, ending with the last flow
provi sioni ng response nessage sent fromthe controller(s) at its
Sout hbound interface.

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A The
nunber of Network Devices in the path is a paraneter of the test
that may be varied from2 to nmaxi mum di scovery size in repetitions
of this test.

Prerequisite:

1. The controller MJST contain the network topology information for
t he depl oyed network topol ogy.

2. The controller should have the know edge about the | ocation of
destination endpoint for which the path has to be provisioned.
This can be achieved through dynanmic |earning or static
provi si oni ng.

3. Ensure that the default action for '"flow nmiss’ in Network Device
is configured to 'send to controller’

4. Ensure that each Network Device in a path requires the controller
to make the forwarding decision while paving the entire path.

Pr ocedur e:

1. Send a single traffic streamfromthe test traffic generator TP1
to test traffic generator TP2

2. Record the time of the first flow provisioning request nessage
sent to the controller (Tsfl) fromthe Network Device at the
forwardi ng plane test erulator interface (I11).

3. Wit for the arrival of first traffic frame at the Traffic
Endpoint TP2 or the expiry of trail duration (Td).

4. Record the tine of the last flow provisioning response nessage
received fromthe controller (Tdfl) to the Network Device at the
forwardi ng plane test emulator interface (11).
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Measur enent :
Reactive Path Provisioning Tinme Trl = Tdf 1- Tsf 1.

Trl + Tr2 + Tr3 .. Trn
Average Reactive Path Provisioning Tine = ---------mmomommomnon
Total Trails

Reporting Fornat:

The Reactive Path Provisioning Tine results MJST be reported in the
format of a table with a row for each iteration. The last row of the
tabl e indicates the Average Reactive Path Provisioning Tinme

The report should capture the following information in addition to
the configuration paranmeters captured in section 5.

- Nunber of Network Devices in the path

5.1.5. Proactive Path Provisioning Tine

bj ecti ve:

The tine taken by the controller to setup a path proactively between
source and destination node, defined as the interval starting with
the first proactive flow provisioned in the controller(s) at its

Nor t hbound interface, ending with the last flow provisioning
response nessage sent fromthe controller(s) at it Southbound

i nterface.

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequi site:

1. The controller MJST contain the network topology information for
t he depl oyed network topol ogy.

2. The controller should have the know edge about the | ocation of
destination endpoint for which the path has to be provisioned.
This can be achi eved through dynanmic |earning or static
provi si oni ng.
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3. Ensure that the default action for flowmss in Network Device is
"drop’

Pr ocedur e:

1. Send a single traffic streamfromtest traffic generator TPl to
TP2.

2. Install the flowentries to reach fromtest traffic generator TPl
to the test traffic generator TP2 through controller’s northbound
or managenent interface.

3. Wit for the arrival of first traffic frame at the test traffic
generator TP2 or the expiry of trail duration (Td).

4. Record the time when the proactive flowis provisioned in the
Controller (Tsfl) at the managenent plane test enulator interface
| 2.

5. Record the tinme of the last flow provisioning nessage received
fromthe controller (Tdfl) at the forwardi ng pl ane test enul ator
interface I1.

Measur enment :
Proactive Flow Provisioning Tine Tr1l = Tdf 1- Tsf 1.
Trl + Tr2 + Tr3 .. Trn
Average Proactive Path Provisioning Time = -----------mmmommononn
Total Trails
Reporting Fornat:
The Proactive Path Provisioning Tinme results MJST be reported in the
format of a table with a row for each iteration. The last row of the

tabl e indicates the Average Proactive Path Provisioning Tine.

The report should capture the following infornmation in addition to
the configuration parameters captured in section 5.

- Nunber of Network Devices in the path
5.1.6. Reactive Path Provisioning Rate
bj ective:
The maxi num nunber of independent paths a controller can
concurrently establish between source and destinati on nodes

reactively, defined as the nunber of paths provisioned by the
controller(s) at its Southbound interface for the flow provisioning
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requests received for path provisioning at its Southbound interface
between the start of the test and the expiry of given trai
dur at i on.

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequi site:

1. The controller MJST contain the network topology information for
t he depl oyed network topol ogy.

2. The controller should have the know edge about the | ocation of
destination addresses for which the paths have to be provisioned.
This can be achi eved through dynanmic |earning or static
provi si oni ng.

3. Ensure that the default action for 'flow nmiss’ in Network Device
is configured to 'send to controller’

4. Ensure that each Network Device in a path requires the controller
to nake the forwarding decision while provisioning the entire
pat h.

Procedure:
1. Send traffic with unique source and destination addresses from
test traffic generator TPL.
2. Record total nunber of unique traffic frames (Ndf) received at the
test traffic generator TP2 within the trail duration (Td).

Measur enent :

Reactive Path Provisioning Rate Trl = ------

Trl + Tr2 + Tr3 .. Trn
Average Reactive Path Provisioning Rate = ------------------------
Total Trails

Reporting Format:
The Reactive Path Provisioning Rate results MJST be reported in the

format of a table with a row for each iteration. The | ast row of the
tabl e indicates the Average Reactive Path Provisioning Rate.
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The report should capture the following information in addition to
the configuration paranmeters captured in section 5.

- Nunber of Network Devices in the path

- Ofered rate

5.1.7. Proactive Path Provisioning Rate
bj ective:

Measure the maxi numrate of independent paths a controller can
concurrently establish between source and destinati on nodes
proactively, defined as the nunber of paths provisioned by the
controller(s) at its Southbound interface for the paths requested in
its Northbound interface between the start of the test and the
expiry of given trail duration . The neasurenent is based on
dat apl ane observations of successful path activation

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendix A.

Prerequisite:

1. The controller MJST contain the network topology information for
t he depl oyed network topol ogy.

2. The controller should have the know edge about the |ocation of
destination addresses for which the paths have to be provisioned.

This can be achi eved through dynanmic |earning or static
provi si oni ng.

3. Ensure that the default action for flowmss in Network Device is
"drop’

Pr ocedur e:

1. Send traffic continuously with uni que source and desti nation
addresses fromtest traffic generator TP1.

2. Install corresponding flow entries to reach from sinul ated
sources at the test traffic generator TP1 to the sinulated
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destinations at test traffic generator TP2 through controller’s
nort hbound or managenent interface.

3. Record total nunber of unique traffic frames received Ndf) at the
test traffic generator TP2 within the trail duration (Td).

Measur enent :

Proactive Path Provisioning Rate Trl1 = ------

Average Proactive Path Provisioning Rate = -----------------------
Total Trails

Reporting Fornat:
The Proactive Path Provisioning Rate results MJST be reported in the
format of a table with a row for each iteration. The last row of the

tabl e indicates the Average Proactive Path Provisioning Rate.

The report should capture the following infornmation in addition to
the configuration parameters captured in section 5.

- Nunber of Network Devices in the path

- Ofered rate

5.1.8. Network Topol ogy Change Detection Tine

bj ecti ve:
The amount of tine required for the controller to detect any changes
in the network topol ogy, defined as the interval starting with the
notification nmessage received by the controller(s) at its Southbound
interface, ending with the first topol ogy redi scovery nessages sent
fromthe controller(s) at its Southbound interface.

Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A
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Prerequisite:

1. The controller MIST have successfully discovered the network
topol ogy information for the depl oyed network topol ogy.

2. The periodi c network di scovery operation should be configured to
twice the Trail duration (Td) val ue.

Pr ocedur e:

1. Trigger a topology change event by bringing down an active
Net wor k Devi ce in the topol ogy.

2. Record the time when the first topol ogy change notification is
sent to the controller (Tcn) at the forwarding plane test enul ator
interface (11).

3. Stop the trail when the controller sends the first topol ogy re-
di scovery nessage to the Network Device or the expiry of trai
duration (Td).

4. Record the tinme when the first topol ogy re-di scovery nessage is
received fromthe controller (Tcd) at the forwarding plane test
emul ator interface (11)

Measur enent :

Net wor k Topol ogy Change Detection Tinme Trl = Tcd-Tcn

Trl + Tr2 + Tr3 .. Trn

Aver age Network Topol ogy Change Detection Time = ------------------
Total Trails

Reporting Fornat:
The Networ k Topol ogy Change Detection Tine results MJST be reported

inthe format of a table with a row for each iteration. The |ast
row of the table indicates the average Network Topol ogy Change Ti ne.
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5.2. Scalability

5.2.1. Control Session Capacity

bj ecti ve:
Measure t he maxi mum nunber of control sessions the controller can
mai ntain, defined as the nunber of sessions that the controller can
accept from network devices, starting with the first control
session, ending with the last control session that the controller(s)
accepts at its Southbound interface.

Ref erence Test Setup:

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Procedure:
1. Establish control connection with controller fromevery Network
Devi ce enul ated in the forwardi ng plane test enul ator.
2. Stop the trail when the controller starts dropping the control
connecti ons.
3. Record the nunber of successful connections established with the
controller (CCn) at the forwardi ng plane test enul ator.
Measur ement :
Control Sessions Capacity = CCn.
Reporting Format:

The Control Session Capacity results MJST be reported in addition to
the configuration paranmeters captured in section 5.

5.2.2. Network Discovery Size
bj ecti ve:

Measure the network size (nunmber of nodes, links and hosts) that a
controller can discover, defined as the size of a network that the
controller(s) can discover, starting froma network topol ogy given
by the user for discovery, ending with the topology that the
controller(s) could successfully discover.
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Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequisite:

1. The controller MJST support automatic network discovery.

2. Tester should be able to retrieve the di scovered topol ogy
i nformati on either through controller’s managenent interface or
nort hbound interface.

Pr ocedur e:

1. Establish the network connections between controller and network
nodes.

2. Query the controller for the discovered network topol ogy
i nformati on and conpare it with the depl oyed network topol ogy
i nformati on.

3. Increase the nunber of nodes by 1 when the conparison is
successful and repeat the trail

4. Decrease the nunber of nodes by 1 when the conparison fails and
repeat the trail

5. Continue the trail until the conparison of step 4 is successful

6. Record the nunber of nodes for the last trail (Ns) where the
t opol ogy conpari son was successful

Measur enent :
Net wor k Di scovery Size = Ns.
Reporting Format:

The Network Discovery Size results MJIST be reported in addition to
the configuration paranmeters captured in section 5.

5.2.3. Forwarding Table Capacity
bj ecti ve:

Measure t he maxi mum nunber of flow entries a controller can nanage
inits Forwarding table.
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Ref erence Test Setup

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequisite:

1. The controller Forwarding table should be enpty.

2. Flow ldle tine MIUST be set to higher or infinite val ue.

3. The controller MJST have successfully conpl eted network topol ogy
di scovery.

4., Tester should be able to retrieve the forwarding table infornmation
ei ther through controller’s managenent interface or northbound
i nterface.

Procedure:
Reactive Fl ow Provisioning Mde

1. Send bi-directional traffic continuously w th unique source and/or
destination addresses fromtest traffic generators TP1 and TP2 at
t he asynchronous nmessage processing rate of controller

2. Query the controller at a regular interval (e.g., 5 seconds) for
the nunber of learnt flow entries fromits northbound interface.

3. Stop the trail when the retrieved value is constant for three
consecutive iterations and record the val ue received fromthe | ast

query (Nrp).

Proactive Fl ow Provisioning Mde

1. Install unique flows continuously through controller’s northbound
or managenent interface until a failure response is received from
the controller.

2. Record the total nunber of successful responses (Nrp).

Not e:

Some controll er designs for proactive flow provisioning node may

require the switch to send flow setup requests in order to generate

fl ow setup responses. In such cases, it is recomended to generate

bi-directional traffic for the provisioned flows.

Measur enent :
Proactive Fl ow Provisioning Mde

Max Flow Entries = Total nunber of flows provisioned (Nrp)
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Reacti ve Fl ow Provi si oni ng Mdde
Max Flow Entries = Total nunber of learnt flow entries (Nrp)

Forwar di ng Tabl e Capacity = Max Flow Entries

Reporting Format:
The Forwarding Table Capacity results MJST be tabulated with the
following information in addition to the configuration paraneters
captured in section 5.

- Provisioning Type (Proactive/ Reactive)

5.3. Security

5.3. 1. Exception Handling
bj ective:
Determ ne the effect of handling error packets and notifications on
performance tests. The inpact MJST be neasured for the follow ng
performance tests
a. Path Provisioning Rate
b. Path Provisioning Tine
c. Network Topol ogy Change Detection Tine
Ref erence Test Setup
The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendi x A

Prerequisite:

1. This test MJST be performed after obtaining the baseline
measur enent results for the above performance tests.
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2. Ensure that the invalid nessages are not dropped by the
i nternmedi at e devi ces connecting the controller and Network
Devi ces.

Pr ocedur e:

1. Performthe above listed perfornmance tests and send 1% of nessages
fromthe Asynchronous Message Processing Rate as invalid nessages

fromthe connected Network Devices enul ated at the forwarding
pl ane test enul ator.

2. Performthe above listed performance tests and send 2% of nessages
fromthe Asynchronous Message Processing Rate as invalid nessages

fromthe connected Network Devices emul ated at the forwarding
pl ane test enul ator.

Not e:

I nvalid nessages can be frames with incorrect protocol fields or any

formof failure notifications sent towards control |l er.
Measur enent :

Measur ement MJUST be done as per the equation defined in the
correspondi ng perfornmance test measurenent section.

Reporting Format:
The Exception Handling results MJST be reported in the fornmat of
table with a colum for each of the bel ow paranmeters and row for
each of the listed perfornance tests.
- Wt hout Exceptions
- Wth 1% Exceptions

- Wth 2% Exceptions

5.3.2. Denial of Service Handling
bj ective:
Determ ne the effect of handling DoS attacks on performance and

scalability tests the inmpact MJST be neasured for the foll ow ng
tests:
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a. Path Provisioning Rate
b. Path Provisioning Tine
c. Network Topol ogy Change Detection Tine
d. Network Discovery Size
Ref erence Test Set up:

The test SHOULD use one of the test setups described in section 3.1
or section 3.2 of this docunent in conbination with Appendix A.

Prerequisite:

This test MJUST be perforned after obtaining the baseline neasurenent
results for the above tests.

Pr ocedur e:

1. Performthe listed tests and | aunch a DoS attack towards
controller while the trail is running.

Not e:
DoS attacks can be | aunched on one of the follow ng interfaces.
a. Northbound (e.g., Sending a huge nunber of requests on
nort hbound interface)
b. Managenent (e.g., Ping requests to controller’s nanagenent
i nterface)
c. Southbound (e.g., TCP SYNC nessages on sout hbound interface)
Measur enent :

Measur ement MJUST be done as per the equation defined in the
correspondi ng test’s measurenment section.

Reporting Format:
The DoS Attacks Handling results MJST be reported in the format of
table with a colum for each of the bel ow parameters and row for
each of the listed tests.

- Wthout any attacks

- Wth attacks
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The report should also specify the nature of attack and the
interface.

5.4. Reliability
5.4.1. Controller Failover Tine

bj ective:

The tinme taken to switch froman active controller to the backup
controller, when the controllers work in redundancy node and the
active controller fails, defined as the interval starting with the
active controller bringing down, ending with the first re-di scovery
message received fromthe new controller at its Southbound

i nterface.

Ref erence Test Setup

The test SHOULD use the test setup described in section 3.2 of this
docunment in conbination with Appendi x A

Prerequisite:

1. Master controller election MIST be conpl et ed.

2. Nodes are connected to the controller cluster as per the
Redundancy Mdde (RM.

3. The controller cluster should have successfully conpleted the
net wor k t opol ogy di scovery.

4. The Network Device MJST send all new flows to the controller when
it receives fromthe test traffic generator

5. Controller should have learnt the location of destination (Dl) at
test traffic generator TP2.

Pr ocedur e

1. Send uni-directional traffic continuously with increnenta
sequence nunber and source addresses fromtest traffic generator
TP1 at the rate that the controller processes w thout any drops.

2. Ensure that there are no packet drops observed at the test traffic
generator TP2.

3. Bring down the active controller

4., Stop the trail when a first frane received on TP2 after fail over
operation.
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5. Record the time at which the last valid frane received (T1) at
test traffic generator TP2 before sequence error and the first
valid frame received (T2) after the sequence error at TP2

Measur enent :
Controller Failover Time = (T2 - T1)

Packet Loss = Nunber of mnissing packet sequences.

Reporting Format:

The Controller Failover Tine results MJST be tabul ated with the
foll owi ng information.

- Nunber of cluster nodes
- Redundancy node

- Controller Failover Tine
- Packet Loss

- Cluster keep-alive interva

5.4.2. Network Re-Provisioning Tine
bj ecti ve:

The tinme taken to re-route the traffic by the Controller, when there
is a failure in existing traffic paths, defined as the interva
starting fromthe first failure notification nmessage received by the
controller, ending with the Iast flow re-provisioning nessage sent
by the controller at its Sout hbound interface.

Ref erence Test Setup

This test SHOULD use one of the test setup described in section 3.1
or section 3.2 of this docunent in conbination with Appendix A.

Prerequisite:

1. Network with the given nunber of nodes and redundant paths MJIST be
depl oyed.
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2. Ensure that the controller MJST have know edge about the | ocation
of test traffic generators TP1 and TP2.

3. Ensure that the controller does not pre-provision the alternate
path in the emul ated Network Devices at the forwarding pl ane test
emul at or.

Pr ocedur e:

1. Send bi-directional traffic continuously wi th unique sequence
number from TP1 and TP2.

2. Bring dowmm a link or switch in the traffic path.

3. Stop the trail after receiving first frame after network re-
conver gence.

4. Record the tine of last received frane prior to the franme | oss at
TP2 (TP2-TlIfr) and the time of first franme received after the
frame loss at TP2 (TP2-Tffr). There nust be a gap in sequence
nunmbers of these franes

5. Record the tinme of last received franme prior to the frane | oss at
TP1 (TP1-TIfr) and the tine of first frame received after the
frane loss at TP1 (TP1-Tffr).

Measur enent :

Forward Direction Path Re-Provisioning Time (FDRT)
= (TP2-Tffr - TP2-Tlfr)

Reverse Direction Path Re-Provisioning Tine (RDRT)
= (TP1-Tffr - TP1-TIfr)

Net wor k Re- Provi sioning Tinme = (FDRT+RDRT)/ 2

Forward Direction Packet Loss = Nunber of nissing sequence franes
at TP1

Reverse Direction Packet Loss = Nunber of nissing sequence franes
at TP2
Reporting Format:

The Network Re-Provisioning Tinme results MJST be tabulated with the
followi ng information.

- Nunber of nodes in the primary path

- Nunber of nodes in the alternate path
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- Networ k Re-Provisioning Tine
- Forward Direction Packet Loss

- Reverse Direction Packet Loss

6. References
6.1. Normative References
[1-D.sdn-controller-benchmark-tern] Bhuvaneswaran.V, Anton Basil
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Benchmar ki ng SDN Control | er Perfornance",
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6.2. Informative References

[ OpenFl ow Switch Specification] ONF "OpenFlow Switch Specification"
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7. | ANA Consi derations

Thi s docunment does not have any | ANA requests.

8. Security Considerations

Benchmarking tests described in this docunent are limted to the
performance characterization of controller in |ab environment with
i sol at ed networKk.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managemnment networ K.

Furt her, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on measurenents observable external to the controller
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Speci al capabilities SHOULD NOT exist in the controller specifically
for benchmarki ng purposes. Any inplications for network security
arising fromthe controller SHOULD be identical in the lab and in
producti on networks
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Appendi x A Exanpl e Test Topol ogi es

A. 1. Leaf-Spine Topology - Three Tier Network Architecture

| SDN | | SDN
| Node |.. | Node | (Leaf)

A. 2. Leaf-Spine Topology - Two Tier Network Architecture

| SDN | | SDN | ( Spi ne)

| SDN | | SDN
| Node |.. | Node | (Leaf)
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Appendi x B. Benchnar ki ng Met hodol ogy usi ng OpenFl ow Control |l ers

This section gives an overview of OpenFl ow protocol and provides
test nmethodol ogy to benchmark SDN controllers supporting OpenFl ow
sout hbound protocol.

B.1. Protocol Overview

OpenFl ow i s an open standard protocol defined by Open Networ ki ng
Foundation (ONF)[ OpenFlow Switch Specification], used for

programm ng the forwardi ng pl ane of network switches or routers via
a centralized controller.

B. 2. Messages Overvi ew

OpenFl ow protocol supports three nessages types nanely controll er-
to-swi tch, asynchronous and symmretric.

Controller-to-switch nessages are initiated by the controller and
used to directly manage or inspect the state of the switch. These
messages allow controllers to query/configure the switch (Features,
Configuration nessages), collect information fromswi tch (Read-State
message), send packets on specified port of switch (Packet-out
message), and nodify switch forwardi ng plane and state (Mdify-
State, Rol e- Request nessages etc.).

Asynchronous nessages are generated by the switch without a
controller soliciting them These nessages allow switches to update
controllers to denote an arrival of new flow (Packet-in), swtch
state change (Fl ow Renoved, Port-status) and error (Error).

Symretric messages are generated in either direction w thout
solicitation. These nessages all ow switches and controllers to set
up connection (Hello), verify for liveness (Echo) and offer
additional functionalities (Experinenter).

B. 3. Connecti on Overvi ew

OpenFl ow channel is used to exchange OpenFl ow nessage between an
OpenFl ow switch and an QpenFl ow controller. The OpenFl ow channel
connection can be setup using plain TCP or TLS. By default, a switch
establ i shes single connection with SDN controller. A switch may
establish multiple parallel connections to single controller
(auxiliary connection) or nmultiple controllers to handle controller
failures and | oad bal anci ng.
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B. 4. Performance Benchmar ki ng Tests
B.4.1. Network Topol ogy Discovery Tinme
Procedure:

Net wor k Devi ces OpenFl ow SDN
Controller Appli cation

|<Initialize controller
| app., NB and SB i nterfaces>

<Depl oy network with
given no. of OF switches>

PACKET _QUT with LLDP
to all sw tches

I I
I I
I I
I I I
I I I
I I I
I I I
[ OFPT_HELLO Exchange [ [
I I I
I I I
I I I
I I I
| |
| PACKET IN with LLDP]| |
| rcvd fromsw tch-1] |
[=-mmmmmm e >| I
| PACKET _IN wi th LLDP| |
[ rcvd fromswitch-2] [
I
I
I
I
I
I
I
I
I
>
I

I

PACKET_IN wi th LLDP|

rcvd fromswitch-n|

(TM) [ = mm e >

<Wait for the expiry
of Trail duration (Td)>|
Query the controller for]|
di scovered n/w topo. (D) |

<Conpare the di scovered |
& of fered n/w topol ogy>|
I

N
1
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
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Tnl: Time of reception of first LLDP nessage fromcontroller

Tmm: Time of last LLDP nessage sent to controller

Di scussi on

The Networ k Topol ogy Di scovery Tinme can be obtained by cal cul ating
the tine difference between the first PACKET _OUT with LLDP nessage
received fromthe controller (Tml) and the |ast PACKET_IN with LLDP
message sent to the controller (Tmm) when the conparison is
successf ul

B. 4. 2. Asynchronous Message Processing Tinme

Pr ocedur e

Bhuvan,

Net wor k Devi ces OpenFl ow
Controll er

I I
| PACKET_IN with single

| OFP mat ch header
(TO) | --------mmmmmmm e oo - >

PACKET _QUT with single OFP
action header
eSS |

I
|
|
| PACKET _IN with single OFP |
| mat ch header |
I
|
I
I

| PACKET_OUT with single OFP
| action header

| <Wait for the expiry of |
| Trail duration>

| <Record the number of |

et al. Expires April 01, 2018

SDN
Appli cation
I
I
I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
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Legend:
TO, T1,
Roi
Nrx :
exchanges

Di scussi on

The Asynchronous Message Processing Time wll

((RO-TO),

B. 4. 3. Asynchronous Message Processing Rate

Pr ocedur e

Net wor k Devi ces

| PACKET_I Ns/ PACKET_QUTs [
| Exchanged (Nrx)> |
|

Benchmar ki ng Met hodol ogy

Cct ober 2017

.. Tn are PACKET_I N nmessages transmit tinestanps.

R1, ..Rn are PACKET_QUT nessages receive tinmestanps

(RL-T1)..(Rn - Tn))/ Nrx.

I
| PACKET_IN with single COFP
| mat ch headers

PACKET _QUT with single
OFP action headers
eSS |

| mat ch headers

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
V

PACKET _QUT with single
OFP action headers
eSS |

I
|
I
I
| PACKET_IN with single OFP |
I
|
I
I
I

| <Repeat the steps until the

OpenFl ow
Control |l er

Nunmber of successful PACKET | N PACKET _OUT nessage

be obt ai ned by sum of

SDN
Appli cation

Bhuvan, et al

Expires April 01, 2018

I
. ; ! |

| expiry of Trial Duration>
I
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| <Record the nunmber of CFP
(Nt x1) | mat ch headers sent >

I
| <Record the nunmber of OFP

(Nrx1) | action headers rcvd>

Note: The Ntx1 on initial trials should be greater than Nrx1 and
repeat the trials until the Nrxn for two consecutive trials equeal

to (+ -P%.

Di scussi on:

This test will measure two benchmarks using single procedure. 1) The
Maxi mum Asynchr onous Message Processing Rate will be obtained by

cal cul ating the maxi rum PACKET OQUTs (Nrxn) recei
controller(s) across n trials. 2) The Loss-free Asynchronous Message
Processing Rate will be obtained by cal culating the nmaxi num PACKET
QUTs received fromcontroller (s) when Loss Ratio equals zero. The

loss ratio is obtained by 1 - Nrxn/Ntxn

B.4.4. Reactive Path Provisioning Tine

ved fromthe

Procedure:

Test Traffic Test Traffic Net wor k Devi ces OpenFl ow
Generator TP1 Generator TP2 Controll er

I I I I

| | G ARP (D1) | |

I |---mmmmmm e >| I

I I I I

[ [ | PACKET_I N(D1) [

I I |- >|

I I I I

| Traffic (S1,D1) | |

T R >| |

I I I

I I I I

I I I I

[ [ | PACKET_I N( S1, D1) [

I I |---mmmmmm s >|

I I I I

I I | FLOWMOX(D1) I

I I | <---mmmmmmmoes I

I I I I

[ | Traffic (S1,D1) [ [

| (Tdf 1) < mmmmmmmmem e | |
Bhuvan, et al. Expires April 01, 2018 [ Page 38]
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Legend:

Draft SDN Controller Benchnarki ng Met hodol ogy

G ARP:. Gratuitous ARP nessage.
Tsfl: Tinme of first frane sent from TP1
Tdf1: Tinme of first frane received from TP2

Di scussi on

Cct ober 2017

The Reactive Path Provisioning Tinme can be obtained by finding the
time difference between the transnit and receive tine of the traffic

(Tsf 1-

Tdf 1).

B.4.5. Proactive Path Provisioning Tinme

Procedure:
Test Traffic Test Traffic Net wor k Devi ces OpenFl ow SDN
Generator TPl Cenerator TP2 Controller Application

Tsf1)|

Legend:

|
| G ARP (D1)

Traffic (S1,D1)

G ARP: Gratuitous ARP nessage.
Tsfl: Tinme of first frane sent from TP1
Tdf1: Tinme of first frane received from TP2

Bhuvan, et al. Expires April 01, 2018

<Install flo
for S1,D1>

- =
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Di scussi on:
The Proactive Path Provisioning Tinme can be obtained by finding the
time difference between the transmt and receive tine of the traffic
(Tsf1-Tdf1).

B.4.6. Reactive Path Provisioning Rate

Pr ocedur e:
Test Traffic Test Traffic Net wor k Devi ces OpenFl ow
CGenerator TP1 CGenerator TP2 Control |l er

I
| G ARP (DL..Dn)
R s |

I I
I I
I I
I I
l :
| PACKET_I N(D1. . Dn) [
I
I
I
I
I
I

I
|
I
I
I I

I I

I I |---mmmmmmm e >
| Traffic (S1..Sn, D1..Dn)

|
|
T >]
|
|

PACKET _I N( S1. Sn, DL. Dn)

I I

I I

| | e g
I I | FLOW MOD( S1) |
| | <o |
I I | FLON MOD(D1) |
| | <o |
I I | FLOW MOD( S2) |
| | <o |
I I | FLOW MOD(D2) |
I I I |
| | | : |
: : : !
I I | FLON MOD(Sn) |
| | <o |
I I | FLON MOD(Dn) |
: : oo SR l
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| Traffic (S1..Sn, [
[ D1. . Dn) |
| <o |
I
I

Legend:
G ARP: Gratuitous ARP
D1..Dn: Destination Endpoint 1, Destination Endpoint 2 ....
Destination Endpoint n
S1..Sn: Source Endpoint 1, Source Endpoint 2 .., Source
Endpoi nt n

Di scussi on:

The Reactive Path Provisioning Rate can be obtained by finding the
total nunber of franes received at TP2 after the trail duration.

B.4.7. Proactive Path Provisioning Rate

Procedure:
Test Traffic Test Traffic Net wor k Devi ces OpenFl ow SDN
Generator TPl Cenerator TP2 Control ler Application

PACKET _| N( D1. Dn)

[
[
[
[
[
[
[
[
[
[
[
[
[
!
V

I

I

I

I I

I I

| |

| Traffic (S1..Sn,DL..Dn) |
I
I

|

|

TSF L) | < mmmmmmmm el >|

| | |
| | | <Install flow
[ [ [ for S1,D1> |
| | | |
| | | <Install flow
| | | for Sn,Dn> |
| | | |
| | |  FLOW MO S1) |
| | A | |
{ { { FLOW MOD( D1) { {

o mm e e o
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=
g

(Tdf1) | <-------------- [
I
Legend:
G ARP: G atuitous ARP
D1..Dn: Destination Endpoint 1, Destination Endpoint 2 ....
Destination Endpoint n
S1..Sn: Source Endpoint 1, Source Endpoint 2 .., Source
Endpoi nt n

Di scussi on:

The Proactive Path Provisioning Rate can be obtained by finding the
total nunber of frames received at TP2 after the trail duration

B.4.8. Network Topol ogy Change Detection Tinme

Pr ocedur e:
Net wor k Devi ces OpenFl ow SDN
Controller Appli cation

| | |

[ [ <Bring down a link in |

[ [ switch S1>|

I I I

TO | PORT_STATUS with link down | |

| fromSl | |
e >I |

| First PACKET _OUT with LLDP | |

|[to OF Switch | |

L R | |

I

|

I

I
| <Record time of 1st
[ PACKET_QUT with LLDP T1>

Bhuvan, et al. Expires April 01, 2018 [ Page 42]



Internet-Draft SDN Control |l er Benchnar ki ng Met hodol ogy Cct ober 2017

Di scussi on:
The Networ k Topol ogy Change Detection Tine can be obtai ned by
finding the difference between the tine the OpenFl ow switch Sl sends
t he PORT_STATUS nessage (T0) and the tine that the QpenFl ow
controller sends the first topol ogy re-discovery nessage (T1l) to
OpenFl ow swi t ches.

B.5. Scalability

B.5.1. Control Sessions Capacity

Pr ocedur e:

Net wor k Devi ces OpenFl ow
Control l er

I
OFPT_HELLO Exchange for Switch 1 [

Di scussi on:

The value of Switch n-1 will provide Control Sessions Capacity.
B.5.2. Network Discovery Size
Procedure:

Net wor k Devi ces OpenFl ow SDN
Controller Appli cation

I I I
| | <Depl oy network with |
| | gi ven no. of OF switches N>|
I I I
I I I
| | |
I I I
I I I
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to all switches |

I

PACKET_IN wi th LLDP|
rcvd fromsw tch-1|
|- >

I
[ PACKET_IN with LLDP|
| rcvd fromsw tch-2|

PACKET_IN with LLDP|
rcvd fromsw tch-nj
R TP EPREPPPPEPDEPERED >]
I
<Wait for the expiry
of Trail duration (Td)>

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
M

Query the controller for|
di scovered n/w topo. (N1)|

with N+1 nodes until NI1<N >|
<If NI<N repeat Step 1

I
with N=N1 nodes once and |
I
I

I

I

I

I

I

I

I I
| <If Nl==N repeat Step 1 |
I

I

I

I

| exit>

I

Legend:

n/ w topo: Network Topol ogy
OF: OpenFl ow

Di scussi on:
The val ue of N1 provides the Network Discovery Size value. The trail
duration can be set to the stipulated tine within which the user
expects the controller to conplete the discovery process.

B.5.3. Forwardi ng Tabl e Capacity
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Pr ocedur e:
Test Traffic Net wor k Devi ces OpenFl ow SDN
Generator TP1 Controller Appli cation

I
| G ARP (HL.. Hn)

| |
|
|
T RL et ot >]
|
|

PACKET | N( D1. . Dn)
I >

<Wait for 5 secs>|

|

<Query for FWD |
entry> | (F1)

I

I

<Query for FWD |
entry> | (F2)

I

<Wait for 5 secs>|

I

<Query for FW |
entry> | (F3)

I

<Repeat Step 2 |
until Fl==F2==F3>|

I
I
|
I
I
I
I
I
|
I
I
I
| <Wait for 5 secs>|
I
|
I
I
I
I
I
|
I
I
I
I I

Legend:

G ARP: Gratuitous ARP
Hl..Hn: Host 1 .. Host n
FWD: Forwardi ng Tabl e

Di scussi on:

Query the controller forwarding table entries for nmultiple tines
until the three consecutive queries return the sane value. The | ast
value retrieved fromthe controller will provide the Forwarding

Tabl e Capacity value. The query interval is user configurable. The 5
seconds shown in this exanple is for representational purpose.
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B.6. Security

B.6.1.

Excepti on Handling

Pr ocedur e:

Test Traffic Test Traffic Net wor k Devi ces OpenFl ow
Generator TPl CGenerator TP2 Controller

Bhuvan,

I I
| G ARP (DL..Dn) |
R >]
I
I

I

| |
| | PACKET _I N( DL. . Dn)
| | [EEEEEEERPERRRE >
I

I

|
Traffic (S1..Sn, D1..Dn) [
R RRRRELEEE >
I

I

I

PACKET _I N( S1. . Sa,
D1. . Da)
[---------------- >

I

| PACKET_I N( Sa+1. .
| . Sn, Da+1. . Dn)

| (1% i ncorrect OFP
| Mat ch header) |

I

I

| |
| FLOW MOD(SL.. Sa) |
| OFP header s|
| <---mmmmmmmmem-- I
I
I
I

Traffic (S1.. Sa,

I I
I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
[ [ D1. . Da)
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I

et al. Expires April 01, 2018

Cct ober 2017

SDN
Appli cation

<VMait for
Test

Dur ati on>|
I

<Record Rx|
frames at|
TP2 (Rnl)>|
I
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Legend:

G ARP: Gratuitous ARP

PACKET | N( Sa+1. . Sn, Da+1. . Dn):

Rn1:

Rn2:

Di scussi on:

ver si on nunber

Benchmar ki ng Met hodol ogy

Cct ober 2017

| <Repeat |
| Stepl with |
| 2% i ncorrect|
| PACKET_I Ns>|
I I
| <Record Rx|
| frames at|
| TP2 (Rn2)>|
I I

OpenFl ow PACKET I N with wong

Total nunber of frames received at Test Port 2 with

1% i ncorrect franes

Total nunber of franes received at Test Port 2 with

2% i ncorrect franes

The traffic rate sent towards OpenFlow switch from Test Port 1
shoul d be 1% hi gher than the Path Progranm ng Rate.

the Path Provisioning Rate of controller at 1% of
handl i ng and Rn2 will

controller at 2% of incorrect franmes handling.

Rnl will provide

i ncorrect frames
provi de the Path Provisioning Rate of

The procedure defined above provides test steps to deternine the
ef fect of handling error packets on Path Programmi ng Rate. Sane
procedure can be adopted to determ ne the effects on other

performance tests listed in this benchmarking tests.

B. 6. 2. Deni al

Pr ocedur e:

Test Traffic Test Traffic Net wor k Devi c

of Service Handling

Generator TP1 Generator TP2

Bhuvan,

Traffi

et al.

I
| G ARP (DL..Dn)
| __________________

I
I
I
¢ (S1..5n,D1..Dn)

Expires April

OpenFl ow SDN

Controller Application

| PACKET | N( D1. . Dn)

01, 2018

>
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Legend:

Benchmar ki ng Met hodol ogy

| PACKET I N( S1. . Sn,

Traffic (S1.. Sn,

G ARP: G atuitous ARP

Di scussi on:

D1. . Dn)

[ D1. . Dn) |
e |
| TCP SYN Attack [
|[froma switch |
|- >|

I

I

I

I

| |
| FLOW MOD(SL..Sn)|
| OFP header s|
| <---mmmmmmmmem-- I
I
I
I

Cct ober 2017

<Wait for
Test

Dur ati on>|
I

<Record Rx|
frames at|
TP2 (Rn1)>|
I

TCP SYN attack should be | aunched from one of the enul at ed/ si nul at ed
OpenFl ow Switch. Rnl provides the Path Programmi ng Rate of

control |l er uponhandling deni al

of service attack.

The procedure defined above provides test steps to determnine the

ef fect of handling deni al

of service on Path Progranmi ng Rate.

Sane

procedure can be adopted to determ ne the effects on other
performance tests listed in this benchmarking tests.

Bhuvan,

et al.

Expires April

01, 2018
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B.7. Reliability

B.7.1. Controller

Pr ocedur e:

Test Traffic

Fai |l over Tinme

Test Traffic Network Device OpenFl ow

Cenerator TP1 Generator TP2 Control |l er

Bhuvan,

et al.

I
I
I
I
I
I
I
------------------ >| |
I
I
I
I
I
I

I I I
|G ARP (D1) |
[EEEEEEERRERE >]

| .
[ . | <Bring down the
| | active control -|

Expires April 01, 2018

Cct ober 2017

SDN
Appli cation

[ Page 49]



Internet-Draft SDN Control |l er Benchnar ki ng Met hodol ogy Cct ober 2017

| er>
FLOW MOD( Sn-1) |
S R |

I
FLOW MOD( Sn) |
Cmmmmmmmmeeaaaaa |

|
|
SELEECEDNEES | |

I

| | <Stop the test
| | after recv.

| |[traffic upon
| | failure>

—
=
Q
jrl
—
(¢
—~
(2]
2
=
~

Legend:
G ARP: Gratuitous ARP.
Di scussi on:
The time difference between the last valid frame received before the
traffic loss and the first frame received after the traffic |oss

will provide the controller failover tinme.

If there is no frane loss during controller failover tine, the
controller failover tine can be deened negligible.

B.7.2. Network Re-Provisioning Tine

Procedure:
Test Traffic Test Traffic Net wor k Devi ces OpenFl ow SDN
Generator TPl Generator TP2 Controller Appli cation
I I I I I
I | G ARP (D1) I I I
I |------mmmmm- - >| I I
I I I I I
| | | PACKET_I N( D1) | |
I T bbbt >| I
[ G ARP (S1) [ [ [
| ---mmmmmm e >| I I
I I I I
| | PACKET_I N( S1) | |
I I
I I
I I

I
I
| | | aomremeanes >
| Traffic (S1,D1, Seq.no (1..n))|

Bhuvan, et al. Expires April 01, 2018 [ Page 50]



Internet-Draft SDN Controller

Bhuvan,

I

I

I
Traffic (S1, D1,

Seq. no(1))]

I

I
Traffic (S1, D1,

I
I
I
I
I
I
I
I
I
I
I
I
I
|
I Seq. no(2))|
I

Traffic (D1, S1, Seq. no(1))|

Traffic (S1, D1,
Seq. no(x)) |

Expires April

Benchmar ki ng Met hodol ogy

PORT_STATUS( Sa)

01, 2018

Cct ober 2017

<Bri ng down
the switch in]|
active traffic|
pat h> |

I

I
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I

I I
| Traffic (S1,D1, |
[ Seq. no(n-1)) |
I I

I
I
|
I
) G |
I I
Traffic (D1, S1, Seqg. no(n-1))| |
Xemmmmm e I I
| | |
| | FLOW MOD( D1) |
| | |
| | FLOW MOD( S1) |
| | <-----mmmmmmee-- |
I I
I

Traffic (D1, S1, Seq. no(n))
I

I

I

|

I

I

I

I

I

|

I

I

Com e e e e e o |
I

I

|

I

I

I

I I

Traffic (S1, D1, | |
Seq. no(n)) | I

I

<Stop the test|
after recv. |

traffic upon|
fail over> |

Legend:

G ARP: Gratuitous ARP nessage.
Seq. no: Sequence nunber.
Sa: Nei ghbor switch of the switch that was brought down.

Di scussi on:

The time difference between the last valid frame received before the
traffic | oss (Packet nunmber with sequence nunber x) and the first
frame received after the traffic |oss (packet with sequence nunber
n) will provide the network path re-provisioning tine.

Note that the trail is valid only when the controller provisions the
al ternate path upon network failure.
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