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Abstract

Thi s docunent defines term nol ogy for benchmarki ng an SDN
controller’s control plane perfornance. It extends the term nol ogy
al ready defined in RFC 7426 for the purpose of benchmarki ng SDN
controllers. The terms provided in this docunent help to benchnmark
SDN controller’s performance i ndependent of the controller’s
supported protocols and/or network services.

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may al so distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current.

Internet-Drafts are draft docunents valid for a maxi num of six

nmont hs and nay be updated, replaced, or obsol eted by other docunents
at any tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.

This Internet-Draft will expire on Novenmber 25, 2018.
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Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent. Code Conponents extracted fromthis

docunent nust include Sinplified BSD License text as described in
Section 4.e of the Trust Legal Provisions and are provided wi thout
warranty as described in the Sinplified BSD License.
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1. Introduction

Sof tware Defined Networking (SDN) is a networking architecture in
whi ch network control is decoupled fromthe underlying forwarding
function and is placed in a centralized |ocation called the SDN
controller. The SDN controller provides an abstraction of the
underlying network and offers a global view of the overall network
to applications and business |logic. Thus, an SDN controller provides
the flexibility to program control, and nmanage networ k behavi our
dynani cal | y t hrough northbound and sout hbound interfaces. Since the
network controls are logically centralized, the need to benchnark
the SDN control |l er performance becomes significant. This docunent
defines ternms to benchmark various controller designs for
performance, scalability, reliability and security, independent of
nort hbound and sout hbound protocols. A nechani smfor benchmarki ng
the performance of SDN controllers is defined in the conpanion

met hodol ogy docunent [I-D.sdn-controller-benchmark-neth]. These two
docunments provide a nethod to neasure and eval uate the perfornmance
of various controller inplenentations.

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in al
capital s, as shown here

2. Term Definitions
2.1. SDN Terns

The terns defined in this section are extensions to the terns
defined in [ RFC7426] "Software-Defined Networking (SDN): Layers and
Architecture Term nol ogy". That RFC should be referred before
attenpting to nake use of this docunent.

2.1.1. Flow

Definition:
The definition of Flowis sane as mcrofl ows defined in [ RFC4689]
Section 3.1.5.

Di scussi on
A flow can be set of packets having same source address, destination
address, source port and destination port, or any of these
conbi nati ons.
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Measurenment Units:
N A

See Al so:
None

2.1.2. Northbound Interface

Definition:
The definition of northbound interface is sane the Service Interface
defined in [ RFC7426].

Di scussi on:
The northbound interface allows SDN applications and orchestration
systens to programand retrieve the network information through the
SDN controller.

Measurenment Units:
N A

See Al so:
None

2.1.3. Southbound Interface

Definition:
The sout hbound interface is the application progranmi ng interface
provided by the SDN controller to interact with the SDN nodes.

Di scussi on:
Sout hbound i nterface enables controller to interact with the SDN
nodes in the network for dynamcally defining the traffic forwarding
behavi our .

Measurenment Units:
N A

See Al so:

None
2.1.4. Controller Forwarding Table
Definition:

A controller forwarding table contains flow entries learned in one
of two ways: first, entries could be learned fromtraffic received
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through the data plane, or second, these entries could be statically
provi sioned on the controller and distributed to devices via the
sout hbound i nterface.

Di scussi on:
The controller forwardi ng table has an agi ng nechani sm which will be
applied only for dynanmically learned entries.

Measurenent Units:
N A

See Al so:
None

2.1.5. Proactive Flow Provisioning Mde

Definition:
Control ler programming flows in Network Devices based on the flow
entries provisioned through controller’s northbound interface.

Di scussi on:
Net wor k orchestrati on systens and SDN applications can define the
net wor k forwardi ng behavi our by programrng the controller using
proactive flow provisioning. The controller can then programthe
Net wor k Devices with the pre-provisioned entries.

Measurenent Units:
N A

See Al so:
None

2.1.6. Reactive Flow Provisioning Mde

Definition:
Control ler programming flows in Network Devices based on the traffic
recei ved from Network Devices through controller’s southbound
interface

Di scussi on:
The SDN controller dynami cally decides the forwardi ng behavi our
based on the incoming traffic fromthe Network Devices. The
controller then prograns the Network Devices using Reactive Fl ow
Pr ovi si oni ng.

Measurenment Units:
N A

Bhuvan, et al Expi res Novenber 25, 2018 [ Page 6]



Internet-Draft SDN Control | er Benchnar ki ng Ter m nol ogy May 2018

See Al so:
None

2.1.7. Path

Definition:
Refer to Section 5 in [ RFC2330]

Di scussi on:
None

Measurenent Units:
N A

See Al so:
None

2.1.8. Standal one Mde

Definition:
Single controller handling all control plane functionalities w thout
redundancy, or the ability to provide high availability and/or
automatic fail over.

Di scussi on:
I n standal one node, one controller nmanages one or nore network
domai ns.

Measurenent Units:
N A

See Al so:
None

2.1.9. duster/Redundancy Modde

Definition:
A group of 2 or nore controllers handling all control plane
functionalities.

Di scussi on:

In cluster node, nmultiple controllers are teanmed together for the
pur pose of |oad sharing and/or high availability. The controllers in

Bhuvan, et al Expi res Novenber 25, 2018 [ Page 7]



Internet-Draft SDN Control | er Benchnar ki ng Ter m nol ogy May 2018

the group may work in active/standby (master/slave) or active/active
(equal ) nmode dependi ng on the intended purpose.

Measurenment Units:
N A

See Al so:
None

2.1.10. Asynchronous Message

Defini tion:
Any message fromthe Network Device that is generated for network
events.

Di scussi on:
Control nessages |ike flow setup request and response nessage is
cl assified as asynchronous nessage. The controller has to return a
response nessage. Note that the Network Device will not be in
bl ocki ng node and continues to send/receive other control nessages.

Measurenment Units:
N A

See Al so:
None
2.1.11. Test Traffic Generator
Definition:
Test Traffic Generator is an entity that generates/receives network
traffic.
Di scussi on:
Test Traffic Generator typically connects with Network Devices to

send/receive real -tinme network traffic.

Measurenment Units:
N A

See Al so:
None
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2.1.12. Leaf-Spine Topol ogy

Definition:
Leaf-Spine is a two | ayered network topol ogy, where a series of
| eaf switches, formthe access layer, are fully nmeshed to a series
of spine switches that formthe backbone | ayer.

Di scussi on:
I n Leaf-Spine Topol ogy, every leaf switch is connected to each of
the spine switches in the topol ogy.

Measurenment Units:
N A

See Al so:
None

2.2. Test Configuration/Setup Ternmns
2.2.1. Nunber of Network Devices

Definition:
The nunber of Network Devices present in the defined test topol ogy.

Di scussi on:
The Network Devices defined in the test topol ogy can be depl oyed
using real hardware or enul ated in hardware platforns.

Measurenment Units:
Nunber of network devices

See Al so:
None

2.2.2. Trial Repetition

Definition:
The nunber of tines the test needs to be repeated.

Di scussi on:
The test needs to be repeated for nultiple iterations to obtain a
reliable metric. It is recormended that this test SHOULD be
performed for at least 10 iterations to increase the confidence in
measured result.
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Measurenment Units:
Nunmber of trials

See Al so:
None

2.2.3. Trial Duration

Definition:
Defines the duration of test trials for each iteration.

Di scussi on:

Trial duration forms the basis for stop criteria for benchmarking
tests. Trials not conpleted within this tine interval is considered
as i nconpl ete.

Measurenment Units:
Seconds

See Al so:
None

2.2.4. Nunber of C uster nodes

Definition:

Defines the nunber of controllers present in the controller cluster.
Di scussi on:

This paraneter is relevant when testing the controller performance

in clustering/team ng node. The number of nodes in the cluster MJST
be greater than 1.

Measurenment Units:
Nunber of controll er nodes

See Al so:
None
2. 3. Benchnarking Terns
This section defines netrics for benchmarking the SDN controller.

The procedure to performthe defined netrics is defined in the
acconpanyi ng net hodol ogy docunent[I|-D. sdn-control | er-benchmar k- net h]
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2.3.1. Performance
2.3.1.1. Network Topol ogy Di scovery Tinme

Definition:
The tine taken by controller(s) to deternine the conplete network
topol ogy, defined as the interval starting with the first discovery
message fromthe controller(s) at its Southbound interface, ending
with all features of the static topol ogy determn ned.

Di scussi on
Net wor k t opol ogy di scovery is key for the SDN controller to
provi sion and manage the network. So it is inportant to neasure how
qui ckly the controller discovers the topology to learn the current
network state. This benchmark is obtained by presenting a network
topol ogy (Tree, Mesh or Linear) with the given nunber of nodes to
the controller and wait for the discovery process to conplete. It is
expected that the controller supports network di scovery nechani sm
and uses protocol nessages for its discovery process.

Measurenent Units:
M1 1liseconds

See Al so:
None

2.3.1.2. Asynchronous Message Processing Tine

Definition:
The tine taken by controller(s) to process an asynchronous message,
defined as the interval starting with an asynchronous nessage froma
networ k device after the discovery of all the devices by the
controller(s), ending with a response nessage fromthe controller(s)
at its Southbound interface.

Di scussi on
For SDN to support dynam c network provisioning, it is inportant to
measure how quickly the controller responds to an event triggered
fromthe network. The event could be any notification nessages
generated by a Network Device upon arrival of a new flow, |ink down
etc. This benchmark is obtained by sendi ng asynchronous nessages
fromevery connected Network Devices one at a tinme for the defined
trial duration. This test assunmes that the controller will respond
to the received asynchronous nessage.
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Measurenment Units:
M1 1iseconds
See Al so:
None

2.3.1.3. Asynchronous Message Processing Rate

Definition:
The nunber responses to asynchronous nessages per second (such as
new flow arrival notification nessage, |ink down, etc.) for which

the controller(s) perforned processing and replied with a valid and
productive (non-trivial) response nmessage.

Di scussi on
As SDN assures flexible network and agile provisioning, it is
i mportant to nmeasure how many network events (such as new fl ow
arrival notification nmessage, |ink down, etc.) the controller can
handl e at a tinme. This benchmark is neasured by sendi ng asynchronous
messages from every connected Network Device at the rate that the
controll er processes (w thout dropping them). This test assunes that
the controller responds to all the received asynchronous nessages
(the messages can be designed to elicit individual responses).

When sendi ng asynchronous nessages to the controller(s) at high
rates, sone nessages or responses may be di scarded or corrupted and
require retransnission to controller(s). Therefore, a usefu
qualification on Asynchronous Message Processing Rate is whether the
i n-conmi ng message count equal s the response count in each trial

This is called the Loss-free Asynchronous Message Processing Rate.

Note that several of the early controller benchmarking tools did not
consi der | ost nessages, and instead report the maxi num response
rate. This is called the Maxi num Asynchronous Message Processing

Rat e.

To characterize both the Loss-free and Maxi num Rates, a test could
begin the first trial by sending asynchronous nessages to the
controller(s) at the maxi num possible rate and record the nessage
reply rate and the nessage | oss rate. The nessage sending rate is
then decreased by the step-size. The nessage reply rate and the
message |l oss rate are recorded. The test ends with a trial where the
control l er(s) processes the all asynchronous nessages sent w thout
loss. This is the Loss-free Asynchronous Message Processing Rate.
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The trial where the controller(s) produced the maxi mumresponse rate
i s the Maxi mum Asynchronous Message Processing Rate. O course, the
first trial could begin at a |low sending rate with zero | ost
responses, and increase until the Loss-free and Maxi num Rates are

di scover ed.

Measurement Units:
Messages processed per second.

See Al so:
None

2.3.1.4. Reactive Path Provisioning Tinme

Definition:
The tine taken by the controller to setup a path reactively between
source and destination node, defined as the interval starting with
the first flow provisioning request nessage received by the
controller(s), ending with the last flow provisioning response
message sent fromthe controller(s) at its Southbound interface.

Di scussi on
As SDN supports agile provisioning, it is inportant to neasure how
fast that the controller provisions an end-to-end flow in the
dat apl ane. The benchmark is obtained by sending traffic froma
source endpoint to the destination endpoint, finding the tine
di fference between the first and the last flow provisioning nmessage
exchanged between the controller and the Network Devices for the
traffic path.

Measurenment Units:
M1 1iseconds.

See Al so:
None

2.3.1.5. Proactive Path Provisioning Tine

Definition:
The tine taken by the controller to proactively setup a path between
source and destination node, defined as the interval starting with
the first proactive flow provisioned in the controller(s) at its
Nor t hbound interface, ending with the last flow provisioning comand
message sent fromthe controller(s) at its Southbound interface.

Di scussi on
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For SDN to support pre-provisioning of traffic path from
application, it is inportant to measure how fast that the controller
provi sions an end-to-end flow in the dataplane. The benchmark is
obt ai ned by provisioning a flow on controller’s northbound interface
for the traffic to reach froma source to a destination endpoint,
finding the time difference between the first and the [ast flow
provi sioni ng message exchanged between the controller and the

Net wor k Devices for the traffic path.

Measurenment Units:
M 1 liseconds.

See Al so:
None

2.3.1.6. Reactive Path Provisioning Rate

Definition:
The maxi mum nunber of independent paths a controller can
concurrently establish per second between source and destination
nodes reactively, defined as the nunber of paths provisioned per
second by the controller(s) at its Southbound interface for the fl ow
provi sioning requests received for path provisioning at its
Sout hbound interface between the start of the trial and the expiry
of given trial duration

Di scussi on
For SDN to support agile traffic forwarding, it is inportant to
nmeasure how many end-to-end flows that the controller could setup in
t he dat apl ane. This benchnmark is obtained by sending traffic each
wi th uni que source and destination pairs fromthe source Network
Devi ce and determ ne the nunber of franmes received at the
destination Network Device

Measurement Units:
Pat hs provi si oned per second.

See Al so:
None

2.3.1.7. Proactive Path Provisioning Rate
Definition:
Measur e t he maxi mum nunber of independent paths a controller can

concurrently establish per second between source and destination
nodes proactively, defined as the nunber of paths provisioned per
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second by the controller(s) at its Southbound interface for the
pat hs provisioned in its Northbound interface between the start of
the trial and the expiry of given trial duration

Di scussi on
For SDN to support pre-provisioning of traffic path for a | arger
network fromthe application, it is inportant to measure how many
end-to-end flows that the controller could setup in the datapl ane.
This benchrmark is obtained by sending traffic each with unique
source and destination pairs fromthe source Network Device. Program
the flows on controller’s northbound interface for traffic to reach
fromeach of the unique source and destination pairs and determ ne
the nunber of franes received at the destination Network Device.

Measurenment Units:
Pat hs provi si oned per second.

See Al so:
None

2.3.1.8. Network Topol ogy Change Detection Tine

Definition:
The amount of tine required for the controller to detect any changes
in the network topol ogy, defined as the interval starting with the
notification nmessage received by the controller(s) at its Southbound
interface, ending with the first topol ogy redi scovery nessages sent
fromthe controller(s) at its Southbound interface.

Di scussi on
In order for the controller to support fast network failure
recovery, it is critical to neasure how fast the controller is able
to detect any network-state change events. This benchmark is
obtai ned by triggering a topol ogy change event and neasuring the
time controller takes to detect and initiate a topology re-di scovery
process.

Measurenent Units:
M1 1iseconds

See Al so:
None
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2.3.2. Scalability
2.3.2.1. Control Sessions Capacity

Definition:
Measure t he maxi mum nunber of control sessions the controller can
mai ntai n, defined as the nunmber of sessions that the controller can
accept from network devices, starting with the first control
session, ending with the last control session that the controller(s)
accepts at its Southbound interface.

Di scussi on:
Measuring the controller’s control sessions capacity is inportant to
determne the controller’s system and bandw dth resource
requirenents. This benchrmark is obtained by establishing control
session with the controller fromeach of the Network Device until it
fails. The nunber of sessions that were successfully established
will provide the Control Sessions Capacity.

Measurenent Units:
Maxi mum nunber of control sessions

See Al so:
None

2.3.2.2. Network Discovery Size

Definition:
Measure the network size (nunber of nodes and links) that a
controller can discover, defined as the size of a network that the
controller(s) can discover, starting froma network topol ogy given
by the user for discovery, ending with the topology that the
controller(s) could successfully discover.

Di scussi on:
For optimal network planning, it is key to measure the nmaximum
network size that the controller can discover. This benchmark is
obt ai ned by presenting an initial set of Network Devices for
di scovery to the controller. Based on the initial discovery, the
nunber of Network Devices is increased or decreased to determ ne the
maxi nrum nodes that the controller can discover.

Measurenent Units:
Maxi mum nunber of network nodes and |inks
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See Al so:
None

2.3.2.3. Forwardi ng Tabl e Capacity

Definition:
The maxi mum nunber of flow entries that a controller can nanage in
its Forwarding table.

Di scussi on:
It is significant to neasure the capacity of controller’s Forwarding
Table to deternine the nunber of flows that controller could forward
wi t hout fl ooding/dropping. This benchmark is obtained by
continuously presenting the controller with new fl ow entries through
reactive or proactive flow provisioning node until the forwarding
tabl e becomes full. The maxi mum nunber of nodes that the controller
can hold in its Forwarding Table will provide Forwarding Table
Capaci ty.

Measurenment Units:
Maxi mum nunber of flow entries nanaged.

See Al so:
None

2.3.3. Security
2.3.3.1. Exception Handling

Defini tion:
To determ ne the effect of handling error packets and notifications
on performance tests.

Di scussi on:
This benchrmark test is to be perfornmed after obtaining the baseline
performance of the performance tests defined in Section 2.3.1. This
benchmark deternines the deviation fromthe baseline perfornmance due
to the handling of error or failure nessages fromthe connected
Net wor k Devi ces.

Measurenent Units:
Devi ati on of baseline nmetrics while handling Exceptions.

See Al so:
None
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2.3.3.2. Denial of Service Handling

Definition:
To determine the effect of handling denial of service (DoS) attacks
on performance and scalability tests.

Di scussi on:
This benchmark test is to be performed after obtaining the baseline
performance of the performance and scalability tests defined in
section 2.3.1 and section 2.3.2. This benchnmark determ nes the
devi ation fromthe baseline performance due to the handling of
deni al of service attacks on controller.

Measurenment Units:
Devi ati on of baseline netrics while handling Denial of Service
At t acks.

See Al so:
None

2.3.4. Reliability
2.3.4.1. Controller Failover Tine

Defini tion:
The tine taken to switch froman active controller to the backup
controller, when the controllers work in redundancy node and the
active controller fails, defined as the interval starting with the
active controller bringing down, ending with the first re-di scovery
message received fromthe new controller at its Southbound
i nterface.

Di scussi on:
Thi s benchmark determines the inpact of provisioning new fl ows when
controllers are teaned and the active controller fails.

Measurenent Units:
M 1liseconds.

See Al so:
None
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2.3.4.2. Network Re-Provisioning Tinme

Definition:
The tine taken to re-route the traffic by the Controller, when there
is a failure in existing traffic paths, defined as the interva
starting fromthe first failure notification message received by the
controller, ending with the last flow re-provisioning nessage sent
by the controller at its Sout hbound interface.

Di scussi on
This benchrmark deternines the controller’s re-provisioning ability
upon network failures. This benchmark test assunes the follow ng:
1. Network topol ogy supports redundant path between source and
destination endpoints.
2. Controller does not pre-provision the redundant path.

Measurenment Units:
M1 1iseconds.

See Al so:
None

3. Test Setup
This section provides conmon reference topologies that are later

referred to in individual tests defined in the conpani on nethodol ogy
docunent .
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3.1. Test setup - Controller working in Standal one Mde

I I
I I
| T + - + |
| [ Appl i cation [ [ Servi ce [ [
| o + B TS + |
I I
e (1 2)-mmm oo +
| (Northbound interface)
oo e e e e e e e ao oo - +
B +
| SDN Controller |

R (1) -mmmmm oo +
I Fomm e mmea oo + Fomm e mmea oo + I
| | Network | | Network | |
| | Device 2 |--..-| Device n-1j |
| S + S + |
[ / \ / \ [
| / \ / \ |
| 10/ X \ In |
| / I\ \ |
| S F S SIS + |
| | Network | | Network | |
[ | Device 1 |..| Device n | [
| Fomm e eaaan + deemmemeaaas + |
I I I I
| B T T pe e, B S TS + |
| | Test Traffic | | Test Traffic | |
| | Generator | | Generator | |
I I (TP1) | (TP2) I I
| . + eemmmmeiaiaaaas + |
I I
I I

Figure 1
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3.2. Test setup - Controller working in Cluster Mde

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — o +
[ Application Plane Test Emul ator [
I I
| T + - + |
| | Appli cation | | Service | |
| o + B TS + |
| |
e (1 2)-mmm oo +

R I e R +
I S + S + I
| | Network | | Network | |
[ | Device 2 |--..-| Device n-1j [
[ [ S + [ S + [
| / \ / \ |
| / \ / \ |
| 10/ X \ In |
| / [\ \ |
| S + - m oo oo + |
[ | Network | | Network | [
| | Device 1 |..| Device n | |
| Fomm e eaaaa + memmmmeaaaa + |
I I I I
| S S U + |
| | Test Traffic | | Test Traffic | |
[ | Cenerator | | Generator [ [
I I (TP1) (. (TP2) I I
| T + emmmmmeeeeaaaa- + |
I I
I I

Fi gure 2
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4. Test Coverage

F mmm e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e memee— o +
| Lifecycle | Speed | Scalability | Reliability
+ oemmeeaians e e S +
1. Network Topol o-|1. Network
-gy Discovery | Di scovery
Ti me Si ze

2. Reactive Path
Pr ovi si oni ng
Ti me

I I

I I

I I I
| | |
I I I
I I I
I I I
I I I
| | 3. Proactive Path |
| | Provi si oni ng |
| Setup [ Ti e [
I I I
| | 4. Reactive Path |
I I I
I I I
| | |
I I I
I I I
I I I
I I I

Pr ovi si oni ng
Rat e

5. Proactive Path
Pr ovi si oni ng

Rat e
s ) B ) +
1. Maxi num 1. Control 1. Network
Asynchr onous Sessi ons Topol ogy
Message Proces- Capacity Change

-sing Rate Det ection Tine

2. Forwarding

| | | | |
I I I I I
I I I I I
I I I I I
I I I I I
| | 2. Loss-Free | Tabl e | 2. Exception |
| | Asynchr onous | Capacity | Handl i ng |
[ [ Message Proces- | [ [
| Operational | -sing Rate | | 3. Denial of |
| | | | Service |
[ | 3. Asynchronous [ [ Handl i ng [
| | Message Proces- | | |
| | -sing Tine | | 4. Network Re-

[ [ [ [ Provi sioning |
I I I | Time I
I I I I I
S Fom e e e e oo T o e e e e oo - +
I I I I I
| Tear Down | [ | 1. Controller [
[ [ [ [ Fai |l over Time |
TS e e e e o n o e oo o e e e e o - +
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6. | ANA Consi der ati ons

Thi s docunment does not have any | ANA requests.

7. Security Considerations

Security issues are not discussed in this neno.
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