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1. I nt roducti on

New par adi gns of network services envisioned by NFV bring VNFs as
software based entities, which can be deployed in virtualized
environments [ETS14a]. |In order to be managed/orchestrated or
conpared with physical network functions, VNF Descriptors can specify
performance profiles containing netrics (e.g., throughput) associated
with allocated resources (e.g., vCPU). This docunent describes
benchmar ki ng nmet hodol ogi es to obtain VNF profiles (resource -
performance figures).

2. Term nol ogy

The reader is assunmed to be famliar with the term nol ogy as defined
in the European Tel ecomuni cations Standards Institute (ETSI) NFV
docunent [ETS14b]. Sone of these terns, and others commonly used in
this docunent, are defined bel ow

NFV:  Network Function Virtualization - The principle of separating
network functions fromthe hardware they run on by using virtua
har dwar e abstracti on.

NFVI PoP: NFV Infrastructure Point of Presence - Any conbination of
virtualized conpute, storage and network resources

NFWVI : NFV I nfrastructure - Coll ection of NFVI PoPs under one
orchestrator.
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VIM Virtualized Infrastructure Manager - functional block that is
responsi ble for controlling and managi ng the NFVI conpute, storage
and network resources, usually within one operator’s
Infrastructure Dormain (e.g. NFVI-PoP)

NFVO  NFV Orchestrator - functional block that manages the Network
Service (NS) life-cycle and coordi nates the nanagenment of NS |ife-
cycle, VNF life-cycle (supported by the VNFM and NFVI resources
(supported by the VIM to ensure an optim zed allocation of the
necessary resources and connectivity

VNF: Virtualized Network Function - a software-based network
functi on.

VNFD:  Virtualised Network Function Descriptor - configuration
tenpl ate that describes a VNF in terns of its deploynment and
operational behaviour, and is used in the process of VNF on-
boardi ng and managing the Iife cycle of a VNF instance.

VNF-FG  Virtualized Network Function Forwarding Graph - an ordered
list of VNFs creating a service chain.

MANC:  Managenent and Orchestration - In the ETSI NFV franmework
[ETS14a], this is the global entity responsible for nanagenent and
orchestration of NFV |life-cycle.

Net wor k Service: conposition of Network Functions and defined by its
functional and behavi oural specification

Addi tional termni nology not defined by ETSI NFV I SG

VNF- BP:  VNF Benchmarking Profile - the specification how to neasure
a VNF Profile. VNF-BP may be specific to a VNF or applicable to
several VNF types. The specification includes structural and
functional instructions, and variable paraneters (netrics) at
different abstractions (e.g., vCPU, nmenory, throughput, |atency;
session, transaction, tenants, etc.).

VNF Profile: is a mapping between virtualized resources (e.g., vCPU,
menory) and VNF performance (e.g., throughput, |atency between in/
out ports) at a given NFVI PoP. An orchestration function can use
the VNF Profile to select a host (NFVI PoP) for a VNF and to
al | ocate necessary resources to deliver the required perfornmance
characteristics.

Custoner: A user/subscriber/consuner of ETSI's Network Service
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Agents: Network Functions perform ng benchmarking tasks (e.g.
synthetic traffic sources and sinks; measurenment and observation
functions, etc.).

SUT: System Under Test conprises the VNF under test.
3. Scope

Thi s docunment assumes VNFs as bl ack boxes when defining VNF
perf ormance benchmar ki ng net hodol ogi es. Wite box benchmarki ng of
VNFs are left for further studies and nmay be added | ater.

4. Assunptions

We assunme a VNF benchmarking set-up as shown in Figure 1. Customers
can request Network Services (NS) froman NFVO with associ at ed
service level specifications (e.g., throughput and delay). The NFVOQ
in turn, nust select hosts and software resource allocations for the
VNFs and build the necessary network overlay to neet the
requirenents. Therefore, the NFVO nmust know VNF Profil es per target
hosts to performlocation and resource assignments.

In a highly dynanm c environnment, where both the VNF instances (e.g.
revised VMinmage) and the NFVI resources (e.g., hw upgrades) are
changi ng, the NFVO should be able to create VNF Profil es on-denand.

We assune, that based on VNF Benchmarking Profile definitions NFVGOs
can run benchnarking evaluations to learn VNF Profiles per target
host s.

In a virtualization environment, however, not only the SUT but al
the ot her benchmarki ng agents may be software defined (physical or
virtualized network functions).

Figure 1 shows an exanpl e, where the NFVO can use PoPa and PoPb to
set-up benchmarking functions to test VNFs hosted in PoP 1, 2, 3
domai ns corresponding to VIM1, 2 and 3. The NFVO uses the VNF
Benchmarking Profiles to depl oy agents according to the SUT VNF. The
VNF Benchmarking Profile is defined by the VNF Devel oper. The
results of the VNF benchrmarking is stored in a VNF Profile.

y T T T T (,i/;\|;:_2)
{VNF1: {10Mops, 200ns}{ (UNFL ) *----
{{2CPU, 8GB} @oP1}

{{8CPU, 16GB} @oP2} oo + oo +
{{4CPU, 4GB} @0oP3}}} | Cust oner s| | VNF Devel oper s|
{20Mops, 300ns}. ..} +o--- - +-- -+ R S e +
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{ VNF2: { 10Mbps, 200ns}{ | I
{{8CPU, 16GB} @oP1} | I

.1} +----- [ SR + R [ SR .
R R T . [ | <->(VNF Benchmarking )
( VNF-Profiles )<---> NFVO/ VNFM | \ Profiles /
I+-+----+----+-|+
T | | \--- .
\% \% \% I
R Fom - S S + Fo -+
| VIMa | | viML | | VIM | | VIMB | | VIM |
- ++ S t T i T Sy - ++
I I I I NFVI I
Fomm - - - +- -+ * oo Fomm e - - Fomm e - - Fomm e - - * Fomm - - - +- -+
| PoPa I I I I I I | PoPb I
| +------ + | SAP | +----- B R T A o g + | SAP| +------ +
| | Agents|=[|>0--+| PoP 1 |--| PoP 2 |--| PoP 3 |--+--C>| =| Agents| |
| +------ + | | +------- + H------- + H------- + | +------ +|
| | | PoP1 PoP2 PoP3 | | |
| | | Container Enhanced Barenetal | | |
| | | ©s Hyper vi sor | | |
Fomm e - + g * Fomm e - +

Figure 1: VNF Testing Scenario
5.  VNF Benchmar ki ng Consi der ati ons

VNF benchmar ki ng consi derations are defined in [ Mor15].
Addi tionally, VNF pre-depl oynent testing considerations are well
explored in [ ETS14c].

Thi s docunent list further considerations:

Bl ack- Box SUT with Bl ack- Box Benchnmarking Agents: In virtualization
environnments neither the VNF instance nor the underlying
virtualization environment nor the agents specifics my be known
by the entity managi ng abstract resources. This inplies black box
testing with black box functional conponents, which are configured
by opaque configuration paraneters defined by the VNF devel opers
or alike for the benchmarking entity (e.g., NFVO.

6. Met hodol ogy

Fol I owi ng the ETSI’s nodel ([ETS1l4c]), we distinguish three nethods
for VNF eval uation:

Benchmar ki ng: \Where resource {cpu, nenory, storage} paraneters are
provi ded and the correspondi ng {latency, throughput} perfornmance
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paraneters are obtained. Note, such request might create multiple
reports, for exanmple, with mniml |atency or maxi mum throughput
results.

Verification: Both resources {cpu, nenory, storage} and perfornmance
{latency, throughput} paraneters are provi ded and agents verifies
if the given association is correct or not.

D nensi oni ng: \Where performance paraneters {latency, throughput} are
provi ded and the correspondi ng {cpu, nenory, storage} resource
paraneters obtained. Note, nultiple deploynment interactions nay
be required, or if possible, underlying allocated resources need
to be dynanmically altered

Note: Verification and Di nensioning can be reduced to Benchmarki ng.
Therefore, we detail Benchmarking in what follows.

6.1. Benchnarking

Al'l benchmar ki ng met hodol ogi es described in this section consider the

definition of VNF-BPs for each testing procedure. Information about
Benchmar ki ng Met hodol ogy for Network Interconnect Devices, defined in
[rfc2544], is considered in all subsections below Besides, the

tests are defined based on notions introduced and di scussed in the |IP
Performance Metrics (I PPM Framework docunent [rfc2330].

6.1.1. Throughput

bj ective: Provide, for a particular set of resources allocated, the
t hroughput anmong two or nore VNF ports, expressed in VNF-BP.

Prerequisite: VNF (SUT) nust be deployed and stable and its
al | ocated resources collected. VNF nmust be reachabl e by agents.
The frane size to be used for agents nust be defined in the VNF-
BP.

Procedure:
1. Establish connectivity between agents and VNF ports.

2. Agents initiate source of traffic, specifically designed for
VNF test, increasing rate periodically.

3. Throughput is nmeasured when traffic rate is achieved w thout
frame | osses

Reporting Format: report nust contain VNF all ocated resources and
t hr oughput mneasured (aka throughput in [rfc2544]).
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6.1.2. Latency

bj ective: Provide, for a particular set of resources allocated, the
| at ency anong two or nore VNF ports, expressed in VNF-BP.

Prerequisite: VNF (SUT) nust be deployed and stable and its
al | ocated resources collected. VNF nust be reachabl e by agents.
The frame size and respective throughput to be used for agents
nmust be defined in the VNF-BP.

Procedure:
1. Establish connectivity between agents and VNF ports.

2. Agents initiate source of traffic, throughput and frane size
specifically designed for VNF test.

3. Latency is neasured when throughput is achieved for the period
of time specified in VNF-BP

Reporting Format: report nust contain VNF allocated resources,
t hroughput used for stinmulus and | atency neasurenent (aka | atency
in [rfc2544]).

6.1. 3. Frame Loss Rate

bj ective: Provide, for a particular set of resources allocated, the
frane loss rate anong two or nore VNF ports, expressed in VNF-BP

Prerequisite: VNF (SUT) nust be deployed and stable, its allocated
resources collected specifying any particular feature of the
underlying VNF virtualized environment, provided by NFVQ VI M or
i ndependently extracted. VNF nust be reachable by agents. Rate
of source traffic and frane type used for agents stinulus nust be
defined in VNF-BP.

Procedure:
1. Establish connectivity between agents and VNF ports.

2. Agents initiate source of traffic, specifically designed for
VNF test, achieving rate of source traffic defined in VNF- BP.

3. Frame loss rate is nmeasured when pre-defined traffic rate is
achi eved for period of tine established in VNF-BP.
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Reporting Format: report nust contain VNF allocated resources, rate
of source traffic used as stimulus and frame | oss rate measurenent
(aka frame loss rate in [rfc2544]).

7. Summary

Thi s docunent describes bl ack-box benchmarki ng met hodol ogi es for
bl ack-box VNFs in virtualization environments (e.g., ETSI NFV
framework) to create VNF Profil es containing the association of
resources and performance netrics of a given VNF at a given host
(e.g., NFVI PoP)

The authors see the follow ng next steps:

VNF Scaling: Two scaling options: single instance with nore
resources or nultiple instances. Questions: Wat is the naximum
performance of a single instance VNF at a given host with
i ncreasing resources? How rmany i ndependent VNF instances (or
conponents) can be run with maxi mum perfornmance at a gi ven host?
On the other hand, what is the performance of the snallest
resource footprint VNF allocation?

VNF instantiation time: this metric concerns at |east three
components: VNF bootstraping (SUT), execution environnent and the
orchestrati on process.

8. | ANA Consi derations

This meno includes no request to | ANA
9. Security Considerations

TBD
10. Acknow edgenent

The authors would like to thank the support of Ericsson Research
Brazil .

This work is partially supported by FP7 UNIFY, a research project
partially funded by the European Comunity under the Seventh
Framewor k Program (grant agreement no. 619609). The views expressed
here are those of the authors only. The European Commi ssion is not
liable for any use that may be nade of the information in this
docunent .

11. Informative References

Rosa & Szabo Expi res Septenber 22, 2016 [ Page 8]



Internet-Draft VNFBench March 2016

[ ETS14a]

[ ETS14b]

[ ETS14c]

[ Mor 15]

[rfc2330]

[rfc2544]

ETSI, "Architectural Framework - ETSI GS NFV 002 Vi.2.1",
Dec 2014, <http://ww. etsi.org/deliver/etsi\_gs/ NFV/
001\ _099/ 002/ 01. 02. 01-\ _60/ gs\ _NFV002v010201p. pdf >.

ETSI, "Term nology for Main Concepts in NFV - ETSI GS NFV
003 V1.2.1", Dec 2014, <http://ww. etsi.org/deliver/

et si _gs/ NFV/ 001_099-/003/01. 02. 01_60/

gs_NFV003v010201p. pdf >.

ETSI, "NFV Pre-depl oynent Testing - ETSI GS NFV TST001
V0. 0. 15", February 2016, <http://docbox. etsi.org/lSG NFV/
Open/ DRAFTS/ TSTO01 - Pre-depl oynent _Val i dati on/ NFV-
TST001v0015. zi p>.

A. Mrton, "Considerations for Benchmarking Virtual
Net wor k Functions and Their Infrastructure", February
2015, <http://tools.ietf.org/htm/draft-norton-bmwg-
virtual - net-03>.

V. Paxson, G Alnes, J. Mahdavi, M Mathis, "Framework for
| P Performance Metrics", May 1998, <https://tools.ietf.org
/htm /rfc2330>.

S. Bradner and J. McQuaid, "Benchmarki ng Met hodol ogy for
Net wor k | nterconnect Devices", March 1999, <https://
tools.ietf.org/htm/rfc2544>.

Aut hor s’ Addr esses

Raphael Vicente Rosa (editor)
Uni versity of Canpinas
Av. Al bert Einstein 300

Canpi nas, Sao Paul o 13083-852

Brazi |

Emai | : raphael vrosa@mai | . com

URI : http://ww. intrig.dca.fee.unicanp.br/

Robert Szabo
Eri csson Research, Hungary
Irinyi Jozsef u. 4-20

Budapest
Hungary

1117

Email : robert.szabo@ri csson.com
URI : http://ww. ericsson. com

Rosa & Szabo

Expi res Septenber 22, 2016 [ Page 9]



