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Abst r act

Whi | e t he networking technol ogi es have evol ved over the years, the

| ayered approach has been doni nant in many network solutions. Each
| ayer may have nultiple interchangeabl e, conpeting alternatives that
deliver a sinmlar set of functionality. 1In order to provide an

obj ecti ve benchmar ki ng data anong various inplenentations, the need
arises for a common abstract nodel for each network service |ayer
with a set of required and optional specifications in respective

| ayers. Many overlay and or underlay solutions can be described
usi ng these nodel s.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Novenber 19, 2018.
Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Thi s docunent provides a reference nodel for comon network service
franmework. The main purpose is to abstract service nodel for each
network layer with a small set of key specifications. This is
essential to characterize the capability and capacity of a production
network, a target network design. A conplete service nodel mainly

i ncl udes

Infrastructure - devices, |inks, and other equi pnent.
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Services - network applications provisioned. It is often defined
as device configuration and or resource allocation.

Capacity - A set of objects dynamically created for both contro
and forwardi ng pl anes, such as routes, traffic, subscribers and
etc. In sone cases, the anount and types of traffic may inpact
control plane objects, such as nmulticast or ethernet networks.

Performance Metrics - infrastructure resource utilization

1.1. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Purpose of The Docunent
Many efforts to YANG nodel and OpenConfig coll aboration are well
under way. This document specifies a higher |ayer abstraction that
reuses a small subset of YANG keywords for service description
purpose. It SHALL NOT be used for production provisioning purpose.
Instead, it can be adopted for design spec, capacity planning,
product benchmarki ng and test setup.
The specification described in this docunent SHALL be used for
outline service requirements from customer perspective, instead of
networ k i npl enment ati on nechani sm from operators perspective

1.3. Conventions Used in This Docunent

Descriptive ternms can qui ckly becone overl oaded. For consi stency,
the followi ng definitions are used.

0 Node - The nane for an attrubute.
o Brackets "[" and "]" enclose |ist keys.

0 Abbreviations before data node names: "rw' neans configuration
data (read-wite), and "ro" neans state data (read-only).

o Parentheses encl ose choi ce and case nodes, and case nodes are al so
marked with a colon (":").
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2. Net wor k Ser vi ce Fr amewor k

The network service |ayer abstract node

May 2018

is illustrated by Figure 1.

This shows a stack of conponents to enable end-to-end services. Not

al |l conponents are required for a given service

A common use case

is to pick one conponent as target service with a detailed profile,
with the remaining conponents as supporting technol ogi es using

default profiles.

2.1. Node

Net wor k Service Layer Abstract Mde
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Figure 1

A network node or a network device processes and forwards traffic

based on predefined or dynamically |earned policies.
covers standal one features |ike the foll ow ng:
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(o]

INTF - Network interfaces that provides internal or externa
connectivity to adjacent devices. Only physical properties of the
interfaces are of concern in this level. The interfaces can be
physical or logical, wired or wireless.

FAB - Fabric capacity. It provides redundancy and cross connect
within the same network device anbng various |inecards or
i nterfaces

Qs - Quality of Services. Traffic queuing, buffering, and
congesti on managenent technol ogies are used in this |eve

FW- Firewall filters or access control list. This comonly
refers to statel ess packet inspection and filtering. Statefu
firewall is out of scope of this docunent. Nunber of filters

dai sy chained on a given protocol famly, nunber of terns within
same filter, and depth of packet inspection can all affect speed
and latency of traffic forwarding. It also provides necessary
security protection of node, where protocol traffic nmay be

af f ect ed.

GR - Gaceful Restart per protocol. It needs to cooperate with
adj acent node

CGSS - Controller Gaceful / Stateful Switchover. A network
device often has two redundant controllers to mnimze the

di sruption in event of catastrophic failure on the primary
controller. This is acconplished via real tine state

synchroni zation fromthe primary to the backup controller. It,
however, should be used along with either NSR or NSF to achieve
opti mal redundancy.

NSR - Non-Stop Routing - hitless failover of route processor. It
mai ntai ns an active copy of route informati on base (RIB) as well

as state for protocol exchange so that the protocol adjacency is
not reset.

NSF - Non-Stop Forwarding for layer 2 traffic, including |ayer 2
protocol s such as spanning tree state

ISSU - In Service Software Upgrade - Sub-second traffic loss in
many nodern routing platforns. The demand for this feature
continues to grow fromthe field. Some study shows that the
downtine due to software upgrade is greater than that caused by
unpl anned out ages.
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2.2. Topol ogy

Pl acenent of network devices and corresponding |inks plays an
important role for optinmal traffic forwarding. There are two types
of topol ogi es:

o Physical Topol ogy - Actual physical connectivity via fiber, coax,
cat5 or even wireless. That could be a ring, bus, star or matrix
topol ogy. Even though all can be nodel ed using point-to-point
connecti ons.

0 Logical Topology - Wth aggregated ethernet, extended dotlq
tunneling, or VXLAN, a logical or virtual topology can be easily
creat ed spanni ng across geography boundaries. Recent devel opnent
of multi-chassis, virtual-chassis, node-slicing technol ogies, and
multiple logical units within a single physical node have enabl ed
| ogi cal topol ogy deploynent nore flexible and agile.

Wth various topology, the followi ng functionalities need to be taken
into consideration for feature design and validation

0 Active-Standby - 1:1 or 1:n support. The liveness detection is
essential to trigger failover

0o MHome - Milti-hom ng support. A custonmer edge (CE) device can be
honed to 2 or nore Provider Edge (PE) devices at the same tine.
This is a common redundancy design in layer 2 service offering

0 L/B - Load Balancing - Wien nmultiple diverse paths exist for a
given destination, it is inportant to achieve | oad bal anci ng based
on multiple criteria, such as per packet, or per prefix.

Somet i mes, cascading effect can make issues nore conpl ex and
harder to resolve

The topol ogy, regardl ess of physical or virtual, can be better
depicted using a collection of nodes and point-to-point |inks. Sone
broadcast network, or ring topology, can also be abstracted using
same collection of point-to-point links. For example, in a wireless
LAN network, each client is a node with wireless LAN NNC as its
physical interface. The access point is the node, at which all WAN
cients terminate with airwaves. The Service Set IDentifier (SSID) on
this access point can be considered as part of broadcast domain with
many pseudo-ports taking airwave terninations fromclients.

The default link id can use srcnode-dstnode-linkseq to uniquely

identify alink in this topology. |If this is a link connecting two
ports on the sane node, it can use link-id of srcnode-srcnode-
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i nkseq-portseq. Additional attributes of the node can be added with
proper placenent for auto topol ogy diagram

Net wor k Topol ogy Definition

node-id-1 {

maker: maker _nane,

nodel : nodel _nane,

controller: controller-type,

mgnt _i p: ngnt _i p_address,

links: {

link-id-1{

name: |ink_nane,
connector: ’sfpp’
attr: ['10G, 'Ethernet’],
node_dst: destination node-id,
Iink_seq: sequence nunber for |inks between the node pair

}
}
}
node-id-2 {
}
Figure 2
2.3. Infrastructure

Network infrastructure here refers to a list of protocols and
policies for a data center network, an enterprise network, or a core
backbone in a service provider network.

o0 Bridging - Spanning Tree Protocol (STP) and its various flavors,
802.1q tunneling, Qin-Q VRRP and etc

0 IGP - Interior Gateway Protocol - some common choi ces are OSPF,
IS 1S RP, RRPng. For nulticast, choices are PIMand its various
flavors including MSDP, Bootstrap, DVMRP

0 Transport - Tunnel technol ogies including

* MPLS - Multi-Protocol Label Switching - nmpbst conmonly used in
service provider network

+ LDP - Label distribution protocol - including nLDP and LDP
Tunnel i ng through RSVP LSPs
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2. 4.

*

+ RSVP - Resource Reservation Protocol - including P2MP and

its various features |ike Fast ReRoute - FRR

| PSec - | PSec Tunnel with AH or ESP

GRE - Ceneric Routing Encapsul ation (GRE) tunnels provides a

flexible direct adjacency between two renpte routers

VXLAN - In data center interconnect (DCl) sol utions, VxLAN

encapsul ati on provi des data plane for layer 2 franes

0 BGP - Define fanmilies and their sub-SAFl deployed, as well
route reflector topol ogy.

Servi ces

Previ ous sections nostly outline an operator’s inplenentation of the
network, while custoners may not necessarily care about these.
section defines service profiles fromcustoner’s view.

0 Layer 2 Services

*

Layer 2 VPN - RFC 6624
Martini Layer 2 Gircuit - RFC 4906
Virtual Private LAN Services - RFC 4761

Et hernet VPN - RFC 7432

0 Layer 3 Services

*

Type 5 Route for EVPN - draft-ietf-bess-evpn-prefix-
adverti sement - 05

Layer 3 VPN - RFC 4364

Labl ed Uni cast BGP - RFC 3107
Draft Rosen MVPN - RFC 6037
NG MVPN - RFC 6513

6PE - RFC 4798

In next section, an abstract nodel is proposed to identify key
metrics for both layer 2 and | ayer 3 nodel

Thi s
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3.

3.

Servi ce Mbdel s

A service nodel is a high level abstraction of network depl oynent
frombottomup. It defines a set of commbn key characteristics of
custoner traffic profile in both control and forwardi ng pl anes. The
network itself should be considered as a bl ackbox and deliver the
services regardl ess of types of network equi pnent vendor or network
t echnol ogi es.

The abstraction renoves sone details |ike specific | P address
assignnent, and favors address range and its distribution. The goa
is to describe aggregated network behavi or instead of granul ar
network el ement configuration. It is up to inplenentation to nap
aggregated netrics to actual configuration for the network devices,
protocol enulator and traffic genrator

A single network may be conprised of nultiple instances of service
nmodel s defi ned bel ow.

1. Layer 2 Ethernet Service Mde

The nmetrics outlined below are for |ayer 2 network services typically
within a data center, data center interconnect, nmetro ethernet, or
| ayer 2 donain over WAN or even inter-carrier

0 service-type: identityref, ELAN, ELINE, ETREE

0 sites-per-instance: uint32, an average number of sites a |layer 2
i nstance nmay span across

o global-mac-count: uint32, dobal MAC fromall attachment circuits,
|l ocal and renote. This is probably the nost inportant netric that
determines the capacity requirenments in layer 2 for both contro
and forwardi ng pl anes

o interface-mac-max: uint32, maxi rum nunber of locally | earned MAC
addresses per logical interface, aka attachnent circuit

0 single-hone-segnents: uint32, nunber of single honed ethernet
segnments per service instance

o nmulti-home-segments: uint32, nunber of nulti honed ethernet
segnments per layer 2 service instance

0 service-instance-count: uint32, total nunber of |ayer 2 service
instances. Typically, one customner is

o traffic-type: list, {known-unicast: % nulticast, % broadcast: %
unknown- uni cast: %
o traffic-frane-size: list, predefined mixture of traffic frane size

di stribution

o traffic-load: speed of traffic being sent towards the network.
This can be defined as frane per second (fps), or actual speed in
bps. This is particular inportant whenever sone conponent al ong
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forwarding path is inplenmented in software, the throughput mi ght
be affected significantly at high speed

o traffic-flow A distribution of flows. This may affect efficient
use of | oad-bal anci ng techni ques and resource consunption. More
details discussed in later section of this docunent.

o layer3-gateway-count: uint32, nunber of |ayer 2 service instances
that also provide |layer 3 gateway service

0 arpnp-table-size: uint32. This is only relevant with presence of
| ayer 3 gat eway

Integrated routing and bridging (IRB) and EVPN Type 5 route have
bl urred boundari es between |ayer 2 and | ayer 3 services.

Layer 3 Service Mdel

This section outlines traffic type, layer 3 protocol famlies, |ayer
3 prefixes distribution, layer 3 traffic flow and packet size

di stributions.

0 proto-famly: protocol fanmly are defined with three sub-
attributes. The list nmay grow as the conplexity

proto - list: inet, inet6, iso
* type - list: unicast, ntast, segnent, |abeled
* vpn - list, true, false
o prefix-count, uint32, total unique prefixes
o prefix-distrib, list of prefix length size and percentage. This

could be a distribution pattern, such as uniform random O
sinmply top representation of prefix |engths
0 bgp-path-count, uint32, total BGP paths

0 bgp-path-distrib, top representation of nunber of paths per prefix

o traffic-frane-size, sinmilar to traffic-frane-size in layer 2
nmodel . The focus is on the MIU size on each protocol interfaces
and the inpact of fragnentation

o traffic-flow, simlar to traffic-flowin layer 2 nodel, it focuses

on a set of |abels, source and destination addresses as well as
ports

o traffic-load, simlar to traffic-load in | ayer 2 nodel

o ifl-count, uint32

0 vpn-count, uint32

Infrastructure Service Mde

0 bgp-peer-ext-count, uint32, nunber of eBGP peers

bgp- peer-int-count, uint32, nunber of iBGP peers

0 bgp-path-ntu, list, true or false. Larger path ntu hel ps
conver gence

o]
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o

bgp-hol d-tinme-distrib, list of top hold-tinme values and their
respective percentage out of all peers.

bgp-as-path-distrib, list of top as-path |engths and their
respective percentage of all BGP paths

bgp-comunity-distrib, list of top community size and their
respective percentage out of all BGP paths

mpl s-sig, list, MPLS signaling protocol, rsvp or |dp
rsvp-Isp-count-ingress, uint32, total ingress |sp count
rsvp-lsp-count-transit, uint32, total transit |sp count
rsvp-lsp-count-egress, uint32, total egress |Isp count

| dp-fec-count, uint32, total forwarding equival ence class
rsvp-lsp-protection, list, link-node, link, frr
ospf-interface-type, list, point-to-point, broadcast, non-
broadcast nulti-access

ospf-lsa-distrib, list. OSPF Link Statenent Advertisenent
distribution is conprised of those for core router in backbone
area, and internal router in non-Backbone areas. A common
nmodel i ng can include nunber of LSAs per OSPF LSA type

ospf-route-count, list, total OSPF routes in both backbone and
non- backbone areas

isis-lIsp-distrib, list, simlar to ospf-lsa-distrib
isis-route-count, list, total IS-1Sroutes in both |evel-1 and

| evel -2 areas

TODO. bridging, OAM ECAM BFD and etc

3. 4.

Node Level Features

TODO node | evel feature set

3. 5.

Common Servi ce Specification

For nost network services, regardl ess of |layer 2 or layer 3, protocol
famlies, the following needs to be considered when neasuring network
capacity and basel i ne.

(0]

rib-learning-tine, uint32 in seconds. This indicates show quickly
the route processor |learns routing objects either locally and
renotely

fib-learning-tinme. |In large routing system forwardi ng engine
resi ding on separate hardware fromcontroller, takes additiona
time to install all forwarding entries |learned by controller
convergence-tine, this is could be as a result of nmany events,
such as uplink failure, ae nenber link failure, fast reroute,

| ocal repair, upstreamnode failure and etc

mul ti hone-failover-tinme, this refers to traffic convergence in a
t opol ogy where a custonmer edge (CE) device is connected to two or
nore provi der edge (PE) devices
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i ssu-dark-w ndowsize. Unlike NSR the goal of I1SSU is not zero
packet loss. Instead, there will be a few seconds, or in some
cases, sub-second dark w ndow where it sees both total packet |oss
for both transit and or host bound protocol traffic.

cpu-util, total CPU utilization of the controllers in stead state
cpu-util-peak, Peak CPU utilization on the controller in event of
failure, and convergence

memutil, total menory utilization of the controllers in steady
state

memutil-peak, total nmenory utilization on the controller in event
of failure and convergence

processes, list of top processes running on the controllers wth
their CPU and nmenory utilization

I c-cpu-util, top CPU utilization on the line cards

| c-cpu-util-peak, maxi mum peak CPU utilization anong all |ine
cards in event of failure and convergence

lc-memutil, top nenory utilization on the line cards
lc-nmemutil-peak, maxi mum peak nenory utilization anong all |ine

cards in event of failure and convergence
t hroughout, in both pps and bps. This is neasured with zero
packet |oss. For virtualized environnment, throughput is sonetines

measured with a small |oss tol erance given the nature of shared
resource
traffic performance, in both pps and bps. It is neasured the rate

of traffic received by punping oversubscribed traffic at ingress
latency in us. this is nore inportant within a | ocal data center
environnment rather than DCl over wi de area network. Use of
extensive firewall filter or access control lists may affect

| at ency

Qut of Order Packet - This can happen in intra-node or over ECWP
where different paths have large |atency/del ay variations.

The list of metrics can be used for network nonitoring during network
resiliency test. This is to understand how quickly a network service
can restore during various events and failures

3. 6.

Commpn Networ k Events

A list of events is defined to characterize network resiliency.
These attributes require that the provider networks have diverse
pat hs and node redundancy built-in. They directly affect service
| evel agreenent and network availability.

3. 6.

Event Attri butes

Each network or system event nmay each be defined with the foll ow ng
aspects
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3.

3.

0 event-iteration, uintl6, event to be repeated

0 event-interval, unitl6, seconds in between consecutive events

o event-dist, list, random equal, or other type of event scheduling

0 event-tinmeout, uintl6, seconds when a single event is expected to
conpl ete

0 event-convergence, uintl6, seconds before the network can be
recovered

6. 2. Har dwar e Rel at ed

Sone hardware failures can not easily replicated, or even sinulated
in alab environment, like the menory errors. A system or network
shoul d be equi pped to nonitor, detect and contain the inpact to avoid
gl obal catastrohpic failure that may proagate beyond a single node or
the regi onal network.

0 hw nod-yank: hardware nodul e renoval and insertion

o hwinterface: Transceiver on/off or any other simulated |ink
failures.

0 hwstorage: storage failure, ether local or network attached.

0 hw power: unpl anned power failure.

o hwcontroller: Controller failure

0 hwnenory: nenory errors

6.3. Software Conponent

0 sw daenon-wat chdog-1 oss: I nduced CPU hog that trigger watchdog

failure
0 sw daenopn-restart-graceful: Graceful software daenon restart.
0 sw daenon-restart-kill: The process is killed and the daenon was

forced to restart

0 sw daenobn-panic: Sonetimes a panic can introduced to trigger a
coredunp of software daenon along with restart.

0 Sw 0s-panic: network operating system nmay pani c under vari ous
situations. Many network products with a consol e access support
OS panic with a special sequence keystroke. Sonetines it may al so
generate a coredunp for further debug

0 swupgrade: In many provi der networks, the nost downtinme actually
come from schedul ed mai nt enance, especially software or firmare
upgrade to provide better feature set or as a result of security
patch. It is inportant to understand the downtine requirenent for
a routine software upgrade on a given network device or the
devices in the network. This often presents a challenge to the
access networKk.
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3.6.4. Protocol Events

0 protocol -keepalive-loss: Loss of keepalive, such as hellos for
routing-protocols |Iike OSPF and BGP

o oamkeepalive-loss: there are nany OAM protocols, such as EOAM
MPLS OAM LACP, one of their nmain purposes is to detect
reachability. This is different fromrouting protocols keepalive

0 protocol -adjacency-reset: clear all protocol neighbors and any
routes or link states |earned fromthe nei ghbor

o protocol -db-purge: renove all database objects |learned froma
particul ar nei ghbor, or a group of neighbors, or all neigbors.
The dat abase maybe original set of state |earned from nei ghbors
or the consolidated database

3.6.5. Redundancy Fail over

The network protocols and design have a | ot of redundancy built-in.
It is inmportant to benchmark their effectiveness.

0 ha-lag-links: neasure packet loss in mlliseconds when nenber
link(s) of a link aggregation group is torn down. In case of
protected interface, traffic should fail over seam essly to the
backup interface in event of primary link failure

0 ha-controller: In a systemw th redundant controller, measure the
network recovery tine when the prinmary controller fails. If the
advanced non-stop routing/forwarding is enabl ed, the network
shoul d only experience zero or sub-second traffic |oss.

0 ha-nmultihone: in addition to device |evel redundancy, nany
protocol s support network | ayer redundancy though multihom ng such
as EVPN.

0 ha-npls-frr: MPLS RSVP Fast ReRoute provides core network
r edundancy

0 ha-uplink: the core network is typically designed to provide path
diversity for edge devices, at either layer 2 and | ayer 3
connectivity. The resiliency of network is nmeasured by how fast
the systemdetects the failure and reroute the traffic

4. Use of Network Service Layer Abstract Mde

The prinmary goal is to characterize and docunent a conpl ex network
using a sinplified service nodel. While elinmnating many details
such as address assignnent, actual route or mac entries, it retains a
set of key network information, including services, scale, and
performance profiles. This can be used to validate how well each
underlying solution perfornms when delivering same set of services.

The nodel can also be used to build a virtualized topol ogy with both
static and dynam c scale closely resenble to a real network. This
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8.

eases network design and benchmarki ng, and hel ps capacity planni ng by
studying the inpact with changes to a specific dinmension.
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