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1. I nt roducti on

The current GWPLS routing [RFC7138] and signaling extensions
[ RFC7139] includes coverage for all the OIN capabilities that were
defined in the 2012 version of G 709 [ITU T_Gr09_2012].

The 2016 version of G 709 [ITU T_Gr09_2012] introduces support for

hi gher rate OTU signals, terned OTUCn (which have a nominal rate of n
X 100 Gbps). The newy introduced OTUCn represent a very powerful
extension to the OTN capabilities, and one which naturally scales to
transport any newer clients with bit rates in excess of 100G as they
are introduced.

Thi s docunent presents an overvi ew of the changes introduced in
[ITUT _Gro9 _2016] and anal yzes themto identify the extensions that
woul d be required in GWLS routing and signaling to enable the new
OTN capabilities.

1.1. Scope
For the purposes of the B100G control plane discussion, the OIN
shoul d be considered as a conbination of ODU and OISi |ayers. Note
that [I TUT_Gr09_2016] is deprecating the use of the term"CQch" for
B100G entities, and leaving it intact only for maintaining continuity
in the description of the signals with bandwi dth upto 100G This
docunent focuses on only the control of the ODU | ayer. The contro
of the OIS layer is out of scope of this docunent.

2. Term nol ogy

2.1. Requirements Language
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2.2. OIN termnol ogy used in this docunent
a. OPUCn: Optical Payload Unit -Cn.
b. ODUCn: Optical Data Unit - Cn.
c. OTuCn: Fully standardized Optical Transport Unit - Cn.

d. OIuCn-M This signal is an extension of the OTUCn signa
i ntroduced above. This signal contains the sane anount of
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overhead as the OTUCn signal, but contains a reduced amount of
payl oad area. Specifically the payload area consists of M5G
tributary slots (where Mis strictly |less than 20*n).

e. PSI: OPU Payl oad structure Indicator. This is a nmulti-frame
message and descri bes the conposition of the OPU signal. This
field is a concatenation of the Payl oad type (PT) and the
Mul tiplex Structrure Indicator (MSI) defined bel ow

f. MSI: Miultiplex Structure Indicator. This structure indicates the
grouping of the tributary slots in an OPU payload area to realize
a client signal that is multiplexed into an OPU. The i ndividual
clients multiplexed into the OPU payl oad area are distingui shed
by the Tributary Port nunber (TPN).

g. GW:. Generic Mapping Procedure.

Detai | ed description of these terns can be found in
[ TUT_Gr0o9_2016].

3. Overview of B100Gin G 709

This section provides an overview of new features in
[ITUT _Gro9_2016].

3.1. Orucn

In G709 [ITU T _Gr09 _2012], the standard nechanismfor transporting a
client signal is to first map it into an ODU signal (of the
appropriate rate), and then switch the resulting ODU signal through
the OIN network. |In the course of its traversal through the OIN
networ k, the ODU signal generated by the napper is either (a)

mul ti pl exed into higher-order ODU, and then encapsulated to form an
OrU or (b) directly encapsulated into an OIU signal that defines the
section layer. The option (b), i.e. direct encapsulation into an OTU
was possible only for ODUL/ ODU2/ ODU3/ ODU4; ODU signals with other
rates (e.g. ODUlex) would first have to be processed per option (a)
above. The term"client signal" is generic in the sense that it
enconpasses both Constant Bit rate (CBR) clients (e.g. 10GBASE-R,
SONET OC-768), or packet traffic -- where the goal is to transfer the
payl oad fromend-to-end (without regard for bit transparency at the
PCS layer). Gven that OTU was the highest rate section |ayer
signal supported in [ITU T_Gr09_2012], the client signal rates were
limted to be less than 100G (i f ODU-VCAT was not used).

In order to carry client signals with rates greater than 100Ghps,

[ITUT _Gro9_2016] takes a general and scal abl e approach that
decoupl es the rates of OTU signals fromthe client rate evol ution.
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The new OTU signal is called OTUCn; this signal is defined to have a
rate of (approximately) n*100G The follow ng are the key
characteristics of the OTUCn signal:

a. The OTUCn signal contains one ODUCn, which in turn contains one
OPUCn signal. The OTUCn and ODUCn signals performdigital
section roles only (see [ITU T_Gr09_2016]: Section 6.1.1). The
OruCn and ODUCn can be seen as being anal ogous to the regenerator
section, and multiplex section in SDH respectively.

b. The OTUCn signals can be viewed as being formed by interleaving n
OruC signals (where are labeled 1, 2, ..., n), each of which has
the format of a standard OTUk signal without the FEC col umms (per
[ITUT_Gr09_2016]: Figure 7-1). The ODUCn, and OPUCn have a
simlar structure, i.e. they can be seen as being fornmed by
interleaving n instances of ODUC, OPUC signals (respectively) The
OruC signal contains the ODUC, and OPUC signals, just as in the
case of fixed rate OTUs defined in G 709 [ITU T_Gr09_2016] .

c. Each of the OTUC "slices" have the same overhead (OH) as the
standard OTUk signal in G709 [ITU T_Gr09_2016]. The conbi ned
signal OTUCn has n instances of OTUC OH, ODUC OH, and OPUC CH.

d. The OTUC signal has a slightly higher rate conpared to the OTW
signal (without FEC); this is to ensure that the OPUC payl oad
area can carry an ODU4 signal.

3.1.1. Carrying OTuCn between 3R points

As expl ai ned above, within G 709 [ITU T _Gr09 _2016], the OTuUCn, ODUCn
and OPUCn signal structures are presented in a (physical) interface

i ndependent manner, by neans of n OTUC, ODUC and OPUC i nstances that
are marked #1 to #n. Specifically, the definition of the OTUCn
signal does not cover aspects such as FEC, nodul ation formats, etc.
These details are defined as part of the adaptation of the OTuCn

|l ayer to the optical layer(s). The specific interleaving of

OruC/ ODUC/ OPUC signal s onto the optical signals is interface specific
and specified for OIN interfaces with standardi zed application codes
in the interface specific recomendations (G 709.x).

The follow ng scenarios of OTUCn transport need to be considered (see
Fi gure 1):

a. inter-domain interfaces: These types of interfaces are used for
connecting OTN edge nodes to (a) client equipnment (e.g. routers)
or (b) hand-off points fromother OIN networks. |TU T has
standardi zed the Flexible OIN (FlexO interfaces to support these
functions. Recomendation [ITU T_Gr09.1] specifies a flexible
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i nteroperabl e short-reach OTN i nterface over which an OTUCn (n
>=1) is transferred, using bonded FlexO interfaces which bel ong
to a Fl exO group. The Fl exO group supports physical interface
bondi ng, managenent of the group nenbers, overhead for

communi cati on between Fl exO peers etc. (these overheads are
separate fromthe GCCO channel defined over OTUCn). In its
current form Recommendation [ITU-T_Gr09.1] is linmted to the
case of transporting OTUCn signals using n 100G Et hernet PHY(S).
The mechani sms for transporting the OTUCn signals over 100G
optical interfaces are specified in [ITUT _Gr09.1] and are not
repeated here. Wen the PHY(s) for the energing set of Ethernet
signals, e.g. 200CbE and 400GhE, becone avail abl e, new
reconmendati ons can define the required adaptations.

b. intra-domain interfaces: In these cases, the OIUCn is transported
using a proprietary (vendor specific) encapsulation, FEC etc. In
future, it nmay be possible to transport OTUCn for intra-donain
links using future variants of FlexQO

S I +
[ orucn si gnal |
N +
| Inter+Domain | Intra+Domain | Intra+Domain

| Interface (IrD)| Interface (laDl)| Interface |
| FlexO (G709.1) | FlexO (G 709.x) | Proprietary [
| |  (Future) | Encap, FEC etc. |
NN N NN NS +

Figure 1: OTUCn transport possibilities

It is possible for an OTUCn signal to be transported via nmultiple
hops of | ower-layer adaptation (see Figure 2). |In this scenario, the
Orucn spans nultiple optical paths joined by a Fl exO segnent. An
end-to-end OTUCn LSP needs to be setup after the optical circuits are
established. The information about the FlexO interfaces (and group)
are configured at the Fl exO endpoints, and there is no dynanmi c setup
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Optical Segnent Optical Segnent
Cemmmmm oo > Cemmmmmie oo >
C N + C N + C N + C N +
| | | AREEEEEEEEE + | | |
| A A+ + B |- | C +-------- + D |
| | | oo + | | |
oo + oo + n oo + oo +
I
+
Fl exO G oup
G e i R P > Orucn
oo + oo + oo +
| OrucCn | | Orucn | | Orucn |
S + S + S +
| OrSiG | | FlexO | | OrSiG |
Fom e - + Fom e - + Fom e - +

Figure 2: OTUCn transport - Miltihop

This docunent views FlexO (even if there are sone digital sub-layers
i nvol ved in the adaptation) and other OTUCn transport nechani sns as
"l ower layers", and are therefore considered out-of-scope. The OTUCn
| ayer operates independent of the method used to transport the

si gnal .

.2, ODUCn

The ODUCn signal [ITU T _Gr09 2016] can be viewed as being forned by
the appropriate interleaving of content fromn ODUC signal instances.
The ODUC frames have the sane structure as a standard ODU -- in the
sense that it has the sane Overhead (OH) area, and the payl oad area
-- but has a higher rate since its payload area can enbed an ODW4
signal. The ODUCn signal can be fornmed in one of the foll owi ng ways:

By multiplexing lower-rate (i.e. both | ow order and hi gh-order)
ODWKk si gnal s.

Each of the n instances of ODUC can carry the NULL signal (as
specified in [ITUT_Gr09 _2016]: Section 17.5.1)
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Each of the n instances of ODUC can carry the PN-11 PRBS test
sequence (as specified in [ITUT_G7/09_2016]: Section 17.5.2)

It is concievable that vendors m ght inplenment proprietary

mappi ngs (Payl oad Type val ues of 0x80-x8F)of non-OIN client
signals. An interoperable control plane cannot nmake use of these
proprietary ODUCn signals, and hence this case isn't considered in
this docunent.

The ODUCn signals have a rate that is captured in Table 1.

[ RS o o m e e e e e e e e e e e e e e e e e e e e e e e e e emee e +
| ODU Type | ODU Bit Rate |
Fomm e e e o - o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e e am o +
| ODUCn | n x 239/226 x 99,532,800 kbit/s = n x 105, 258, 138. 053 |
| | kbit/s |
[ SR e +

Table 1: ODUCn rates

The ODUCn is a multiplex section ODU signal, and is mapped into an
Orucn signal which provides the regenerator section layer. |n sone
scenarios, the ODUCh, and OTUCn signhals will be co-terninous, i.e.
they will have identical source/sink |ocations. [ITUT_Gr09 2016]
and [ITU-T_G&B72] allow for the ODUCh signal to pass through a digital
regenerator node which will ternminate the OTUCn | ayer, but will pass
the regenerated (but otherw se untouched) ODUCnh towards a different
OruCn interface where a fresh OTUCn layer will be initiated (see
Figure 3). In this case, an ODUCn LSP needs to be set up to traverse
the 3 OTUCn segnents.

Specifically, the OPUCh signal flows through these regenerators
unchanged. That is, the set of client signals, their TPNs, trib-slot
al | ocation renmi ns unchanged. Note however that the ODUCn Over head
(OH) might be nodified if TCM sub-layers are instantiated in order to
moni tor the perfornmance of the repeater hops. 1In this sense, the
ODUCn shoul d not be seen as a general ODU which can be switched via
an ODUK cross-connect.
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N Fl exO group N Fl exO group
I I

Ty + | Ty + Ty + | Ty +
| R R + | Hommmmm + |
| OTN [----------- | OTN | | OTN |---------- | OTN |
| DXC R + WKC R + WKC R + DXC |
I I | 3R I | 3R I I I
S + S + S + S +

Cmmmmmmmeeeaeaaaaa > e I >

OruCn/ Fl exO orucn/ O1Si G OorucCn/ Fl exO
e > CODUCn

Figure 3: Multi-hop ODUCn signal
3.3. Orutn-™m

The standard OTUCn signal has the sanme rate as that of the ODUCn
signal as captured in Table 1. This inplies that the OIuCn signal
can only be transported over wavel ength groups which have a total
capacity of nultiples of (approxi mately) 100G  Mdern DSPs support a
variety of bit rates per wavel ength, depending on the reach

requi renents for the optical link. Wth this in nind, I TUT supports
the notion of a reduced rate OTUCn signal, ternmed the OTUCn-M  The
Orucn- M signal is derived fromthe OTUCn signal by retaining all the
n i nstances of overhead (one per OTUC slice) and crunching the OPUC
tributary slots marked as "unavail abl e".

3.4. OPUCn Tine Slot Ganularity

[ TUT_Gr09_2012] introduced the support for 1.25G granular tributary
slots in OPU2, OPU3, and OPW signals. Wth the introduction of

hi gher rate signals such as the OPUCn, it is no longer practical for
the optical networks (and the datapath hardware) to support a very

| arge nunber of flows at such a fine granularity. |ITU T has defined
the OPUC with a tributary slot granularity of 5G  This neans that
the ODUCn signal has 20*n tributary slots (of 5Cbhps capacity).
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3.5. Structure of OPUCn MSI with Payl oad type 0x22

As nentioned above, the OPUCn signal has 20*n 5G tributary slots.
The OPUCn contains n PSI structures, one per OPUC i nstance. The PS
structure consists of the Payload Type (of 0x22), followed by a
Reserved Field (1 byte), followed by the Msl. The OPUCnh Msl field
has a fixed I ength of 40*n bytes and indicates the ODTU content of
each TS of an OPUCn. Two bytes are used for each of the 20*n
tributary slots, and each such information structure has the
following format ([ITU-T_Gr09_2016] G 709: Section 20.4.1):

a. The TS availability bit 1 indicates if the tributary slot is
avai l abl e or unavail abl e

b. The TS occupation bit 9 indicates if the tributary slot is
al | ocated or unall ocated

3.6. dient Signal Mappings

Note that [ITU T_Gr09_2016] introduces support for OTUCnh sighals with
rates of n*100G and al so introduces support for client signals with
rates larger than 100G (e.g. the future 400GBASE-R client being
standardi zed by | EEE, hi gher packet streanms from NPUs). The approach
taken by the ITUT to map non-OIN client signals to the appropriate
ODU containers is as foll ows:

a. Al client signals with rates |ess than 100G are nmapped as
specified in [ITUT G709 2016]: Cl ause 17. These nmappi ngs are
identical to those specified in the earlier revision of G 709
[ITUT Gr09 _2012]. Thus, for exanple, the 1000BASE- X/ 10GBASE- R
signals are nmapped to ODUO/ ODU2e respectively (see Table 2 --
based on Table 7-2 in [ITU T_Gr09_2016])

b. Always nmap the new and energing client signals to ODUfl ex signals
of the appropriate rates (see Table 2 -- based on Table 7-2 in
[1TUT_Gro9_2016])

c. Drop support for ODU Virtual Concatenation. This sinplifies the
networ k, and the supporting hardware since nultiple different
mappi ngs for the sane client are no | onger necessary. Note that
| egacy inplenentations that transported sub-100G clients using
ODU VCAT shall continue to be support ed.

d. ODUflex signals are | oworder signals only. |If the ODUfl ex
entities have rates of 100G or |ess, they can be transported
using either an ODUk (k=1..4) or an ODUCn server layer. On the
ot her hand, ODUfl ex connections with rates greater than 100G wil |
require the server layer to be ODUCn. The ODUCh signal s nust be
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adapted to an OTUCn signal. Figure 4 illstrates the hierarchy of
the digital signals defined in [ITU T_Gr09_2016].

e e e e o mm o e e e e e e e e e e e e e e e e e e e e e e e meeoo o +
| ODU Type | ODU Bit Rate |
o a oo o o m e e e e e e e e e e e e e e e e e e e e e e ee e eao o +
[ obuo [ 1, 244,160 Kbps [
| Obul | 239/ 238 x 2,488,320 Kbps |
| obu2 | 239/ 237 x 9,953,280 Kbps |
[ ObU2e [ 239/ 237 x 10, 312,500 Kbps [
[ ODbU3 [ 239/ 236 x 39, 813, 120 Kbps [
[ (op V! [ 239/ 227 x 99, 532, 800 Kbps [
| ODUlex for [ 239/ 238 x Cient signal Bit rate [
| CBR client | |
| signal s | |
| ODUlex for [ Configured bit rate [
| GFP-F nmapped | |
| packet traffic | |
| ODUflex for | s x 239/238 x 5 156 250 kbit/s: s=2,8,5*n, n >= |
| | MP mapped | 1 |
| packet traffic | |
| ODUlex for | 103 125 000 x 240/238 x n/20 kbit/s, where nis

| FlexE aware | total nunber of available tributary slots anobng

| transport | all PHYs which have been crunched and conbi ned. |
o e oo o o m e e e e e e e e e e e e e e e e e e e e e maao o +

Note that this table doesn’t include ODUCn -- since it cannot be
generated by mapping a non-OTN signal. An ODUCn is always forned by
mul tiplexing nmultiple LO ODUs.

Tabl e 2: Types and rates of ODUs usable for client mappings
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Clients (e.g. SONET/ SDH, Ethernet)
+ +

+
I I I

B R Ho- e - T I L +
| OPUK |
e +
[ ODUK [
o m e me e eeee e eaaaaa e m e me e eeeeeeeeeaaaaa S R +
| Orwk, OTrWk.V, OTrwkv | OPUk | |
Hommmmm B T e + |
| OTLk.n | | ODUK | |
S + o +----- + |
| OTWwk, OTWk.V, OTWKYV | OPUCN [

R R o m e me e eeee e eaaaaa +

| OTLKk.n | | obuUCn |

Fommmm e a - + B R +

|  Orucn I

S +

Figure 4: Digital Structure of OIN interfaces (from G 709: Figure 6-1)
4. Usecases

This section introduces various usecases that provide the rationale
for the requirenments that any solution nust satisfy. At a later
point intime, it is possible to consolidate these usecases so that
all the multiplexing (and demul tipl exing) variants are encountered
along the path of an end-to-end ODU circuit.

Not e-1: These usecases present scenarios in which OTUCn |inks are
depicted. These illustrations do not highlight how the OTUCn is
transported between the 3R points. That is, these usecases do not
cover cases in which a standard FlexOinterface (e.g. as defined in
[ITUT Gr09.1]) is used, or whether a vendor specific mapping of
OruCn to OTSi G (as defined in [ITUT _G72]) is used. |In other words,
mul tiple variants of these usecases based on Fl exO usage (or not) are
not included in this docunent.
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4.1. 100GE dient Service with a honogeneous chain of OTUCL |inks

In the scenario illustrated in Figure 5 a 100GBASE-R client is mapped
into an ODU4 at NE1. The resulting ODU4 signal is nultiplexed into
the ODUCL server |layer (using GW) and further encapsulated to form
the OTUCL signal. The links NE1-NE2, and NE2-NE3 are both OTUCl
links -- and they can carry one 100CE client mapped into an ODU4
server layer. Actions performed at NE2 are: (a) terminate OTUCl, and
ODUCL towards NE1 (b) dermultiplex the ODU4 signal from ODUCL (c) map
the ODU4 signal onto a different ODUCL/ OTUCL towards NE3. NE3
perforns the inverse sequence of steps perforned at NEl, and recovers
the 100GBASE-R client fromthe ODU4 signal. Note that the ODU4 and
ODUC1 signals are not "interoperable" and that the ODUCL is a server

| ayer to the ODU4 signal

This illustration is also applicable to the usecase in which nenbers
of a FlexE group are transported in a flexe-unaware node in the
transport network. Although this illustration included only OTUCL
signal s, any higher rate OTUCn signal can be substituted for these

signals. In this particular scenario, there are two adjacent ODUCl
hops, and the NE2 denultiplexs (and nultipl exes) the ODU4 onto the
ODUCL. It is possible to construct an alternative scenario in the

case when NE2 acts as a regenerator, and doesn’t term nate the ODUCL
signals in the two hops, and instead repeats the ODUCL signal; this
scenario is specifically discussed in Section 4.4.

[ RS + [ RS +
| 100GE | | 100CGE |
Fomm e e e o - + B + Fomm e e e o - +
| oD | | (op V! | | oD |
Fom e o - + Fom e e e oo + Fom e o - +
| ObuCL [ | obuci | obuct | | ObuCL [
[ RS + o e oo + [ RS +
| Ooruct  +-------- + OTUCL | OTUCL +--------- + OruCl [
Fomm e e e o - + B + Fomm e e e o - +

NE1 NE2 NE3

S > S >

Scope of Scope of
oruci, obuct oruci, obuct

Figure 5: 100GE dient service
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4.2. 100GE Client Service with a mx of ODU4, and ODUCl connections

In the scenario illustrated in Figure 6 a 100GBASE-R client is mapped
into an ODU4 at NE1. The resulting ODU4 signal is encapsulated with
an OTU layer to formthe OTW signal. Actions perforned at NE2 are:
(a) terminate OTU4 | ayer, and extract the ODU4 signal (b) map the
ODU4 signal onto a different ODUCL/ OTUCL towards NE3. NE3 performs
the sane set of actions that were perfornmed by NE3 in Figure 5. This
usecase illustrates a scenario in which an ODU4 signal can span

bet ween network el enents regardl ess of whether they support the OTUCn
i nterfaces or not.

Fom e o - + Fom e o - +
| 100CGE | | 100CGE |
[ RS + o e oo + [ RS +
| oD [ [ oo [ | oD [
Fomm e e e o - + Fomm oo - Fomm oo - + Fomm e e e o - +
| OrTw e e + OTU4 | ODuCl | | obucl [
Fom e o - + Fom e e e oo + Fom e o - +
| OTuClL +--------- + Orucl [
-------- + Fom e e o+

NE1 NE2 NE3

S > S >

Scope of Scope of
OorTw | ayer oruci, obucl

Figure 6: 100GE Client Service with a mx of OTU4, and OTUCL |i nks
4.3. Transport of non-OIN Cient Signal over ODUCn connection

Editor Note: this section nmay not be needed, as this section mainly
describes the setup of client signal over ODUfl ex, then over ODUCh.
Set up of ODUk/ ODUf I ex can reuse nechani sns defined i n RFC7139.

4.3.1. 400CGE dient Service with a m x of Orucn |inks

In the scenario illustrated in Figure 7 a 400GBASE-R client is mapped
into an ODUfl ex at NE1. The resulting ODUfl ex signal is nultiplexed
into an ODUC4 (using GW), and then transforned into an OTUC4 signal .
The Iinks between NE1-NE2, and NE2-NE3 are OTUC4 and OTUC6
(respectively). Actions perforned at NE2 are: (a) termi nate OTUCA4,

Wang, et al. Expires May 3, 2018 [ Page 14]



Internet-Draft B100G Ext ensi ons Cct ober 2017

and ODUC4 towards NE1 (b) denultiplex the ODUfl ex signal from ODUCA
(c) map the ODUfl ex signal onto ODUC6/ OTUC6 towards NE3. NE3
perfornms the inverse sequence of steps performed at NE1, and recovers
the 400GBASE-R client fromthe CDU I ex signal.

Al 't hough not specifically illustrated in this figure, the 200G of
spare capacity in the NE2-NE3 |inks can be used to carry other client

signals.. Although the scenario illustrated in Figure 7 is specific
to 400GE, the treatnent for packet clients at other rates (e.g. 25G
50G 200G follows a very simlar processing sequence. In the case

of 25GBASE-R clients , the 25CE client signal will be napped to an
ODUf | ex, and can be nultiplexed into an ODW signal, or an ODUCn

signal as illustrated here.

[ RS + [ RS +
| 400CGE | | 400CGE |
Fomm e e e o - + B + Fomm e e e o - +
| ODUflex | | ODUf | ex | | ODUflex |
Fom e o - + Fom oo - Fom oo - + Fom e o - +
| obuc4 [ | ODUC4 | ODUCE | | ODUCs [
[ RS + o e oo + [ RS +
| oruc4 H-------- + OTUC4 | OTUCB +--------- + QOTuUC6 [
Fomm e e e o - + Fomm oo - Fomm oo - + Fomm e e e o - +

NE1 NE2 NE3

Cemmmmmmm o - > Cemmmmmmm o - >

Scope of Scope of
oruc4, obuc4 Ooruce, ObuUCcs

Fi gure 7: 400GE transport over OTUCn |inks
4.3.2. FlexE aware transport over OTUCn |inks

In the scenario illustrated in Figure 8 NEL1 interfaces to a client
equi pmrent whi ch includes the Fl exE SH M functions which originate/
term nate a Fl exE group. The transport network edge node NE2 is

Fl exE aware -- but doesn’'t terminate the FlexE group. NE1 may (as
defined in the FlexE draft [I-D.izh-ccanp-flexe-fwk]), crunch the
unavail able tributary slots in the Fl exE PHY signals, and nmap the
resultant streamto one or nore ODUf I ex signals. The |inks between
NE1- NE2, and NE2-NE3 are OTUC4 and OTUC6 (respectively). Actions
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performed at NE2 are: (a) terminate OTUC4, and ODUCA towards NE1 (b)
demul tiplex the ODUfl ex signal from ODUCA (c) map the ODUfl ex signal
ont o ODUC6/ OTUC6 towards NE3. NE3 recovers the Crunched and conbi ned
PHY(s) fromthe ODUfl ex signal, re-adds the unavail abl e cal endar
slots, and outputs the resulting streamtowards the Fl exE PHY(s).

In the scenario illustrated in Figure 8 the lowest rate OTUCn link is
the OTUA |ink between NE1-NE2. This means that the size of the

Fl exE group is at nost 4. FlexE groups with greater sizes can be
handl ed by utilizing appropriate OTUCn Iinks. Note that at npbst 400G
of the capacity of OTUC6 (or 600G NE2-NE3 |ink is occupied by the
ODUf |l ex signal; the remaining bandwi dth can be allocated to ot her
client signals.

FI exE R + R + FI exE
group | Crunched | | Crunche | G oup
- > and | and toemmmee- >
| Combi ned | | Combined | Add

| PHY(s) [ | PHY(s) | unavail abl e
EEEEE T S S + Cal endar
| ODUlex | [ ODUf | ex [ | ODUflex | slots
[ R + [ R, [ R, + [ R +
| oouca | | oDUC4 | ODUCE | | ODuce |
Fom e - + e e e o + Fom e - +
| oru4 +--+ Oruc4 | Oruce +---+ OTuce [
[ SR + Fom e e Fom e e + [ SR +
NE1 NE2 NE3
<cmmmmm-- - > <emmmmmm e oo >
Scope of Scope of
oruc4, obuc4 Ooruce, ObuUCe

Figure 8: FlexE aware transport over OTUCn |inks
4.3.3. FlexE dient transport over OTUCn |inks

This use case (see Figure 9) concerns the scenario in which a Fl exE
group is termnated at the transport network edge node (via the Fl exE
SHI M function), and the FlexE clients are denultipl exed, and

i ndependently transported through the OTN network. |In the scenario
illustrated in Figure 9 the lowest rate OTUCn link is the OTUC |ink

Wang, et al. Expires May 3, 2018 [ Page 16]



Internet-Draft B100G Ext ensi ons Cct ober 2017

bet ween NE1-NE2. This neans that the maxinumbit rate of the FlexE
client is at nost 400G FlexE clients with greater sizes can be
handl ed by utilizing appropriate OTUCn links. This figure
illustrates the case in which one FlexE client is transported between
NE1l and NE3. Oher FlexE clients recovered at NEl can routed

i ndependently to NE3, or to other network el ements.

- + Fomemmmee e +
| Fl exE | | Fl exE |
| dient | | Cient |
e e e e e oo - + e e e o +
| FlexE | [ R L + [ | Flex |
| SHHM | ODUflex | | ODUf | ex | | ODUfl ex] SHIM |
- + Heemmmeeeeaaaaa. S R - +
| FlexE | ODUC4 [ | ODUC4 | ODUC6 | | ODUC6 | FlexE |
+----+ PHY(S +--------- + S + e oo - - + PHY(S)+---->
Fl exE | | oruc4 +---+ OTUC4 | OTUC6 +---+ OTUCGE | | Fl exE
Goup +----------------- + R + R + G oup
NE1 NE2 NE3
Cemmmmmamaaas > Commmmmmeaan >
Scope of Scope of
oruc4, obuc4 Oruce, ODbUCe

Figure 9: FlexE client transport over OTUCn |inks
4.4, Multihop ODUCn |ink

As nentioned in the introductory section, the ODUCnh is not a
switchable entity. The ODUCn | ayer is a server |ayer, which nore-or-
| ess occupies the position of a section layer in OIN networks. As
such, the ODUCn signal must be termi nated and the contained | ow order
ODU fl ows can be sw tched i ndependently to other OIN interfaces.

G 709 and G 872 however allow for digital regenerators to termnate
the OTUCn | ayer, and reinject the ODUCn | ayer towards another
interface (where a new OTUCn section layer is started). This
scenario is illustrated in Figure 10. 1In this figure, NE3 is the
regenerator. The ODUC2 signal is termnated at NE2, and NE4. At the
regeneration points, all the clients enbedded inside the ODUCn signal
are not touched (i.e. no TS changes can occur). More specifically,
the OPUC2 signal is not nodified in any way. However, the ODUC2 CH
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may be nodified if intrusive TCM nonitoring points are applied to the
ODUC2 signal at NE3. It is for this reason that the ODUC2 entity
nmust be visible at NE3.

In scenarios involving nulti-hop ODUCn |inks, GWLS signalling wll
be required to setup nmultiple ODUCn LSPs, each covering a regenerator
section (since an end-to-end ODUCn LSP is not possible except in very
simple configurations). A LO ODU can then be sw tched across
multiple ODUCn LSPs (possibly with different rates).

Fomm e e e o - + Fomm e e e o - +
| 100CE | | 100CE |
Fom e o - + Fom e e e oo + Fom e o - +
| oD | | ODU4 | | OobuA I
N T + N Fommmean + T + N T +
| obuct | | obuclL | obucz2 | | obuc2 | | obuc2 |
Fomm e e e o - + B + Fomm e oo - + Fomm e e e o - +
| oOoruct  +----- + OTUCL1 | Orucz +------- + Ooruc2 +------- + Oorucz |
Fom e o - + Fom oo - Fom oo - + Fomm e - + Fom e o - +
NE1 NE2 NE3 NE4
. > . > . >
Scope of orucz orucz
oruci, obuct
Qemmmmmmceiiasaacaciaasascaiaaaaas >
opuc2

Fi gure 10: Ml tihop ODUCn |i nk
4.5. Use of OTUCn-M links
The scenario illustrated in Figure 11 is a variant of the basic
usecase presented in Figure 5. The only difference is that the

second hop of the ODU4 connection nmakes use of a OTUC2-30 |ink which
has a capacity of 150G
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4.

5.

5.

Fom e o - + [ S +
| 100CGE | | 100GE [
[ RS + o e e e o - + Fom e e oo - +
| oD [ [ oo [ | oD [
Fomm e e e o - + Fomm oo - Fomm e e e o - + B +
| ObuCL | | ObuCl | obuc2 | | obuc2 |
Fom e o - + e e e e oo oo + [ S +
| Orucr  +-------- + OTUCl | Oruc2-30 +------ + OTuC2- 30 |
[ RS + Fom e e [ RS + Fom e e oo - +
NE1 NE2 NE3
TSRS > TSRS >
Scope of Scope of
oruci, obuci orucz- 30
obuc2

Figure 11: 100GE Cient service over OTUCn-M I inks

6. Internediate State of ODU nux

The ODUCn links have a tributary slot granularity of 5G-- and this
makes it a bit inefficient if a small nunber of ODUO fl ows have to be

switched across an ODUCn links. In these cases, it is conceivable

that the internedi ate nodes nmay offer the convenience of a

i ntermedi at e-stage mul tipl exi ng, whereby nultiple ODUO flows are

first multiplexed into a higher rate container (e.g. 0DU2), and then
mul tiplexed into an ODUCn signal. This however assunes that al

these ODWO flows are co-routed in the network. |If this assunption

cannot be nade, the only solution is to multiplex these ODUO fl ows
into higher rate flows, fromthe source of the traffic. This usecase
isn't elaborated in this document. W can add details if required.
GWPLS I nplications

1. OTN ODUCn/ OTUCn hi erarchy

As described in [ITU T _&872], the digital layers of the OIN are
divided into the OTU |l ayer and a hierarchy of one or nore ODU | ayers.
As an ODUCn cannot be used to support non-OTN client signals, the OIN
client signals (e.g. 0ODU0O, ODUl, ODU2, ODU2e, ODU3, ODW4, ODUfI ex)
are first nultiplexed into an ODUCh contai ner, then the ODUCn
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container is then mapped into OTUCn (see Figure 1). The signal
hi erarchy supported by the ODUCh and OTUCnh needs to be taken into
consideration in control plane Routing and Signaling.

ODUCn based connection managenent is concerned with controlling the
connectivity of ODUCn paths. According to [ITU T _G872], the

i nternmedi ate nodes with ODUCnh do not support the sw tching of ODUCn
tributary slot. Intermediate ODUCh points are only considered as a
forwardi ng node. Once an ODUCn path is used to transport client
signal, the TS occupied will not change across the ODUCn networKk.

5.2. OruCn/ OTUCn- M ODUCn LSP

orucn/ OotUCn-M Link is different fromtranditional OTUk link. The
Ok link is already configured once two matched OTU interfaces are
connected. But for setup of OTUCn link, the first thing that needs
to do is to bond several different OTUC i nstances together as one
group, which is seen as one OTUCn link. Control plane nmechanisns are
needed to finish the bonding of these instances.

For transportation of client signal over ODUCn signal, an ODUCn LSP
is also needed to be configured with control plane nechanisns in
advance.

Once an ODUCn LSP is set up, the signaling mechanismdefined in
[ RFC7139] can be reused to set up ODUk LSP over ODUCn |ink. Setup of
ODWk LSP over ODUCn LSP is out of the scope of this docunent.

5.3. Inplications for GWLS Signaling

[ RFC7139] extends the base RSVP-TE signaling specification [ RFC4328]
to define RSVP-TE signaling extensions that can used to control OIN
networks built in accordance with [ITU T_Gr09 _2012].

[ TUT_Gr09 _2016] introduced sone new containers, such as OPUCn,
ODUCn, and OTUCn. The nechani sns defined in [ RFC7139] do not support
these new OTN features. Therefore, GWPLS signaling protocols MJST be
extended to support this new functionality. The follow ng sunmari zes
key aspects that should be considered for GWLS signaling extensions:

a. Per the description in clause 7 of [ITU- T _G872], "the digital

| ayers of the OTN are divided into the OTU | ayer and a hierarchy
of one or nore ODU layers". |In B100G |links, the ODUCn | ayer is
the bottom of the ODU hierarchy, and an ODUCn (induced) LSP needs
to be established before the LO ODUs can flow across this |ink.
The traffic paraneters in a signaling message shoul d be extended
to support the new signal type(s) for the ODUCn signals. This
approach keeps the treatnent for ODUCnh signals consistent with
that of other ODU(s).

Wang, et al. Expires May 3, 2018 [ Page 20]



Internet-Draft B100G Ext ensi ons Cct ober 2017

b. Support the new TS granularity: the signaling protocol should be
able to identify the TS granularity (i.e., the new5 CGbhps TS
granularity) to be used for establishing a H erarchical LSP that
will be used to carry service LSP(s) requiring a specific TS
granul arity.

c. A new label format MJST carry the infornmation about one or nore
OrucC/ ODUC i nstances to be bonded toget her.

d. Support for LSP setup of OTUCn sub rates (OTUCn-M path: based on
previ ous extensions, there should be new signal nechanismto
declare the OTUCn-m informati on. The GWLS signalling protocol
SHALL support the setup of OTUCnh sub rates (OTUCn-M LSP, which
i ncl udes the negotiation of unavaliable slots number, slots
postion and allocation of slot resources.

e. The GWPLS signalling protocol should be able to specify the new
OoDUCn/ OTUCn signal types and related traffic information. The
traffic parameters should be extended in a signalling nessage to
support the new ODUCn/ OTUCn signal types

5.4. Inplications for GWLS Routi ng

The path conputation process needs to select a suitable route for an
ODUCNn/ OTUCNn/ OTUCNn- M connection request. |n order to performthe path
computation, it needs to evaluate the avail able bandw dth/slots

avai l abl e on one or nore candidate |inks. The routing protocol
SHOULD be extended to carry sufficient infornation to represent ODU
Traffic Engineering (TE) topol ogy.

The Interface Switching Capability Descriptors defined in [ RFC4203]
present a new constraint for LSP path conputation. [RFC4203] defines
the Switching Capability, related Maxi mum LSP Bandw dt h, and
Switching Capability specific information. [RFC7138] updates the

| SCD to support ODU4, ODU2e and ODUfl ex. The new Switching

Capabi lity specific information provided in [ RFC7138] have to be
adapted to support new features contained in [ G/09-2016]. The

foll owi ng requirements shoul d be consi der ed:

a. Support for carrying the link rmultiplexing capability: As
di scussed in Section 3.1.2, many different types of |ow order
OoDU(s) (e.g. ODUflex, ODU4) can be multiplexed into the ODUCh.
An ODUCn path may support one or nore types of ODUKk signhals. The
routing protocol should be capable of carrying this nultiplexing
capability.

b. Support for advertising 5G Tributary Slot G anularity introduced
[ITUT _Gro9_2016].
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Support for advertisement of avail able bandwi dth in an ODUCn

pat h.
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