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Abst ract

The Qpen Cachi ng working group of the Streaming Video Alliance is
focused on the del egati on of video delivery request from comerci al
CDNs to a caching layer at the I1SP. In that aspect, Open Caching is
a specific use case of CDNI, where the commercial CDN is the upstream
CDN (uCDN) and the | SP caching layer is the downstream CDN (dCDN).
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I ntroduction

In this docunent, we describe the different use cases of Open Caching
and the interface and functionality extensions they require, conpared
to the existing CONI RFCs. For consistency, this docunent follows
the CDNI notation of uCDN (the commercial CDN) and dCDN (the ISP
caching layer). Wen using the termCP in this docunment we refer to
a video content provider.
The CDNI Logging interface is described in [ RFC7937].
The CDNI netadata interface is described in [ RFC8006] .

The CDNI footprint and capability interface is described in
[ RFC8008] .

The CDNI control interface / triggers is described in [RFC8007].
1. Term nol ogy

Thi s docunment reuses the term nology defined in [ RFC6707], [RFCB006],
[ RFC8007], and [ RFC8008].

Additionally, the following terns are used throughout this docunent
and are defined as foll ows:

0 SVA - Streaming Video Alliance
o0 OC - SVA Open Caching.
0 RR - Request Router.
o CP - Content Provider.
Request routing
This section lists extensions required by request routing features.
1. Request router address
Open Caching uses iterative request redirect as defined in [ RFC7336].
In order for the uCDN to redirect to the dCDN it requires a request
router address. CDNI RFCs do not specify how the request router
address is advertised and suggests it may be passed via a bootstrap

protocol / interface, which is currently not defined

We propose to add the request router address as a capability under
the Footprint and Capabilities interface.
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Use cases

* Footprint: The dCDN may want to have different RR addresses per
footprint. Note that a dCDN may spread across nmultiple
geographies. This nakes it easier to route client request to a
nearby RR  Though this can be achieved using a single
canoni cal nane and geo DNS, that approach has limtations, for
exanple a client may be using third party DNS resol ver, naking
it inpossible for the redirector to detect where the client is
| ocat ed.

* Scaling: The dCDN may choose to scale its RR service by
depl oying nore RRs in new | ocations and advertise themvia an
updatabl e interface |ike the FCl.

Pr oposa

Advertise request router address in an FCl capability object.

Exanpl e FCl. Request Rout er Addr ess obj ect:

{
"capabilities": |
{
"capability-type": "FCl .Request Rout er Addr ess"
"capability-value": {
"address": <endpoi nt object>
} 1
"footprints": [
<Foot print objects>
]
}
]
}

2.2. UuCDN fall back address

Open Caching requires that the uCDN should provide a fall back address
to the dCDN to be used in cases where the dCDN cannot properly handl e
the request. To avoid redirect |oops, the dCDN woul d redirect the
request back to the uCDN but to a different |ocation than the
original uCDN address, the uCDN will not redirect requests comng to
t hat ot her address.

Use cases

* Failover: A dCDN request router receives a request but has no
caches to which it can route the request to. This can happen
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in the case of failures, or tenporary network overload. In
these cases, the router may choose to redirect the request back

to the uCDN fall back address.

* Error: A cache may receive a request that it cannot properly
serve, for exanple, sone of the netadata objects for that
service were not properly acquired. |In this case the cache may

resolve to redirect back to uCDN

Pr oposa

Add a generic nmetadata object for fallback address simlar to

t he source netadat a.

Exanpl e M. Fal | backAddr ess obj ect:

{
"generic-netadata-type": "M. Fall backAddress"
"generi c- net adat a- val ue":
"sources": |
"endpoints": |
"fall back-a. servicel23. ucdn. exanpl e",
"fall back-b. servi cel23. ucdn. exanpl e"
1,
"protocol": "http/1.1"
b
{
"endpoints": ["origin.servicel23.exanple"],
"protocol": "http/1l. 1"
}
]
}
}

3. Content managenent

Open Caching uses the CDNI ClI/T [ RFC8007] as an interface for content
managenent operations. The basic operations are the ones defined in

the RFC (i.e. purge, invalidate, pre-position).

3.1. Content matching rules

RFC3007 provides neans to match on full content URL or patterns with
wi | dcards. The Open Cachi ng worki ng group proposes to add two nore

match rul e types
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3.1.1. Regul ar expresssion

Usi ng regexp one can create nore conplex rules to match on objects
for the cases of invalidation and purge.

Use cases
* Purge: Purging specific content within a specific directory
path. In sone cases w ldcard MAY be used but it can be a

constraining or overreaching variable that exposes the assets
to purge further than desired

Pr oposa
Add content.regexs to trigger specification.

Nanme: content.regexs

Descri ption: Regexs of content the CI/T Trigger Comrand
applies to.

Val ue: A JSON array of Regexs represented as JSON strings.

Mandat ory: No, but at |east one of "netadata.*", "content.*"
or "playlist.urls" MIST be present and non-enpty.

3.1.2. Playlist

Using video playlist files, one can trigger an operation that will
work on a collection of distinct nedia files in a representation that
is natural for the content provider. A playlist nmay have severa
formats, specifically HLS *. nBu8 mani fest [ RFC8216], MSS *.isnt
client manifest, and DASH XML MPD file [I SO | EC 23009- 1: 2014] .

Use cases

* Pre-position: Pre-position of content requires passing the ful
list of media files to the dCDN. Passing the nmanifest instead
is a nore natural interface for both sides as they are both
supposed to be able to properly read and understand the
mani fest files.

Pr oposa

Add playlist.urls to trigger specification.
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Nanme: playlist.urls

Description: URLs of video playlist the CI/T Trigger Conmand
applies to.

Val ue: A JSON array of Regexs represented as JSON strings.

Mandatory: No, but at |east one of "netadata.*", "content.*"
or "playlist.urls" MIST be present and non-enpty.

3.2. Ceolimts

A content operation may apply for a specific geographical region, or
need to be excluded froma specific region. |In this case, the
trigger should be applied only to parts of the network that are

i ncluded or not excluded by the geo Iimt. Note that the limt here
is on the cache location rather than client |ocation

Use cases

* Pre-position: Certain contracts allow for prepositioning or
availability of contract in all regions except for certain
excluded regions in the world, including caches. For exanple,
sone CPs content cannot ever know ngly touch servers in a
specific country, including caches. Therefore, these regions
MUST be excluded from a pre-positioning operation

* Purge: In certain cases, content nmay have been | ocated on
servers in regions where the content MJST not reside on. In
such cases a purge operation to renove content specifically
fromthat region, is required

Pr oposa

Add GEO | ocations as an option in the trigger specification
We shoul d consider where this |ocations object is defined.
Should this a part of CI/T or there can be a way we can use
nmet adat a obj ects. The generic netadata object M. Locati onAcl
has the sane syntax, though the nmeaning is different as the
limt here is on caches rather than end user |ocations.

Exanpl e of trigger specification with a geo linit:

Fi nkel man & M shra Expires May 3, 2018 [ Page 7]



Internet-Draft CDNI SVA Ext ensi ons Cct ober 2017

POST /triggers HITP/ 1.1

User - Agent: exanpl e-user-agent/0.1

Host: dcdn. exanmpl e. com

Accept: */*

Cont ent - Type: application/cdni; ptype=ci-trigger-command
Cont ent - Lengt h: 352

{
"trigger": {
"type": "preposition",
“content.urls": |
"https://ww. exanpl e. confa/ b/ c/1",
"https://ww. exanpl e. conf a/ b/ c/ 2"
]
I
"l ocations": |
"action": "allow' / "deny",
"footprints": [
"footprint-type": "countrycode",
"footprint-value": ["us"]
}
]
| }
"’dn— path": [ "AS64496: 1" ]
}

3.3. Schedul ed operations

A uCDN may wi sh to perform content managenent operation on the dCDN
with a defined |ocal tinme schedule.

Use cases

*

Pre-position: A content provider w shes to pre-populate a new
epi sode at off-peak tine so that it would be ready on caches
(for example hone caches) at prinme tinme when the episode is
rel eased for viewing. This requires an interface that directs
the dCDN when to pre-position the content; the tine frane is

| ocal time per area as the off-peak tine is also |ocalized.

Pr oposal

Add an execution tine window as an option in the trigger
speci fication.

Fi nkel man & M shra Expires May 3, 2018 [ Page 8]



Internet-Draft CDNI SVA Ext ensi ons Cct ober 2017

Exanpl e of trigger specification with a schedule linit:

POST /triggers HITP/ 1.1

User - Agent: exanpl e-user-agent/0.1

Host: dcdn. exanpl e. com

Accept: */*

Cont ent - Type: application/cdni; ptype=ci-trigger-command
Cont ent - Lengt h: 352

{
"trigger": {

"type": "preposition",

"content.urls": [
"https://ww. exanpl e. comf a/ b/ c/ 1",
"https://ww. exanpl e. conf a/ b/ c/ 2"

]
b
"time-w ndows": |
{
"time-type": "local" / "UTC',
"start": "<seconds since UN X epoch>"
"end": "<seconds since UN X epoch>"
]}
"Edn-path": [ "AS64496: 1" ]
}

3.4. Trigger extensibility

There are cases in which sonme new data has to pass in the trigger

whi ch was not thought of in advance. W propose the add a mechani sm
to the trigger spec which will be simlar to the M generic netadata,
allowing parties to easily add nore information, that can |l ater be

standardi zed i f required.

Use cases

* Purge content by acquisition time: A uCDN finds that due to
configuration mstake it has delivered wong content, in the
past two hours. The uCDN would like to instruct the dCDN to
invalidate all content that was acquired in the past two hours.
However, there is no such prinitive in the trigger
specification. |If this would be a commbn use case it may
require the addition of a new generic trigger spec object that
restrict the match to be on content which was acquired in sone

time spec.
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* Pre-position by cache type: The uCDN would like the dCDN to
pre-popul ate sone content, but only on a specific layer of the
caching network, for exanple, only on hone caches. There is
currently no such option in the interface. By using a generic
obj ect parties may define such object and inplenent it between
them and later standardize it, if required.

Pr oposa

Add trigger extensibility mechanismto the trigger
speci fication.

Exanpl e of trigger extension:

POST /triggers HITP/ 1.1

User - Agent: exanpl e-user-agent/0.1

Host: dcdn. exanpl e. com

Accept: */*

Cont ent - Type: application/cdni; ptype=ci-trigger-command
Cont ent - Lengt h: 352

{
"trigger": {
"type": "purge",
"content.patterns": [
"https://ww. exanpl e. cont *"
]
oo
"generic-trigger-spec-type": <type-nanme>,
"generic-trigger-spec-val ue":
{
<properties of this object>
}

3.5. Capabilties

The capabilities added to the triggers interface are not nmandatory to
support and are, therefore, best negotiated via the FCl.

Use cases

* Content nanagenment operations: Advertise which content
operations are supported by the dCDN. CDN defines three
operations (purge, invalidate, pre-position), but it does not
necessarily nean that all dCDNs support all of them The uCDN
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4.

may prefer to work only with dCDN that support what the uCDN
needs.

* Content napping types: Advertise which mapping types are
supported, for exanple, if adding content regexp and possibly
pl aylists, not all dCDN would support it. For playlist,
advertise which types and versions of protocols are supported,
e.g. HLS/DASH SS, DASH tenpl at es.

* Trigger spec objects: Advertise which trigger spec object are
supported, for exanple tine-w ndow, geo-limt etc.

Pr oposa

Defi ne the non-mandatory objects as generic objects, simlar to
the nmetadata generic objects, and then the FCl can declare
whi ch ones of the trigger spec objects are support ed.

Split authentication

Different CDNs and Content Providers apply different access contro
and authentication of user requests. It is not feasible for a dCDN
or | SP cache layer, to inplenment every schene a uCDN nmay have thought
of, and, unfortunately, it is not reasonable to expect that uCDNs and
CPs will nmove fromtheir current inplenentation to a new standard,
any tinme soon. |In some cases, existing inplenmentation also include
secrets under NDA; sharing themw th a third party dCDN is unlikely
to happen. Therefore, we aimto look for a solid, generic solution
that keeps the access control, authentication and authorization |ogic
in the origin/uCDN

Use cases

* URlI signing: There are nunerous nethods in which a CP signs its
URI's such that the uCDN can verify the signatures. In nost
cases, symmetric keys are being used and require sone key
exchange. Expecting the dCDN caches to inplenent every nethod
used by conmercial CDNs is problematic, and sharing of content
provi der keys is unlikely.

* Token based authentication: Sone CPs and CDNs are using token
based client / session authentication. The token is passed
either as a URI query paraneter or as a cookie. The dCDN / |SP
cannot inplenent the token validation, as it has no know edge
of the identity and validation methods used by the CP / uCDN
Al'so, if using cookies with HTTP redirect, the cookie will be
omitted after the redirect, so a solution for cookie based
aut hentication i s necessary.
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* CORS del egation: CORS may al so be a use case of split
aut henti cation, see explanation in the CORS del egation section.
Pr oposa

Split authentication is a mechanismthat |everages the fact
that video sessions are very long and chunked into very small
requests, conparing the overall session tinme and volunme. The
dCDN cache relays the authentication verification to the uCDN
by sending the uCDN a HEAD request for every new session. The
dCDN cache saves the session state for sone tine and uses it
for subsequent requests of the sanme session

As this is a general problemwhen delegating traffic between
CDNs, and in-fact, can becone a bl ocker for CDN depl oynments.
We propose to consider this concept for the general CDNl use
case, and draft it for RFC

The followi ng diagram gives a high | evel sequence view of the UR
si gni ng use case

Kek
I

H-- -

| Access
| CP web

-- -+ - - - - - + - - - - - + +----- +

ent | | dCDN | | UCDN | | CP |
I I I I I I I
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I I I I

--------- + | | |
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o B o >

| | Respond with signed URI to manifest |

o mm e e e e e e e e e e e e e e e e e e e oo - S +
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e + |
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| Master manifest <---------------------- + |
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Figure 1

5. CORS del egation

CORS (Cross Origin Resource Sharing) is a nmechani smdesigned to all ow
a resource fromdomain A to access other resources in domin B,
overriding the sane-origin policy. Wen a uCDN delegate traffic to a
dCDN (or ISP) the dCDN is required to conply with the sane CORS
server behavior the uCDN woul d have had. For exanple, if a resource
fromdonmain A is accessible for request comng froma resource donain
B, but not accessible to requests comng froma resource of domain C
the sane | ogi ¢ nmust be done by the dCDN

Though CORS can possibly be handled by sinply echoing the Oigin
header value, or *, back to the client, in some cases it is not
sufficient, and it also breaks the concept of CORS as an access
control mechanism As proper CORS handling is not possible without a
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del egati on schenme, the Open Caching working group sees it as an
essential part of inter-CDN del egation, and therefore propose to

adopt

it under CDNI and draft it for CDNI RFC.

Use cases

*

A sinmpl e use case exanple is a when resource fromOigin:

www. vi deo. exanpl e.com points to the nedia file on domain:

www. cdn. com  The uCDN i s supposed to deliver the content if
the Oigin is video.exanple.comotherwise it should be
rejected. In this case, for a request header "Oigin:

www. vi deo. exanpl e. com’ the CDN should reply with "Access-
Control -All ow- Ori gi n: www. vi deo. exanpl e.conm'. OTOH, if the
origin is ww.video.other.comthen the CDN should not allow it
by omtting the ACAO header. \When del egating the session to a
dCDN cache, it should naintain the sane behavi or.

Proposal s

There are several alternatives for the dCDN/ | SP cache to |l earn
the allowed origins for a content item

Cachi ng: Caching of CORS headers per content. |If the cache
receives a request using an origin it does not already approve
for that content, the cache sends a HEAD request to the CDN
with the client’s CORS request headers. The cache saves the
response information in a content database and uses it for
subsequent requests for the sane content.

Met adat a: the uCDN can provide the dCDN the netadata referring
the content of a specific domain. This netadata holds, for
exanple, all the information required to take CORS deci sions
at the Open Cache.

Split authentication: Using split authentication, the dCDN
cache can send the CORS headers to the uCDN in the initial
session request, the uCDN responds to the CORS request
properly, the dCDN forwards the CORS response to the client
and caches it for rest of the client session.

The followi ng diagram gives a high | evel sequence view of CCRS
del egation fromuCDN to dCDN using the CORS caching alternative.
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Fi gure 2

In the above sinplified exanple, we depict the caching alternative
for CORS sol ution.

Client 1 accesses resource A on CP donmi n exanple.com Resource A,
refers client 1 to resource B on uCDN ucdn.com W thout del egation
at this points uCDN has to resolve CORS and decide if a resource from
exanple.comis allowed to access a resource at ucdn.com However,
once delegated to dCDN, it becomes the dCDNs duty to resolve it for
the client request arrives at the dCDN cache. The dCDN sends a CORS
request to the uCDN, for resource B with origin exanple.com it then
uses the response to respond to client 1, and caches the response.
When client 2's request arrives at the dCDN, the required CORS
information is already in cache and the dCDN can serve client 2

wi thout reiterating to uCDN

For sinplicity, in this diagram we have ignored sone of the
chal | enges of CORS delegation |ike preflight requests and "null"
origin after HTTP redirect.

6. Logging

This section outlines creation of service delivery |logs at the dCDN
(ISP) and transnittal of the logs by the dCDN to the uCDN. The key
notivation for |ogging outlined below as conpared to CDNI Loggi ng
Interface [RFC7937] is the ability for dCDN and uCDN to negotiate and
agree on a log transport nechani sm

The | oggi ng nechani sm provides the flexibility for CDONs to | everage
common transport nechani smin-use already. Second, the open caching
wor ki ng group has sel ected Squid based file format given its wide
usage within the CDN environnents for access and cache | ogs, result
codes and error messages. As an exanple, the result codes in squid
return both the status code returned by downstream as well as result
code indicator such as HT, MSS, REFRESH H T, etc. Between the two
statuses, it is easier to discern the delivery status. As an
exanple, if the request was forbidden by the origin, the status field
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will likely be MSS/403 or if it is a cache error response, it wll
be HI T/503. So, leveraging the Squid log already in use within the
CDN envi ronnment and, equally inportant, the ability for CDNs to
negotiate and agree on a file transport nechani sns, were the key
nmotivations for open caching. These are therefore proposed as
conpl enentary extensions to the CDNI Logging Interface [ RFC7937].

The sub-sections bel ow expl ain extensions to the Footprint and
Capabi lities [ RFC8008] and Metadata Interface [ RFC8006]. The
specific extension includes FCI announcenent of supported log file
transport types by dCDN and netadata response by uCDN to provision
one or nore log file types fromthe list sent by the dCDN

Use cases

* Transport: Delivery logs are to be supplied by the dCDN to the
UCDN via a transport nmechani sm of choice, supported by both
dCDN and uCDN

* Record format: Log record format is advertised by the dCDN and
interpreted correctly by the uCDN. The dCDN in this case shal
announce to uCDN one or nore transport format that it supports.
The uCDN, in turn, will select one format fromthe potential
candi dates and set up a provisioning process.

* Log destination: The uCDN configures a |l og receiving system
tied to a specific delivery service it has del egated to a dCDN
The uCDN will provision |og destination at its end where it
will route the returned | ogs by delivery service associ ated
with the log file.

The di agram below illustrates the use cases:
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Delivery Service A (VOD) Delivery Service C RR Logs
Delivery Service B (Live) (Li near)

e e e e e e e e + e e e e e oo - + e e e e e oo - +
I I | I
| Log Destination 1(VOD)| | Log Destination 2| | Log Destination 3|
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I (. (. I
s Neme oo - + Fomm e e e o - [AYSp—— + Fomm e e e o - [AYSp—— +

I I I

I I I

oo e e e e e e e e e e e e e e e e e eeee—o - +
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[ [ [ | Controller [ [
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| | | oo REEEE 4ot |
[ Ho - - - - - -+ [ [ N [ +
| | | N | Request |
| | B | | ] | Router |
| | | | | A | |
oo + | | | | | R +
R + Cache | | | Cache
| | oo |
TS + Fom e e +
Fi gure 3
Pr oposa

Delivery logs are created and then transferred from !l og producing
entities at the dCDN premi ses (mainly caches and Request Router) to

| og destinations at the uCDN premi ses. The dCDN nmay of fl oad | ogs
fromthese entities to logging at the dCDN prenmises to facilitate |og
transfers, or, logs may be transferred directly fromlog producing
entities to uCDN

Various transport mechanisnms may suit the use case of transferring
| og data, for exanple SFTP, HTTP upl oad, Kafka, Logstash or other
met hods as per the agreenment between a dCDN and a uCDN

In conpliance with the CDNI Footprint and Capabilities Interface, and

therefore, as per the above use cases, the dCDN is responsible to
advertise supported Logging "record-types”, as well as Logging
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"fields" which are marked as optional for the s pecified "record-
types" as defined by the CDNI "Loggi ng Capability Cbject".

The CDNI Logging Capability Cbject is extended to contain additiona
properties that hold information on record format, such as fields
that shoul d be obfuscated by the dCDN. Note that the uCDN can
further control field obfuscation when configuring a |ogging

i ntegration.

During provisioning process the dCDN may reject configuration if a
sel ected record format is not available for a selected Log
I ntegration Type.

6.1. FC extension for Logging

This is a proposal of a Logging Capability object that extends the
CDNI " FCl . Loggi ng" obj ect.

The followi ng shows an exanpl e of Logging Capability object
serialization, for a dCDN that supports the optional fields

"host name” and "cache-key", for the "oc_http_request_v1" record type.
The "client-address” field is hashed.

In this exanple, the logging integration types that are supported are
naned "kaf ka" and "I ogstash”
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"capabilities": [

"capability-type": "FCl.Loggi ng"
"capability-value": {
"transport-types": [
"kaf ka",
"l ogst ash"

]

ecord-type": "oc_http request vi1",
"fields": [

"host nane",

"cache- key"

]

hash-fi el ds":
"client-address”

]

ootprints": [
<f oot pri nt - obj ect s>

}

]
}
]
}

6.2. Metadata Interface extension for Logging

This is a proposal of Logging Metadata and Transport Metadata objects
that conply with the CDNI "Service Metadata" interface

6.2.1. Logging Configuration object
The followi ng shows an exanpl e of Loggi ng Configuration M. Logging

Met adat a obj ect serialization, for a logging integration that
i ncludes the optional field "hostnane" in the |og record.
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{
"nmetadata": |
{
"generic-netadata-type": "M. Loggi ng"
"generi c- net adat a-val ue": {
"include-fields": [
"host name”
]
},
"footprints": |
<f oot pri nt - obj ect s>
]
}
]
}

6.2.2. Transport Configuration object

An initial set of logging transport types and their respective
configuration objects should be defined. Mre types can be added in
the future as needed. The followi ng shows an exanpl e of Transport
Configuration M. Loggi ngTransport Metadata object serialization, for
a "kafka" logging integration type.

{
"nmet adata": |
{
"generic-netadata-type": "M. Loggi ngTransport",
"generic- net adat a-val ue": {
Iltypell: [
"kaf ka",
]l
"config":
<kaf ka-i nt egrati on-confi g- obj ect >
]
}, _
"footprints": [
<f oot pri nt - obj ect s>
]
}
]
}
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7. | ANA Consi derati ons
7.1. CDN Payl oad Types

Thi s docunent requests the registration of the following CONI Payl oad
Types under the | ANA CDNI Payl oad Type registry [ RFC7736]:

Fo e e e e e e eam o B +
| Payl oad Type | Specification |
o e e e e e e e oo Fom e e e oo +
| FCl.Request Rout er Address | RFCthis |
| M. Fall backAddress | RFCthis |
| M. Logging | RFCthis [
| M. Loggi ngTransport | RFCthis |
o e e e e e e e e e e e e o +

[RFC Editor: Please replace RFCthis with the published RFC nunber for
thi s docunent.]

7.1.1. CDNI FC Request Rout er Address Payl oad Type
Pur pose: The purpose of this payload type is to distinguish
Request Rout er Address FCl objects (and any associ ated capability
adverti senment)
Interface: FCl
Encodi ng: see Section 2.1

7.1.2. CDNI M FallbackAddress Payl oad Type
Pur pose: The purpose of this payload type is to distinguish
Fal | backAddress M objects (and any associ ated capability
adverti senent)
Interface: M/FC
Encodi ng: see Section 2.2

7.1.3. CDNI M Logging Payl oad Type

Pur pose: The purpose of this payload type is to distinguish Logging
M objects (and any associated capability adverti sement)

Interface: M/ FC

Encodi ng: see Section 6.2.1
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7.

10.

11.

11.

1.4. CDNI M LoggingTransport Payl oad Type

Pur pose: The purpose of this payload type is to distinguish
Loggi ngTransport M objects (and any associ ated capability
adverti senent)

Interface: M/FC
Encodi ng: see Section 6.2.2
Security Considerations
TBD.
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