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Abstract

Thi s docunent describes a nmethod for protecting group conmunication
over the Constrained Application Protocol (CoAP). The proposed
approach relies on Object Security for Constrained RESTful

Envi ronments (OSCORE) and the CBOR bject Signing and Encryption
(CCSE) format. Al security requirenents fulfilled by OSCORE are
mai ntai ned for nulticast OSCORE request nessages and rel ated OSCORE
response nessages. Source authentication of all nessages exchanged
within the group is ensured, by neans of digital signatures produced
t hrough private keys of sender devices and enbedded in the protected
CoAP nessages.
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1. Introduction

The Constrained Application Protocol (CoAP) [RFC7252] is a web
transfer protocol specifically designed for constrained devices and
net wor ks [ RFC7228] .

G oup communi cati on for CoAP [ RFC7390] addresses use cases where

depl oyed devices benefit froma group comruni cati on nodel, for
exanple to reduce | atencies and i nprove performance. Use cases
include lighting control, integrated building control, software and
firmvare updates, paraneter and configuration updates, conmm ssioning
of constrained networks, and energency nulticast (see Appendix A).
Furthernmore, [RFC7390] recogni zes the inportance to introduce a
secure node for CoAP group comuni cation. This specification defines
such a node

bj ect Security for Constrained RESTful Environnments

(OSCORE)[I-D.i etf-core-object-security] describes a security protoco
based on the exchange of protected CoAP nmessages. OSCORE buil ds on
CBOR Obj ect Signing and Encryption (COSE) [ RFC8152] and provi des end-
to-end encryption, integrity, and replay protection between a sending
endpoi nt and a receiving endpoint across internediary nodes. To this
end, a CoAP nessage is protected by including payload (if any),
certain options, and header fields in a COSE object, which finally
repl aces the authenticated and encrypted fields in the protected
nmessage

Thi s docunment describes nulticast OSCORE, providing end-to-end
security of CoAP nessages exchanged between nmenbers of a nulticast
group. In particular, the described approach defines how OSCORE
shoul d be used in a group communi cation context, while fulfilling the
same security requirenments. That is, end-to-end security is assured
for multicast CoAP requests sent by nulticaster nodes to the group
and for rel ated CoAP responses sent as reply by nmultiple listener
nodes. Muilticast OSCORE provides source authentication of all CoAP
messages exchanged within the group, by neans of digital signatures
produced through private keys of sender devices and enbedded in the
protected CoAP nessages. As in OSCORE, it is still possible to
simul taneously rely on DTLS to protect hop-by-hop comunication
between a nulticaster node and a proxy (and vice versa), and between
a proxy and a listener node (and vice versa).

1.1. Termnol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
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14 [ RFC2119] [ RFC8174] when, and only when, they appear in all
capitals, as shown here

Readers are expected to be famliar with the terns and concepts
described in CoAP [ RFC7252]; group comuni cation for CoAP [ RFC7390];
CCSE and counter signatures [RFC8152].

Readers are al so expected to be fanmiliar with the ternms and concepts
for protection and processi ng of CoAP messages through OSCORE, such
as "Security Context", "Master Secret" and "Master Salt", defined in
[I-D.ietf-core-object-security].

Ter mi nol ogy for constrained environnents, such as "constrained
devi ce", "constrained-node network", is defined in [ RFC7228].

This docunent refers also to the follow ng termn nol ogy.

0 Keying material: data that is necessary to establish and maintain
secure comuni cati on anong menber of a multicast group. This
i ncludes, for instance, keys and |Vs [ RFC4949].

0 Goup Manager (GW: entity responsible for creating a nulticast
group, establishing and provisioning Security Contexts anong
aut hori zed group nmenbers, as well as managi ng the joining of new
group nenbers and the | eaving of current group nmenbers. A GM can
be responsible for multiple nulticast groups. Besides, a GMis
not required to be an actual group nenber and to take part in the
group comuni cation. The GMis also responsible for renew ng/
updating Security Contexts and rel ated keying naterial in the
mul ti cast groups of its conpetence. Each endpoint in a multicast
group securely comunicates with the respective GM

o Milticaster: menber of a multicast group that sends multicast CoAP
messages intended for all nmenbers of the group. In a 1-to-N
mul ticast group, only a single nulticaster transmits data to the
group; in an Mto-N nulticast group (where Mand N do not
necessarily have the sane value), M group nmenbers are
mul ticasters. According to [ RFC7390], any possible proxy entity
i s supposed to know about the nulticasters in the group and to not
perform aggregati on of response nessages. Also, every nulticaster
expects and is able to handle nultiple response nessages
associated to a given nulticast request nessage that it has
previously sent to the group

0o Listener: nmenmber of a multicast group that receives multicast CoAP

messages when listening to the nulticast | P address associated to
the multicast group. A listener nmay reply back, by sending a
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response nessage to the nulticaster which has sent the nulticast
nmessage

Pure |istener: nenber of a nulticast group that is configured as
listener and never replies back to nmulticasters after receiving
mul ti cast nmessages.

Endpoint ID: identifier assigned by the G oup Manager to an
endpoi nt upon joining the group as a new nenber, unless configured
exclusively as pure listener. The G oup Manager generates and
manages Endpoint IDs in order to ensure their uniqueness within a
same multicast group. That is, within a single nulticast group

t he same Endpoint 1D cannot be associated to nore endpoints at the
same tinme. Endpoint IDs are not necessarily related to any
protocol -rel evant identifiers, such as |P addresses.

Group request: nulticast CoAP request nessage sent by a
nmul ticaster in the group to all listeners in the group through
mul ticast I P, unless otherw se specified.

Source authentication: evidence that a received nessage in the
group originated froma specifically identified group nmenber.
This al so provides assurances that the nessage was not tanpered
with either by a different group nmenber or by a non-group nenber.

Assunptions and Security Objectives

This section presents a set of assunptions and security objectives
for the approach described in this docunent.

2. 1.

Assunpt i ons

The foll owi ng assunptions are assuned to be al ready addressed and are
out of the scope of this docunent.

(0]

Mul ti cast comuni cation topol ogy: this docunent considers both
1-to-N (one multicaster and multiple Iisteners) and Mto-N
(multiple nmulticasters and multiple Iisteners) conmunication
topol ogi es. The 1-to-N conmuni cation topology is the sinplest
group comuni cation scenario that would serve the needs of a
typical |ow power and | ossy network (LLN). For instance, in a

typical lighting control use case, a single switch is the only
entity responsible for sending commands to a group of l|ighting
devices. In nore advanced |lighting control use cases, a Mto-N

communi cati on topol ogy would be required, for instance in case
mul tiple sensors (presence or day-light) are responsible to
trigger events to a group of |ighting devices.
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o Milticast group size: security solutions for group conmunication
shoul d be able to adequately support different, possibly |arge,
group sizes. Goup size is the conbination of the nunber of
mul ticasters and listeners in a nmulticast group, with possible
overlap (i.e. a nmulticaster may al so be a listener at the sane
time). In the use cases nentioned in this docunment, the nunber of
mul ticasters (normally the controlling devices) is expected to be
much small er than the nunber of listeners (i.e. the controlled
devices). A security solution for group conmuni cation that
supports 1 to 50 nulticasters would be able to properly cover the
group sizes required for nost use cases that are relevant for this
docunent. The total number of group nmenbers is expected to be in
the range of 2 to 100 devices. Goups larger than that should be
divided into snaller independent nulticast groups, e.g. by
grouping lights in a building on a per floor basis.

o0 Establishnent and nmanagenent of Security Contexts: a Security
Cont ext must be established anong the group nenbers by the G oup
Manager whi ch manages the nulticast group. A secure nechani sm
must be used to generate, revoke and (re-)distribute keying
material, nmulticast security policies and security paranmeters in
the nmulticast group. The actual establishnent and nmanagenent of
the Security Context is out of the scope of this docunent, and it
is anticipated that an activity in | ETF dedicated to the design of
a generic key managenent schenme will include this feature,
preferably based on [ RFC3740] [ RFC4046] [ RFC4535] .

0o Milticast data security ciphersuite: all group nenbers MJST agree
on a ciphersuite to provide authenticity, integrity and
confidentiality of messages in the nulticast group. The
ciphersuite is specified as part of the Security Context.

0 Backward security: a new device joining the nmulticast group should
not have access to any old Security Contexts used before its
joining. This ensures that a new group nenber is not able to
decrypt confidential data sent before it has joined the group
The adopted key managenent scheme shoul d ensure that the Security
Context is updated to ensure backward confidentiality. The actua
mechani smto update the Security Context and renew the group
keying material upon a group nenber’s joining has to be defined as
part of the group key managenent schene.

0 Forward security: entities that |eave the multicast group should
not have access to any future Security Contexts or nessage
exchanged within the group after their leaving. This ensures that
a fornmer group nenber is not able to decrypt confidential data
sent within the group anynore. Also, it ensures that a forner
menber is not able to send encrypted and/or integrity protected
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nmessages to the group anynore. The actual mechanismto update the
Security Context and renew the group keying material upon a group
menber’s | eaving has to be defined as part of the group key
managenent schene.

2.2. Security Objectives

The approach described in this docunent ains at fulfilling the
followi ng security objectives:

o Data replay protection: replayed group request nessages or
response nessages MJST be detect ed.

0 Goup-level data confidentiality: messages sent within the
mul ticast group SHALL be encrypted if privacy sensitive data is
exchanged within the group. |In fact, sone control commands and/ or
associ at ed responses coul d pose unforeseen security and privacy
risks to the systemusers, when sent as plaintext. This docunent
consi ders group-level data confidentiality since messages are
encrypted at a group level, i.e. in such a way that they can be
decrypted by any nenber of the multicast group, but not by an
external adversary or other external entities.

0 Source authentication: nessages sent within the nulticast group
SHALL be authenticated. That is, it is essential to ensure that a
message is originated by a nmenber of the group in the first place
(group authentication), and in particular by a specific nenber of
the group (source authentication).

0 Message integrity: nessages sent within the nulticast group SHALL
be integrity protected. That is, it is essential to ensure that a
message has not been tanpered with by an external adversary or
other external entities which are not group menbers.

0 Message ordering: it MJST be possible to determ ne the ordering of
nmessages conming froma single sender endpoint. |In accordance with
OSCORE [I-D.ietf-core-object-security], this results in providing
rel ati ve freshness of group requests and absol ute freshness of
responses. It is not required to determ ne ordering of nessages
fromdifferent sender endpoints.

3. OSCORE Security Context
To support nulticast comuni cation secured with OSCORE, each endpoi nt
regi stered as nmenber of a nulticast group maintains a Security

Context as defined in Section 3 of [I-D.ietf-core-object-security].
In particular, each endpoint in a group stores:
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1. one Common Context, received fromthe G oup Manager upon joining
the multicast group and shared by all the endpoints in the group
Al'l the endpoints in the group agree on the same COSE AEAD
algorithm 1In addition to what is defined in Section 3 of
[I-D.ietf-core-object-security], the Common Context includes the
follow ng information.

* Goup ldentifier (Gd). Variable length byte string
identifying the Security Context and used as Master Salt
paraneter in the derivation of keying material. The Gd is
used together with the nulticast | P address of the group to
retrieve the Security Context, upon receiving a secure
mul ticast request nessage (see Section 5.2). The Gd
associated to a nmulticast group is determ ned by the
responsi bl e G oup Manager. The choice of the Gd for a given
group’s Security Context is application specific. However, a
G d MJST be random as well as |ong enough, in order to achieve
a negligible probability of collisions between G oup
Identifiers fromdifferent Goup Managers. It is the role of
the application to specify how to handl e possible collisions.
An exanpl e of specific formatting of the Goup Identifier that
woul d follow this specification is given in Appendix B

*  Counter signature algorithm Value identifying the algorithm
used for source authenticating nmessages sent within the group
by means of a counter signature (see Section 4.5 of
[ RFC8152]). Its value is imutable once the Security Context
is established. Al the endpoints in the group agree on the
same counter signature algorithm The G oup Manager MJUST
define a list of supported signature algorithns as part of the
group communi cation policy. Such a list MJST include the
EdDSA si gnature al gorithm ed25519 [ RFC8032].

2. one Sender Context, unless the endpoint is configured exclusively
as pure listener. The Sender Context is used to secure outgoing
nmessages and is initialized according to Section 3 of
[I-D.ietf-core-object-security], once the endpoint has joined the
mul ticast group. |In practice, the sender endpoint shares the
same symmetric keying material stored in the Sender Context wth
all the recipient endpoints receiving its outgoi ng OSCORE
messages. The Sender ID in the Sender Context coincides with the
Endpoi nt 1D received upon joining the group. It is
responsibility of the G oup Manager to assign Endpoint IDs to new
j oi ning endpoints in such a way that uniquess is ensured within
the multicast group. Besides, in addition to what is defined in
[I-D.ietf-core-object-security], the Sender Context stores al so
the endpoint’s public-private key pair.
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3. one Recipient Context for each distinct endpoint from which
messages are received, used to process such incom ng secure
messages. The endpoint creates a new Reci pi ent Context upon
recei ving an incom ng nessage from another endpoint in the group
for the first tine. |In practice, the recipient endpoint shares
the symmetric keying material stored in the Recipient Context
with the associated other endpoint from which secure nessages are
received. Besides, in addition to what is defined in
[I-D.ietf-core-object-security], each Recipient Context stores
al so the public key of the associated other endpoint from which
secure nmessages are received

Upon receiving a secure CoAP nessage, a recipient endpoint relies on
the sender endpoint’s public key, in order to verify the counter
si gnature conveyed in the COSE bject.

If not already stored in the Recipient Context associated to the
sender endpoint, the recipient endpoint retrieves the public key from
a trusted key repository. In such a case, the correct binding

bet ween the sender endpoint and the retrieved public key MJIST be
assured, for instance by neans of public key certificates.

It is RECOWENDED that the Group Manager acts as trusted key
repository, and hence is configured to store public keys of group
nmenbers and provide themto other nmenbers of the sane group upon
request. Possible approaches to provision public keys upon joining
the group and to retrieve public keys of group nmenbers are di scussed
i n Appendi x C. 2.

The Sender Key/|V stored in the Sender Context and the Reci pi ent
Keys/IVs stored in the Recipient Contexts are derived according to
the sane schene defined in Section 3.2 of
[I-D.ietf-core-object-security].

3.1. Managenent of G oup Keying Material

The approach described in this specification should take into account
the risk of conprom se of group nenbers. Such a risk is reduced when
mul ti cast groups are deployed in physically secured | ocations, like
lighting inside office buildings. Nevertheless, the adoption of key
managenent schenes for secure revocati on and renewal of Security
Contexts and group keying material should be considered.

Consistently with the security assunptions in Section 2, it is
RECOMVENDED t o adopt a group key managenent schene, and securely
distribute a new value for the Master Secret paranmeter of the group’s
Security Context, before a new joining endpoint is added to the group
or after a currently present endpoint |eaves the group. This is
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necessary in order to preserve backward security and forward security
in the nulticast group. The G oup Manager responsible for the group
is entrusted with such a task

In particular, the Goup Manager MJST distribute also a new G oup
Identifier (Gd) for that group, together with a new value for the
Mast er Secret paraneter. An exanple of how this can be done is
provided in Appendix B. Then, each group menber re-derives the
keying material stored in its own Sender Context and Reci pient
Contexts as described in Section 3, using the updated G oup

I dentifier.

Especially in dynam c, large-scale, nmulticast groups where endpoints
can join and leave at any time, it is inportant that the considered
group key managenent schenme is efficient and highly scalable with the
group size, in order to limt the inpact on performance due to the
Security Context and keying material update.

4. The COSE (bj ect

When creating a protected CoAP nessage, an endpoint in the group
conmput es the COSE object using the untagged COSE EncryptO structure

[ RFC8152] as defined in Section 5 of [I-D.ietf-core-object-security],
with the follow ng nodifications.

o The value of the "kid" paraneter in the "unprotected" field of
responses SHALL be set to the Sender ID of the endpoint
transmitting the group nessage.

0 The "unprotected" field of the "Headers" field SHALL additionally
i nclude the followi ng parameters

* gid: its value is set to the Goup lIdentifier (Gd) of the
group’s Security Context. This paraneter NMAY be onmitted if the
message i s a CoAP response.

* countersign : its value is set to the counter signature of the
COSE obj ect (Appendi x C. 3.3 of [RFC8152]), conputed by the
endpoi nt by nmeans of its own private key as described in
Section 4.5 of [RFC8152].

In particular, "gid" is included as COSE header paraneter as defined
in Figure 1.
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e oo - R T T +
| name | label | value type | value registry | description |
Homm - - Fom e - Fom e e o S B +
| gid | TBD | bstr [ | ldentifies the [
I I I I | OSCORE group I
| | | | | Security Context |
e oo - - S N T ——_ +

Figure 1: Additional common header paraneter for the COSE object

0 The Additional Authenticated Data (AAD) considered to conpute the
CCSE object is extended, in order to include also the Goup
Identifier (Gd) of the Security Context used to protect the

request message. In particular, the "external _aad" in Section 5.3
of [I-D.ietf-core-object-security] SHALL include also gid as
fol | ows:

external _aad = |
version : uint,
alg : int,
request _kid : bstr,
request _piv : bstr,
gid : bstr,
options : bstr

0 The OSCORE conpression defined in Section 8 of
[I-D.ietf-core-object-security] is used, with the foll ow ng
additions for the encoding of the object-security option.

* The fourth least significant bit of the first byte of the
obj ect-security option value SHALL be set to 1, to indicate the
presence of the "kid" parameter for both nulticast requests and
responses.

* The fifth least significant bit of the first byte MJIST be set
to 1 for multicast requests, to indicate the presence of the
Context Hint in the OSCORE payl oad. The Context Hint flag MAY
be set to 1 for responses.

* The sixth least significant bit of the first byte is set to 1
if the "countersign" paraneter is present, or to O otherw se
In order to ensure source authentication of group nessages as
described in this specification, this bit SHALL be set to 1.

* The Context Hint value encodes the Goup ldentifier value (G d)
of the group’s Security Context.

Tiloca, et al. Expires April 30, 2018 [ Page 11]



Internet-Draft Secure group conmuni cation for CoAP Cct ober 2017

* The following q bytes (g given by the counter signature
al gorithm specified in the Security Context) encode the val ue
of the "countersign" paranmeter including the counter signature
of the COSE object.

*  The remaining bytes in the Object-Security val ue encode the
val ue of the "kid" paranmeter, which is always present both in
mul ticast requests and in responses.

01234567 <----------- n bytes ----------- > <-- 1 byte -->
T o o . +
[0 O]1]h|1] n | Partial IV (if any) | s (if any) |
R e e ok Tk ok I L LR L E T T . +
<------ S bytes ------ > K--------- g bytes --------- >
----------------------- e T I g

Gd (if any) | count ersign kid |
----------------------- S T et

Figure 2: (Object-Security Val ue
5. Message Processing

Each nulticast request nessage and response nessage is protected and
processed as specified in [I-D.ietf-core-object-security], with the
nmodi fi cations described in the foll owi ng sections.

Furt hernore, endpoints in the nulticast group locally performerror
handl i ng and processing of invalid nmessages according to the sanme
principles adopted in [I-D.ietf-core-object-security]. However, a
recei ver endpoi nt MJST stop processing and silently reject any
message which is mal forned and does not follow the format specified
in Section 4, without sending back any error nessage. This prevents
Iistener endpoints fromsending nultiple error nmessages to a

mul ti caster endpoint, so avoiding the risk of flooding the nulticast

group.
5.1. Protecting the Request

A multicaster endpoint transnmits a secure nulticast request nessage
as described in Section 7.1 of [I-D.ietf-core-object-security], with
the follow ng nodifications.

1. The nulticaster endpoint stores the association Token - G oup
Identifier. That is, it SHALL be able to find the correct
Security Context used to protect the nulticast request and verify
the response(s) by using the CoAP Token used in the nessage
exchange.
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2. The multicaster conputes the COSE object as defined in Section 4
of this specification

5.2. Verifying the Request

Upon receiving a secure multicast request nessage, a listener
endpoi nt proceeds as described in Section 7.2 of
[I-D.ietf-core-object-security], with the follow ng nodifications.

1. The listener endpoint retrieves the Goup lIdentifier fromthe
"gid" paraneter of the received COSE object. Then, it uses the
Goup ldentifier together with the destination |IP address of the
mul ticast request nessage to identify the correct group’s
Security Context.

2. The listener endpoint retrieves the Sender ID fromthe "kid"
paraneter of the received COSE object. Then, the Sender IDis
used to retrieve the correct Recipient Context associated to the
mul ti caster endpoint and used to process the request nessage.
When receiving a secure nulticast CoAP request nessage fromthat
mul ticaster endpoint for the first time, the listener endpoint
creates a new Recipient Context, initializes it according to
Section 3 of [I-D.ietf-core-object-security], and includes the
mul ti caster endpoint’s public key.

3. The listener endpoint retrieves the correspondi ng public key of
the multicaster endpoint fromthe associ ated Reci pi ent Context.
Then, it verifies the counter signature and decrypts the request
nessage

5.3. Protecting the Response
A listener endpoint that has received a nulticast request nessage may
reply with a secure response nessage, which is protected as descri bed
in Section 7.3 of [I-D.ietf-core-object-security], with the follow ng
nodi fi cati ons.

1. The listener endpoint conputes the COSE object as defined in
Section 4 of this specification.

5.4. Verifying the Response
Upon receiving a secure response nessage, a nulticaster endpoint
proceeds as described in Section 7.4 of

[I-D.ietf-core-object-security], with the follow ng nodifications.

1. The nulticaster endpoint retrieves the Security Context by using
the Token of the received response nessage.
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2. The multicaster endpoint retrieves the Sender ID fromthe "kid"
paraneter of the received COSE object. Then, the Sender IDis
used to retrieve the correct Recipient Context associated to the
I i stener endpoint and used to process the response nessage. Wen
receiving a secure CoAP response nessage fromthat |istener
endpoint for the first time, the nmulticaster endpoint creates a
new Reci pient Context, initializes it according to Section 3 of
[I-D.ietf-core-object-security], and includes the listener
endpoi nt’ s public key.

3. The multicaster endpoint retrieves the correspondi ng public key
of the listener endpoint fromthe associated Recipient Context.
Then, it verifies the counter signature and decrypts the response
nessage

The mappi ng bet ween response nessages fromlistener endpoints and the
associ ated nulticast request nessage froma nulticaster endpoint
relies on the 3-tuple (Goup ID, Sender ID, Partial 1V) associated to
the secure nulticast request nessage. This is used by listener
endpoints as part of the Additional Authenticated Data when
protecting their own response nessage, as described in Section 4.

6. Synchronization of Sequence Nunbers

Upon joining the multicast group, new listeners are not aware of the
sequence nunmber values currently used by different nulticasters to
transmt mnulticast request nmessages. This means that, when such
|isteners receive a secure nmulticast request froma given nulticaster
for the first tine, they are not able to verify if that request is
fresh and has not been replayed. The sane applies when a |istener
endpoi nt | oses synchroni zati on wi th sequence nunmbers of nulticasters,
for instance after a device reboot.

The exact way to address this issue depends on the specific use case
and its synchronization requirenents. The G oup Manager should
define al so how to handl e synchroni zati on of sequence nunbers, as
part of the policies enforced in the nulticast group. In particular
the Group Manager can suggest to single specific listener endpoints
how t hey can exceptionally behave in order to synchronize with
sequence nunbers of nulticasters. Appendix D describes three
possi bl e approaches that can be consi dered.

7. Security Considerations
The sane security considerations from OSCORE (Section 11 of
[I-D.ietf-core-object-security]) apply to this specification

Addi tional security aspects to be taken into account are discussed
bel ow.
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7.

10.

10.

Ti

1. Goup-level Security

The approach described in this docunent relies on comonly shared
group keying naterial to protect comrunication within a nulticast
group. This neans that nessages are encrypted at a group | eve
(group-level data confidentiality), i.e. they can be decrypted by any
menber of the multicast group, but not by an external adversary or
other external entities.

In addition, it is required that all group nenbers are trusted, i.e.
they do not forward the content of group nessages to unauthorized
entities. However, in many use cases, the devices in the nulticast
group belong to a common authority and are configured by a

comm ssioner. For instance, in a professional lighting scenario, the
roles of nmulticaster and |listener are configured by the lighting
conmi ssi oner, and devices strictly follow those roles.

I ANA Consi derations
TBD. Header parameter 'gid'.
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Appendi x A.  List of Use Cases

Group Conmuni cation for CoAP [ RFC7390] provides the necessary
background for nulticast-based CoAP comruni cation, with particul ar
reference to | ow power and | ossy networks (LLNs) and resource
constrai ned environnents. The interested reader is encouraged to
first read [ RFC7390] to understand the non-security related details.
This section discusses a nunber of use cases that benefit from secure
group comuni cation. Specific security requirenents for these use
cases are discussed in Section 2.
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o Lighting control: consider a building equipped with |IP-connected
Iighting devices, switches, and border routers. The devices are
organi zed into groups according to their physical location in the
building. For instance, lighting devices and switches in a room
or corridor can be configured as nenbers of a single nulticast
group. Switches are then used to control the lighting devices by
sendi ng on/of f/di mm ng comuands to all lighting devices in a
group, while border routers connected to an | P network backbone
(which is also nulticast-enabled) can be used to interconnect
routers in the building. Consequently, this would al so enabl e
| ogi cal multicast groups to be formed even if devices in the
lighting group may be physically in different subnets (e.g. on
wired and wireless networks). Connectivity between |igthing
devices may be realized, for instance, by nmeans of |Pv6 and
(border) routers supporting 6LOWPAN [ RFC4944] [ RFC6282]. G oup
conmuni cati on enabl es synchronous operation of a group of
connected lights, ensuring that the light preset (e.g. dinmmng
| evel or color) of a large group of lum naires are changed at the
sane perceived time. This is especially useful for providing a
vi sual synchronicity of light effects to the user. Devices may
reply back to the switches that issue on/off/di nmng commands, in
order to report about the execution of the requested operation
(e.g. OK, failure, error) and their current operational status.

0 Integrated building control: enabling Building Automati on and
Control Systems (BACSs) to control multiple heating, ventilation
and air-conditioning units to pre-defined presets. Controlled
units can be organized into nulticast groups in order to reflect
their physical position in the building, e.g. devices in the sane
room can be configured as nmenbers of a single nulticast group
Furthermore, controlled units are expected to possibly reply back
to the BACS issuing control commands, in order to report about the
execution of the requested operation (e.g. OK failure, error)
and their current operational status.

o Software and firmmare updates: software and firnware updates often
conprise quite a large anount of data. This can overload a LLN
that is otherwise typically used to deal with only small anounts
of data, on an infrequent base. Rather than sending software and
firmvare updates as uni cast nessages to each individual device,
mul ticasting such updated data to a |arger group of devices at
once displays a nunber of benefits. For instance, it can
significantly reduce the network | oad and decrease the overal
time latency for propagating this data to all devices. Even if
the conpl ete whol e update process itself is secured, securing the
i ndi vi dual nessages is inportant, in case updates consist of
relatively large anounts of data. |In fact, checking individua
recei ved data pieceneal for tanpering avoids that devices store
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| arge anpbunts of partially corrupted data and that they detect
tanpering hereof only after all data has been received. Devices
receiving software and firmvare updates are expected to possibly
reply back, in order to provide a feedback about the execution of
the update operation (e.g. OK, failure, error) and their current
operational status.

o Parameter and configuration update: by means of nulticast
communi cation, it is possible to update the settings of a group of
simlar devices, both sinultaneously and efficiently. Possible
paraneters are related, for instance, to network | oad nanagenent
or network access controls. Devices receiving paraneter and
configuration updates are expected to possibly reply back, to
provi de a feedback about the execution of the update operation
(e.g. OK, failure, error) and their current operational status.

0 Conmmissioning of LLNs systens: a conmi ssioning device is
responsi ble for querying all devices in the local network or a
sel ected subset of them in order to discover their presence, and
be aware of their capabilities, default configuration, and
operating conditions. Queried devices displaying simlarities in
their capabilities and features, or sharing a commopn physica
| ocation can be configured as nenbers of a single nulticast group
Queried devices are expected to reply back to the commi ssi oni ng
device, in order to notify their presence, and provide the
requested information and their current operational status.

0 Energency nulticast: a particular energency related information
(e.g. natural disaster) is generated and nulticast by an energency
notifier, and relayed to nultiple devices. The latters may reply
back to the emergency notifier, in order to provide their feedback
and local information related to the ongoi ng energency.

Appendi x B. Exanple of Goup ldentifier Fornat

This section provides an exanple of howthe Goup Identifier (G d)
can be specifically formatted. That is, the Gd can be conposed of
two parts, nanely a Group Prefix and a G oup Epoch.

The Group Prefix is uniquely defined in the set of all the nulticast
groups associated to the sane Group Manager. The choice of the G oup
Prefix for a given group’s Security Context is application specific.
G oup Prefixes are randomas well as |long enough, in order to achieve
a negligible probability of collisions between Goup Identifiers from
di fferent G oup Managers.

The Group Epoch is set to O upon the group’s initialization, and is
incremented by 1 upon conpleting each renewal of the Security Context
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and keying material in the group (see Section 3.1). |In particular
once a new Master Secret has been distributed to the group, all the
group nenbers increnent by 1 the G oup Epoch in the Goup lIdentifier
of that group (see Section 3).

Appendi x C. Set-up of New Endpoints

An endpoint joins a multicast group by explicitly interacting with
the responsi ble G oup Manager. All conmmunicati ons between a joining
endpoi nt and the Group Manager rely on the CoAP protocol and MJUST be
secured. Specific details on how to secure conmuni cati ons between

j oi ni ng endpoints and a Group Manager are out of the scope of this
speci fication.

In order to receive nmulticast nmessages sent to the group, a joining
endpoint has to register with a network router device

[ RFC3376] [ RFC3810], signaling its intent to receive packets sent to
the multicast |IP address of that group. As a particular case, the
G oup Manager can also act as such a network router device. Upon
joining the group, endpoints are not required to know how many and
what endpoints are active in the sane group

Furthernore, in order to participate in the secure group

communi cati on, an endpoint needs to nmaintain a nunber of information
el ements stored in its own Security Context (see Section 3). The
foll owi ng Appendi x C. 1 describes which of this information is
provided to an endpoint upon joining a nulticast group through the
responsi bl e G oup Manager.

C.1. Join Process
An endpoint requests to join a multicast group by sending a
confirmabl e CoAP POST request to the G oup Manager responsible for
that group. The join request is addressed to a CoAP resource
associated to that group and carries the follow ng infornation.

0 Role: the exact role of the joining endpoint in the multicast

group. Possible values are: "nulticaster", "listener", "pure
listener”, "nulticaster and listener", or "nulticaster and pure
l'istener™.

o ldentity credentials: information elenments to enforce source
aut henti cation of group nessages fromthe joining endpoint, such
as its public key. The exact content depends on whether the G oup
Manager is configured to store the public keys of group nenbers.
If this is the case, this information is onmtted if it has been
provided to the same Group Manager upon previously joining the
same or a different multicast group under its control. This
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information is also omtted if the joining endpoint is configured
exclusively as pure listener for the joined group. Appendix C 2
di scusses additional details on provisioning of public keys and
other information to enforce source authentication of joining
node’ s nessages.

0 Retrieval flag: indication of interest to receive the public keys
of the endpoints currently in the multicast group, as included in
the following join response. This flag MJST be set to false if
the Group Manager is not configured to store the public keys of
group nenbers, or if the joining endpoint is configured
exclusively as pure listener for the joined group

The Group Manager MJST be able to verify that the joining enpoint is
aut hori zed to becone a menber of the nulticast group. To this end,
the Group Manager can directly authorize the joining endpoint, or
expect it to provide authorization evidence previously obtained from
a trusted entity. Appendix C. 3 describes how this can be achi eved by
| everagi ng the ACE framework for Authentication and Authorization in
constrained environnents [I-D.ietf-ace-oauth-authz].

In case of successful authorization check, the G oup Manager
generates an Endpoint ID assigned to the joining node, before
proceeding with the rest of the join process. |Instead, in case the
aut hori zation check fails, the G oup Manager MJST abort the join
process. Further details about the authorization of joining endpoint
are out of the scope of this specification.

As discussed in Section 3.1, it is then RECOWENDED that the Security
Context is renewed before the joining endpoint becones a new active
menber of the multicast group. This is achieved by securely
distributing a new Master Secret and a new Goup ldentifier to the
endpoints currently present in the same group

Once renewed the Security Context in the nulticast group, the G oup
Manager replies to the joining endpoint with a CoAP response carrying
the follow ng information.

0 Security Conmmon Context: the OSCORE Security Comon Cont ext
associated to the joined nulticast group (see Section 3).

0 Endpoint ID the Endpoint ID associated to the joining node. This
information is not included in case "Role" in the join request is
equal to "pure listener".

o Managenent keying material: the set of adnministrative keying

material used to participate in the group rekeying process run by
the Group Manager (see Section 3.1). The specific elenents of
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t hi s managenment keying material depend on the group rekeying
protocol used in the group. For instance, this can sinply consist
in a group key encryption key and a pairw se symetric key shared
bet ween the joining node and the G oup Manager, in case GKMWP

[ RFC2093] [ RFC2094] is used. Instead, if key-tree based rekeying
protocols like LKH [ RFC2627] are used, it can consist in the set
of symmetric keys associated to the key-tree |l eaf representing the
group nenber up to the key-tree root representing the group key
encryption key.

o Menber public keys: the public keys of the endpoints currently
present in the nulticast group. This includes: the public keys of
the non-pure listeners currently in the group, if the joining
endpoint is configured (also) as nulticaster; and the public keys
of the multicasters currently in the group, if the joining
endpoint is configured (also) as listener or pure listener. This
information is onmitted in case the G oup Manager is not configured
to store the public keys of group nenmbers or if the "Retrieva
flag" was set to false in the join request. Appendix C 2
di scusses additional details on provisioning public keys upon
joining the group and on retrieving public keys of group nmenbers.

Provisioning and Retrieval of Public Keys

As nentioned in Section 3, it is RECOWENDED that the G oup Manhager
acts as trusted key repository, stores public keys of group nembers
and provide themto other nmenbers of the sane group upon request. In
such a case, a joining endpoint provides its own public key to the
Group Manager, as "ldentity credentials" of the join request, when
joining the nulticast group (see Appendix C. 1).

After that, the G oup Manager MJST verify that the joining endpoint
actually owns the associated private key, for instance by perfornng
a proof - of - possessi on chal | enge-response. In case of success, the
Group Manager stores the received public key as associated to the

j oi ning endpoint and its Endpoint ID, before sending the join
response and continuing with the rest of the join process. Fromthen
on, that public key will be available for secure and trusted delivery
to other endpoints in the multicast group

The j oi ni ng node does not have to provide its own public key if that
al ready occurred upon previously joining the sanme or a different
mul ti cast group under the sane G oup Manager. However, separately
for each multicast group under its control, the G oup Manager

mai ntai ns an updated list of active Endpoint |IDs associated to a sane
endpoi nt’s public key.
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Instead, in case the Group Manager does not act as trusted key
repository, the following information is exchanged with the G oup
Manager during the join process.

1. The joining endpoint signs its own certificate by using its own
private key. There is no restriction on the Certificate Subject
included in the joining node’'s certificate.

2. The joining endpoint includes the follow ng information as
"Identity credentials" in the join request (Appendix C 1): the
signed certificate; and the identifier of the Certification
Authority that issued the certificate. The joining endpoint can
optionally specify also a list of public key repositories storing
its own certificate.

3. Wen processing the join request, the Group Manager first
validates the certificate by verifying the signature of the
i ssuer CA, and then verifies the signature of the joining node.

4. The G oup Manager stores the association between the Certificate
Subj ect of the joining node’s certificate and the pair {Goup ID
Endpoint I D of the joining node}. If received fromthe joining
endpoi nt, the G oup Manager also stores the list of public key
repositories storing the certificate of the joining endpoint.

When a group nenber X wants to retrieve the public key of another
group nenber Y in the same nulticast group, the endpoint X proceeds
as foll ows.

1. The endpoint X contacts the G oup Manager, specifying the pair
{Goup I D Endpoint ID of the endpoint Y}.

2. The G oup Manager provides the endpoint X with the Certificate
Subject CS fromthe certificate of endpoint Y. |If available, the
Group Manager provides the endpoint X also with the list of
public key repositories storing the certificate of the endpoint
Y.

3. The endpoint X retrieves the certificate of the endpoint X froma
key repository storing it, by using the Certificate Subject CS

C.3. Goup Joining Based on the ACE Franmewor k
The join process to register an endpoint as a new nenber of a
mul ti cast group can be based on the ACE framework for Authentication

and Aut horization in constrai ned environnents
[I-D.ietf-ace-oauth-authz], built on re-use of QAuth 2.0 [ RFC6749].
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In particular, the approach described in

[I-D.til oca-ace-oscoap-joining] uses the ACE framework to del egate
the aut hentication and authorization of joining endpoints to an

Aut hori zation Server in a trust relation with the G oup Manager. At
the sane tine, it allows a joining endpoint to establish a secure
channel with the Group Manager, by |everaging protocol-specific
profiles of ACE [I-D.seitz-ace-oscoap-profile][l-D.ietf-ace-dtls-auth
orize][l-D. aragon-ace-ipsec-profile] to achieve comruni cation
security, proof-of-possession and server authentication

More specifically and with reference to the terninology defined in
QAuth 2.0:

o The joining endpoint acts as dient;

0 The G oup Manager acts as Resource Server, with different CoAP
resources for different nulticast groups it is responsible for

0 An Authorization Server enables and enforces authorized access of
the joining endpoint to the Group Manager and its CoAP resources
paired with nulticast groups to join.

Bot h the joining endpoint and the G oup Manager MJST adopt secure
communi cati on al so for any nessage exchange with the Authorization
Server. To this end, different alternatives are possible, such as
OSCORE, DTLS [ RFC6347] or |Psec [RFC4301].

Appendi x D. Exanpl es of Synchroni zati on Approaches

This section describes three possible approaches that can be
consi dered by |istener endpoints to synchronize with sequence nunbers
of multicasters.

D.1. Best-Effort Synchronization

Upon receiving a multicast request froma nulticaster, a listener
endpoi nt does not take any action to synchonize with the sequence
nunber of that nulticaster. This provides no assurance at all as to
message freshness, which can be acceptable in non-critical use cases.

D. 2. Baseline Synchronization

Upon receiving a multicast request froma given nmulticaster for the
first tine, a listener endpoint initializes its |ast-seen sequence
nunber in its Recipient Context associated to that nulticaster
However, the |istener drops the nmulticast request w thout delivering
it to the application layer. This provides a reference point to
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identify if future nulticast requests fromthe sanme nulticaster are
fresher than the | ast one received

A replay tine interval exists, between when a possibly replayed
message is originally transmitted by a given nmulticaster and the
first authentic fresh nmessage fromthat sane nulticaster is received.
This can be acceptable for use cases where |listener endpoints adnit
such a trade-of f between performance and assurance of nessage
freshness.

D. 3. Chal |l enge- Response Synchroni zati on

A listener endpoint performs a challenge-response exchange with a
mul ticaster, by using the Repeat Option for CoAP described in
Section 2 of [I|-D.ansuess-core-repeat-request-tag].

That is, upon receiving a nulticast request froma particul ar

mul ticaster for the first tine, the |istener processes the nessage as
described in Section 5.2 of this specification, but, even if valid,
does not deliver it to the application. Instead, the |istener
replies to the nulticaster with a 4.03 Forbi dden response nmessage
including a Repeat Option, and stores the option val ue included

t her ei n.

Upon receiving a 4.03 Forbidden response that includes a Repeat
Option and originates froma verified group menber, a mnulticaster
MUST send a group request as a uni cast nessage addressed to the same
|istener, echoing the Repeat Option value. |In particular, the

mul ti caster does not necessarily resend the sane group request, but
can instead send a nore recent one, if the application permts it.
This makes it possible for the nmulticaster to not retain previously
sent group requests for full retransm ssion, unless the application
explicitly requires otherwise. In either case, the nulticaster uses
t he sequence nunber value currently stored in its own Sender Context.
If the multicaster stores group requests for possible retransn ssion
with the Repeat Option, it should not store a given request for

I onger than a pre-configured tine interval. Note that the unicast
request echoing the Repeat Option is correctly treated and processed
as a group nessage, since the "gid" field including the G oup
Identifier of the OSCORE group is still present in the Object-
Security Option as part of the COSE object (see Section 4).

Upon receiving the unicast group request including the Repeat Option
the listener verifies that the option value equals the stored and
previously sent value; otherwi se, the request is silently discarded.
Then, the listener verifies that the unicast group request has been
received within a pre-configured tinme interval, as described in
[I-D. anmsuess-core-repeat-request-tag]. |n such a case, the request
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is further processed and verified; otherwise, it is silently

di scarded. Finally, the listener updates the Recipient Context
associated to that nulticaster, by setting the Replay W ndow
according to the Sequence Nunmber fromthe unicast group request
conveying the Repeat Option. The listener either delivers the
request to the application if it is an actual retransm ssion of the
original one, or discard it otherwi se. Mechanisnms to signal whether
the resent request is a full retransm ssion of the original one are
out of the scope of this specification

In case it does not receive a valid group request including the
Repeat Option within the configured tinme interval, the listener node
SHOULD performthe same chal | enge-response upon receiving the next
mul ticast request fromthat sane nulticaster.

A listener SHOULD NOT deliver group request nessages froma given

mul ticaster to the application until one valid group request from
that same nulticaster has been verified as fresh, as conveying an
echoed Repeat Option [I-D.ansuess-core-repeat-request-tag]. A so, a
Iistener MAY performthe chall enge-response descri bed above at any
time, if synchronization with sequence nunbers of nulticasters is
(believed to be) lost, for instance after a device reboot. It is the
role of the application to define under what circunstances sequence
nunmbers | ose synchronization. This can include a mininum gap between
t he sequence nunber of the | atest accepted group request froma

mul ticaster and the sequence nunber of a group request just received
fromthe sane nulticaster. A multicaster MJST al ways be ready to
performthe chal |l enge-response based on the Repeat Option in case a
listener starts it.

Not e that endpoints configured as pure listeners are not able to
performthe chal |l enge-response descri bed above, as they do not store
a Sender Context to secure the 4.03 Forbi dden response to the

mul ticaster. Therefore, pure listeners should adopt alternative
approaches to achieve and nmi ntain synchronization with sequence
nunmbers of nulticasters

Thi s approach provides an assurance of absol ute nessage freshness.
However, it can result in an inpact on performance which is

undesi rabl e or unbearable, especially in large nmulticast groups where
many nodes at the sane tine night join as new nenbers or |ose
synchroni zati on.

Appendix E.  No Verification of Signatures
There are sone application scenari os using group conmunications that

have particularly strict requirenents. One exanple of this is the
requi renent of |ow nessage |atency in non-energency |ighting
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applications [I-D.somaraju-ace-multicast]. For those applications
whi ch have tight performance constraints and rel axed security
requirenents, it can be inconvenient for some endpoints to verify
digital signatures in order to assert source authenticity of received
group nessages. In other cases, the signature verification can be
deferred or only checked for specific actions. For instance, a
command to turn a bulb on where the bulb is already on does not need
the signature to be checked. 1In such situations, the counter
signature needs to be included anyway as part of the group nmessage,
so that an endpoint that needs to validate the signature for any
reason has the ability to do so.

In this specification, it is NOI RECOMMENDED t hat endpoints do not
verify the counter signature of received group nessages. However, it
is recogni zed that there may be situations where it is not always
required. The consequence of not doing the signature validation is
that security in the group is based only on the group-authenticity of
the shared keying material used for encryption. That is, endpoints
in the nulticast group have evidence that a received nessage has been
originated by a group nenmber, although not specifically identifiable
in a secure way. This can violate a nunber of security requiremnents,
as the conpronise of any elenent in the group neans that the attacker
has the ability to control the entire group. Even worse, the group
may not be linited in scope, and hence the sanme keying material mnight
be used not only for light bulbs but for locks as well. Therefore,
extreme care nust be taken in situations where the security
requirenents are rel axed, so that depl oynent of the systemwill

al ways be done safely.
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