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Abstract

The CoAP protocol needs to be inplenmented in such a way that it does
not cause persistent congestion on the network it uses. The CoRE
CoAP speci fication defines basic behavior that exhibits |ow risk of
congestion with nmininmal inplenmentation requirenents. It also |eaves
room for conbi ning the base specification with advanced congestion
control mechani sms with higher performance

This specification defines nore advanced, but still sinple CoRE
Congestion Control nechanisns, called CoCoA. The core of these
mechani sms is a Retransni ssion TineQut (RTO algorithmthat makes use
of Round-Trip Time (RTT) estimates, in contrast with how the RTOis
determ ned as per the base CoAP specification (RFC 7252). The
mechani sns defined in this docunent have relatively | ow conpl exity,
yet they inprove the default CoAP RTO al gorithm The design of the
mechani sms in this specification has nmade use of input from
simul ati ons and experinents in real networks.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on May 3, 2018.
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1.

1.

Aut hors’ Addresses . . . . . . . . . . . . . . . . . .o.o.o.o.o.oar
I nt roducti on

The CoAP protocol needs to be inplenmented in such a way that it does
not cause persistent congestion on the network it uses. The CoRE
CoAP speci fication defines basic behavior that exhibits |low risk of
congestion with mnimal inplenmentation requirenents. It also | eaves
room for conbi ning the base specification with advanced congestion
control mechani snms with higher performance

The present specification defines such an advanced CoRE Congesti on
Control mechanism with the goal of inproving performance while
retaining safety as well as the sinplicity that is appropriate for
constrai ned devices. Hence, we are calling this mechani sm Sinpl e
CoCoA (Congestion Control/Advanced).

In the Internet, congestion control is typically inplenmented in a way
that it can be introduced or upgraded unilaterally. Still, a new
congestion control scheme nmust not be introduced lightly. To ensure
that the new scheme is not posing a danger to the network,

consi derabl e work has been done on sinmulations and experinments in
real networks. Sonme of this work will be nmentioned in "Discussion”
subsections in the follow ng sections; an overviewis given in
Appendi x A. Extended rationale for this specification can al so be
found in the historical Internet-Drafts

[1-D. bormann-core-congestion-control] and

[1-D. eggert-core-congestion-control], as well as in the mnutes of
the | ETF 84 CoRE WG neeti ngs.

1. Term nol ogy

This specification uses ternms from|[RFC7252]. In addition, it
defines the foll owi ng termn nol ogy:

Initiator: The endpoint that sends the nessage that initiates an
exchange. E.g., the party that sends a confirnmabl e nmessage, or a
non- confirmabl e message (see Section 4.3 of [RFC7252]) conveying a
request.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in al
capitals, as shown here
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(Note that the present docunment is itself informational, but it is
di scussi ng normative statenments about behavi or that makes the
congestion control scheme work in a safe manner.)

The term "byte", abbreviated by "B", is used in its now custonary
sense as a synonymfor "octet".

2. Cont ext

In the definition of the CoAP protocol [RFC7252], an approach was
taken that includes a very sinple basic schenme (lock-step with the
number of parallel exchanges usually linmted to 1) in the base
speci fication together with performance-enhanci ng advanced

mechani sns.

The present specification is based on the approved text in the

[ RFC7252] base specification. 1t is nmaking use of the text that
pernmits advanced congestion control nechanisns and allows themto
change protocol paraneters, including NSTART and the binary
exponenti al backoff mechanism Note that Section 4.8 of [RFC7252]
limts the | eeway that inplenentations have in changing the CoRE
protocol paraneters.

The present specification also assunmes that, outside of exchanges,
non- confirmabl e messages can only be used at a linited rate w thout
an advanced congestion control mechanism (this is mainly relevant for
[RFC7641]). It is also intended to address the [RFC8085] guideline
about conbi ni ng congestion control state for a destination; and to
clarify its neaning for CoAP using the definition of an endpoint.

The present specification does not address multicast or dithering
beyond basic retransm ssion dithering.

3. Area of Applicability

The present algorithmis intended to be generally applicable. The
objective is to be "better" than default CoAP congestion control in a
nunber of characteristics, including achievable goodput for a given
offered | oad, |atency, and recovery frombursts, while providing nore
predictable stress to the network and the sanme | evel of safety from
catastrophi c congestion. The algorithmdefined in this docunent is

i ntended to adapt to the current characteristics of any underlying
network, and therefore is well suited for a wi de range of network
conditions, in terns of bandwi dth, |atency, |oad, |oss rate,

topol ogy, etc. It does require three state variables per scope plus
the state needed to do RTT neasurenents, so it may not be applicable
to the nost constrained devices (class 1 as per [RFC7228]).
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The scope of each instance of the algorithmin the current set of
eval uati ons has been the five-tuple, i.e., CoAP + endpoint (transport
address) for Initiator and Responder. Potential applicability to

| arger scopes needs to be exam ned.

4. Advanced CoAP Congestion Control: RTO Estinmation

For an initiator that plans to nake nultiple requests to one
destination endpoint, it may be worthwhile to make RTT neasurements
in order to obtain a better RTO estimation than that inplied by the
default initial tinmeout of 2 to 3 s. In particular, a w de spectrum
of RTT values is expected in different types of networks where CoAP
is used. Those RTTs range from several orders of magnitude bel ow the
default initial timeout to values larger than the default. The
algorithmdefined in this docunent is based on the algorithmfor RTO
estimation defined in [ RFC6298], with appropriately extended defaul t/
base val ues, as proposed in Section 4.2.1. Note that such a
mechani sm nust, during idle periods, decay RTO estimtes that are
shorter or longer than the default RTO estimate back to the default
RTO estimate, until fresh neasurenments becone avail abl e again, as
proposed in Section 4. 3.

RTT variability challenges RTO estinmation. In TCP, delayed ACKs
contribute to RTT variability, since this option adds a delay of up
to 500 ns (typically, 200 nms) before an ACK is sent by a receiving
TCP endpoint. However, one inportant consideration not relevant for
TCP is the fact that a CoAP round-trip may include application
processing time, which nay be hard to predict, and may di ffer between
different resources available at the sane endpoint. Also, for
communi cations with networks of constrained devices that apply radio
duty cycling, large and variable round-trip tines are likely to be
observed. Servers will only trigger their early ACKs (with a non-

pi ggybacked response to be sent |later) based on the default tiners,
e.g. after 1 s. Aclient that has arrived at a RTO estimate shorter
than 1 s SHOULD therefore use a | arger backoff factor for

retransm ssions to avoid expending all of its retransni ssions
(MAX_RETRANSM T, see Section 4.2 of [RFCr252], normally 4) in the
default interval of 2 to 3 s. The approach chosen for a mechani sm
wi th variabl e backoff factors is presented in Section 4.2.1

It may also be worthwhile to perform RTT estinmati on not just based on
i nformati on neasured froma single destination endpoint, but also
based on entire hosts (I P addresses) and/or conplete prefixes (e.g.
mai ntain an RTT estimate for a whole /64). The exact way this can be
used to reduce the anount of state in an initiator is for further

st udy.
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4.1. Blind RTO Esti mate

The initial RTO estinmate for an endpoint is set to 2 seconds (the
initial RTO estinmate is used as the initial value for both E weak_
and E strong_ bel ow).

If only the initial RTO estinate is available, the RTO estimate for
each of up to NSTART exchanges started in parallel is set to 2 s
times the nunmber of parallel exchanges, e.g. if two exchanges are
already running, the initial RTO estimate for an additional exchange
is 6 seconds.

4.2. Measured RTO Estinmate

The RTO estimator runs two copies of the algorithmdefined in

[ RFC6298], with the differences introduced in Section 4.2.1: One copy
for exchanges that conplete on initial transm ssions (the "strong
estimator", E strong ), and one copy for exchanges that have run into
retransm ssions, where only the first two retransni ssions are
considered (the "weak estimator”, E weak_ ). For the latter, there is
some anbiguity whether a response is based on the initial

transm ssion or the retransnissions. For the purposes of the weak
estimator, the tine fromthe initial transm ssion counts. Responses
obtained after the third retransm ssion are not used to update an
esti mator.

The overall RTO estimate is an exponentially wei ghted noving average
comput ed of the strong and the weak estimator, which is evolved after
each contribution to the weak estimator (1) or to the strong
estimator (2), fromthe estimator (either the weak or strong
estimator) that made the nobst recent contribution

RTO : = w weak * E weak_ + (1 - w weak) * RTO (1)

RTO := w strong * E strong_ + (1 - w.strong) * RTO (2)

(Splitting this update into the two cases avoi ds naking the
contribution of the weak estimator too big in naturally |ossy
net wor ks. )

The default values for the correspondi ng wei ghts, w weak and

w strong, are 0.25 and 0.5, respectively. Pseudocode and exanpl es
for the overall RTO estimate presented are available in Appendix B.1
and Appendi x C. 1.
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4.2.1. Differences with the al gorithm of RFC 6298

This subsection presents three differences of the al gorithm defined
in this docunent with the one defined in [ RFC6298]. The first two
recomend new paraneter settings. The third one is the variable
backof f factor nechani sm

The initial value for each of the two RTO estimators is 2 s.

For the weak estimator, the factor K (the RTT variance nultiplier) is
set to 1 instead of 4. This is necessary to avoid a strong increase
of the RTOin the case that the RTTVAR value is very |arge, which may
be the case if a weak RTT nmeasurenent is obtained after one or nore
retransni ssi ons.

In order to avoid that exchanges with small initial RTGs (i.e. RTO
estinate lower than 1 s) use up all retransnmissions in a short
interval of time, the RTOfor a retransmssion is multiplied by 3 for
each retransnission as long as the RTOis less than 1 s.

On the other hand, to avoid exchanges with large initial RTGCs (i.e.
RTO estinate greater than 3 s) not being able to carry out al
retransm ssions within MAX TRANSMT WAIT (nornally 93 s), the RTOis
multiplied only by 1.5 when RTOis greater than 3 s.

Pseudocode for the variable backoff factor is in Appendix B.3.

The binary exponential backoff is truncated at 32 seconds. Sinmlar
to the way retransm ssions are handled in the base specification
they are dithered between 1 x RTO and ACK_RANDOM FACTOR x RTO

4.2. 2. Di scussi on

In contrast to [ RFC6298], this algorithmattenpts to nake use of

anbi guous information fromretransmssions. This is notivated by the
hi gh non-congestion | oss rates expected in constrai ned node networKks,
and the need to update the RTO estimators even in the presence of

| oss. This approach appears to contravene the mandate in

Section 3.1.1 of [RFC8085] that "l atency sanples MJST NOT be derived
from anbi guous transactions". However, those sanples are not sinply
conbined into the strong estimator, but are used to correct the
limted know edge that can be gained fromthe strong RTT neasurenents
by enpl oying an additional weak estimator. |In fact, the weak
estimator allows to better update the RTO estimator when nostly weak
RTTs are available, either due to the lossy nature of links or due to
congestion-induced | osses. In presence of the latter, spurious
timeouts are avoided and the rate of retries is reduced, which allows
to decrease congestion. Evidence that has been collected from
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experinents appears to support that the overall effect of using this
data in the way described is beneficial (Appendix A).

Some eval uati on has been done on earlier versions of this
specification [Betzler2013]. A nore recent (and nore conprehensive)
reference is [Betzler2015].

4.3. Lifetime, Aging

The state of the RTO estimators for an endpoi nt SHOULD be kept as

|l ong as possible. |If other state is kept for the endpoint (such as a
DTLS connection), it is very strongly RECOWENDED to keep the RTO
state alive at least as long as this other state. It MJST be kept

for at | east 255 s.

If an estimator has a value that is lower than 1 s, and it is left

wi thout further update for 16 tines its current value, the RTO
estimate is doubled. |If an estimator has a value that is higher than
3s, and it is left without further update for 4 tines its current
value, the RTO estimate is set to be

RTO:=1s + (0.5 * RTO

(Note that, instead of running a timer, it is possible to inplenent
these RTO aging cal cul ations cunul atively at the time the estimator
is used next.)

Pseudocode and exanpl es for the agi ng mechani sm presented are
avail abl e in Appendi x B.2 and in Appendi x C. 2.

5. Advanced CoAP Congestion Control: Non-Confirnabl es

A CoAP endpoi nt MJUST NOT send non-confirnmables to anot her CoAP
endpoint at a rate higher than defined by this docunent. | ndependent
of any congestion control nechani sns, a CoAP endpoi nt can al ways send
non-confirmables if their rate does not exceed 1 B/s.

Non-confirmabl es that form part of exchanges are governed by the
rul es for exchanges.

Non- confi rmabl es outside exchanges (e.g., [RFC7641] notifications
sent as non-confirnmabl es) are governed by the follow ng rul es:

1. O any 16 consecutive nessages towards this endpoint that aren’t

responses or acknow edgnents, at |east 2 of the nmessages nust be
confirmabl e.
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2. An RTO as specified in Section 4 nmust be used for confirmable
messages.

3. The packet rate of non-confirnmabl e nessages cannot exceed 1/ RTQ
where RTO is the overall RTO estimator value at the time the non-
confirmabl e packet is sent.

5. 1. Di scussi on

The mechani sm defi ned above for non-confirnables is relatively
conservative. More advanced versions of this algorithmcould run a
TFRC-styl e Loss Event Rate cal cul ator [RFC5348] and apply the TCP
equation to achieve a higher rate than 1/ RTO

[ RFC7641], Section 4.5.1, specifies that the rate of Non-Confirmables
SHOULD NOT exceed 1/RTT on average, if the server can maintain an RTT
estinate for a client. CoCoA limts the packet rate of Non-
Confirmables in this situation to 1/RTO  Assunming that the RTO
estimation in CoCoA works as expected, RTO k] should be slightly
greater than the RTT[k], thus CoCoA would be nore conservative. The
expectation therefore is that conplying with the NON rate set by
CoCoA | eads to conplying with [ RFC7641].

6. | ANA Consi derati ons

Thi s docunment makes no requirements on ANA. (This section to be
renoved by RFC editor.)

7. Security Considerations

The security considerations of, e.g., [RFC5681], [RFC2914], and
[ RFC8085] apply. Sone issues are already discussed in the security
consi derations of [RFC7252].

If a malicious node manages to prevent the delivery of sone packets,
a consequence will be an RTO increase, which will further reduce
network performance. Note that this type of attack is not specific
for CoCoA (and not even specific for CoAP), and many congestion
control algorithms increase the RTO upon packet | oss detection

While it is hard to prevent radio janmm ng, sone nitigation for other
forns of this type of attack is provided by network access contro
techni ques. Also, the weak estinmator in CoCoA increases the chances
of obtaining RTT neasurenents in the presence of heavy packet | osses,
allowing to keep the RTO updated, which in turn allows recovery from
a janming attack in reasonable tine.
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Appendi x A, Supporting evidence

(Editor’s note: The references local to this appendi x nmay need to be
merged with those fromthe specification proper, depending on the
di scretion of the RFC editor.)

CoCoA has been eval uated by nmeans of sinulation and experinmentation
in diverse scenarios conprising different link [ayer technol ogi es,
networ k topol ogies, traffic patterns and device classes. The main
overall evaluation result is that CoCoA consistently delivers a
performance which is better than, or at least simlar to, that of

default CoAP congestion control. Wile the latter is insensitive to
network conditions, CoCoA is adaptive and makes good use of RTT
sanpl es.

It has been shown over real GPRS and | EEE 802.15.4 nmesh network
testbeds that in these settings, in conparison to default CoAP, CoCoA
i ncreases throughput and reduces the tinme it takes for a network to
process traffic bursts, while not sacrificing fairness. |n contrast,
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ot her RTT-sensitive approaches such as Linux-RTO or Peak- Hopper-RTO
may be too sinple or do not adapt well to |IoT scenari os,

under perform ng default CoAP under certain conditions [1]. On the

ot her hand, CoCoA has been found to reduce latency in GPRS and W Fi

setups, conpared with default CoAP [2].

CoCoA performance has al so been evaluated for non-confirmable traffic
over enul ated GPRS/UMIS |inks and over a real |EEE 802.15.4 nesh
testbed. Results show that since CoCoA is adaptive, it yields better
packet delivery ratio than default CoAP (which does not apply
congestion control to non-confirmbl e nessages) or Chserve (which

i ntroduces congestion control that is not adaptive to network
conditions) [3, 4].

A.1. dder versions of the draft and inprovenent

CoCoA has evolved since its initial draft version. |Its core has
remai ned nostly stabl e since draft-bornmann-core-cocoa-02. The

evol uti on of CoCoA has been driven by research work. This process,
i ncludi ng eval uations of early versions of CoCoA, as well as

i mprovenent proposals that were finally incorporated in CoCoA, is
reflected in published works [5-10].
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Appendi x B. Pseudocode
B.1. Updating the RTO esti nator

[/ Default val ues

ALPHA = 0.125 // RFC 6298
BETA = 0.25 // RFC 6298
W STRONG = 0.5

W WEAK = 0. 25

updat eRTQ(r et ransm ssi ons, RIT) {
if (retransmssions == 0) {
RTTVAR strong = (1 - BETA) * RTTVAR strong
+ BETA * (RTT_strong - RTT);
RTT _strong = (1 - ALPHA) * RTT_strong + ALPHA * RTT;
E strong = RTT_strong + 4 * RTTVAR strong;
RTO = WSTRONG * E_strong + (1 - WSTRONG * RTO
} else if (retransm ssions <= 2) {
RTTVAR weak = (1 - BETA) * RTTVAR weak
+ BETA * (RTT_weak - RTT);
RTT_weak = (1 - ALPHA) * RTT_weak + ALPHA * RTT;
E weak = RTT weak + 1 * RTTVAR weak;
RTO = WWEAK * E_weak + (1 - WWEAK) * RTO
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B.2. RTO aging

checkAgi ng() {
clock tinme difference = getCurrentTime() - | astUpdatedTi ne;

if ((RTO< 1s) && (difference > (16 * RTO)) {
RTO = 2 * RTQO
| ast Updat edTi me = getCurrent Ti me();

} else if ((RTO> 3s) && (difference > (4 * RTO)) {
RTO = 1s + 0.5 * RTO
| ast Updat edTi me = getCurrentTi ne();

}

}

B.3. Variabl e Backoff Factor

backOf f RTQ() {

if (RTO < 1s) {
RTO = RTO * 3;

} else if (RTO > 3s) {
RTO = RTO * 1.5;

} else {
RTO = RTO * 2;

}

}
Appendi x C. Exanpl es

C. 1. Exanple A 1. weak RTTs

A large network of sensor nodes that report periodical neasurenents
is operating normally, w thout congestion. The nodes transnit their
sensor readi ngs via CON nessages every 20 s in an asynchronous way
towards a server |ocated behind a gateway, obtaining strong RTT
measurenents (RTT 1.1 s, RTTVAR 0.1 s) that lead to the cal cul ation
of an RTO of 1.5 s (in average) in each node. In this node of
operation, no aging is applied, since the RTOis refreshed before the
agi ng nechani sm appl i es.

Suddenl y, upon detection of a global event, the majority of sensor
nodes start transmitting at a higher rate (every 5 s) to increase the
resol ution of the acquired data, which creates heavy congestion that

| eads to packet |osses and an inportant increase of real RTT between
the nodes and the server (RTT 2 s, RTTVAR 1 s). Due to the packet

| osses and spurious retransm ssions (which can fuel congestion even
nore), many nodes are not able to update their RTO via strong RTT
measur enents, but they are able to obtain weak RTT neasurenents. A
node with an initial RTOof 1.5 s would run into a retransmn ssion
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bef ore obtaining an ACK (given the RTT of 2 s and that the ACK is not
| ost).

This weak RTT neasurenent would increase the overall RTO of the node
to 1.875 s (RTO=0.25* 3 s + 0.75 * 1.5 s). Followi ng the sane
cal culus (and RTT/ RTTVAR val ues), after obtaining another weak RTT,
the RTO woul d increase to 2.156 s. At this point, the benefits of
the weak RTT neasurenents are twofold:

1. Further spurious retransm ssions are avoided as the RTO has
i ncreased above the real RTT.

2. The increase of RTGs across the whole network reduces the rate
with which retransm ssions are generated, decreasing the network
congestion (which leads to an RTT and packet | oss decrease).

C. 2. Exanple A 2: VBF and aging

Assum ng that the frequency of nessage generation is even higher
(every 3 s) and the real RTT would further increase due to
congestion, the RTO at sone point would increase to 4 s. Since now
the RTOis above 3 s, no |longer a binary backoff is used to avoid the
RTO growi ng too nuch in case of retransm ssions. As the generation
of data fromthe nodes ceases at sone point (the network returns to a
normal state), the agi ng nechani smwould reduce the RTO automatically
(with an RTO of 4 s, after 16 s the RTO would be shifted to 3 s
before a new RTT is neasured).

C.3. Exanple B: VBF and aging

A network of nodes connected over 4G with an Internet service is
calculating very small RTO values (0.3 s) and the nodes are
transmtting CON nmessages every 1 s. Suddenly, the connection
quality gets worse and the nodes switch to a nore stable, yet slower
connection via GPRS. As a result of this change, the nodes run into
retransm ssions, as the real RTT has increased above the cal cul ated
RTO.

Since the RTOis below 1 s, the Variable Backoff Factor increases the
backoff val ues quickly to avoid spurious retransm ssions (0.9 s first
retry, 2.7 s second retry, etc.). Further, if due to the packet

| osses and increased delays in the network no new RTT neasurenents
are obtai ned, the agi ng nmechani smautonmatically increases the RTO
(doubling it) after 3.8 s (16 * 0.3 s) to adapt better to the sudden
changes of network conditions. Wthout the Variable Backoff Factor
and t he agi ng nechani sm the nunber of spurious retransm ssions woul d
be nmuch hi gher and the RTO woul d be corrected nore slowy.
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Appendi x D. Analysis: difference between strong and weak estimators

This section anal yzes the difference between the strong and weak RTO
estimators. |If there is no congestion, assunme a static RIT of R .
Then, E strong _can be expressed as:

E strong_ = R + G

since RTTVAR is reduced constantly by RTTVAR = RTTVAR * 3/4
(according to [ RFC6298], and SRTT=R ), G would be dom nant termin
the max(G K * RTTVAR) expression in the long run.

For the weak estimator: assume that the RTO setting converges to

E strong_ cal cul ated above in the long run. |If there is a packet

|l oss, and an RIT is obtained for the first retransm ssion, then the
weak RTT sanple obtained by the weak estinmator is:

RW =R+ G+ R
Therefore, E weak_ can be expressed as:
E weak_ = RW + max(G RW/2) =3 * R
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