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Abst r act

Spi ne and | eaf topol ogies are widely used in hyperscal e and cl oud
scal e networks. In nost of these networks, configuration is

aut omated, but difficult, and topology information is extracted

t hrough broad based connections. Policy is often integrated into the

control plane, as well, nmaking configuration, nmanagenent, and
troubl eshooting difficult. Openfabric is an adaptation of an
existing, widely deployed link state protocol, Intermediate Systemto

Internediate System (1S-1S) that is designed to:

o Provide a full view of the topology froma single point in the
network to sinplify operations

0 Mninize configuration of each Internediate System (1S) (also
called a router or switch) in the network

0 Optimze the operation of IS-ISwithin a spine and leaf fabric to
enabl e scaling

Thi s docunment begins with an overvi ew of openfabric, including a
description of what may be renmoved fromIS- 1S to enable scaling. The
docunent then describes an optinized adjacency formati on process; an
optim zed fl oodi ng scheme; sonme thoughts on the operation of
openfabric, netrics, and aggregation; and finally a description of
the changes to the 1S-1S protocol required for openfabric.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
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I nt roducti on
CGoal s

Spine and leaf fabrics are often used in |arge scale data centers; in
this application, they are comonly called a fabric because of their
regul ar structure and predictable forwardi ng and convergence
properties. This docunent describes nodifications to the IS-1S
protocol to enable it to run efficiently on a |arge scal e spine and

| eaf fabric, openfabric. The goals of this control plane are:

o Provide a full view of the topology froma single point in the
network to sinplify operations

0 Mnimze configuration of each IS in the network

0 Optinmize the operation of IS-ISwithin a spine and leaf fabric to
enabl e scaling

Contributors

The foll owi ng people have contributed to this draft: N kos
Triantafillis (reflected flooding optimnization), |van Pepel njak
(three stage fabric nodifications), Hannes G edler (do not reflood
optim zations), Les G nsherg (capabilities encoding, circuit |oca
refl oodi ng), Naining Shen (capabilities encoding, circuit |oca

refl ooding), Uma Chunduri (failure node suggestions, flooding), Nick
Russo, and Rodny Ml i na.

See [ RFC5449], [RFC5614], and [ RFC7182] for sinmilar solutions in the
Mobi |l e Ad Hoc Networking (MANET) sol ution space.

Sinplification

In building any scal able system it is often best to begin by
renovi ng what is not needed. |In this spirit, openfabric
i mpl ement ati ons MAY renove the following fromIS- 1S

0 External netrics. There is no need for external netrics in large
scal e spine and leaf fabrics; it is assuned that nmetrics will be
properly configured by the operator to account for the correct
order of route preference at any route redistribution point.

o0 Tags and traffic engineering processing. Openfabric is only
designed to provide topology and reachability information. It is
not designed to provide for traffic engineering, route preference
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through tags, or other policy nmechanisnms. It is assuned that al
routing policy will be provided through an overlay system which
communi cates directly with each IS in the fabric, such as PCEP

[ RFC5440] or |12RS [RFC7921]. Traffic engineering is assuned to be
provi ded through Segnent Routing (SR)
[I-D.ietf-spring-segment-routing].

1.4. Additions and Requiremnents

To create a scalable link state fabric, openfabric includes the
fol | owi ng:

o Aslightly nodified adjacency formati on process.

0 Mechanisns for determ ning which tier within a spine and | eaf
fabric in which the 1S is |ocated.

0 A nmechanismthat reduces flooding to the minimum possible, while
still ensuring conpl ete database synchroni zati on anmong t he
intermedi ate systens within the fabric.

Three general requirenents are placed here; nore specific
requirenents are considered in the follow ng sections. Openfabric
i mpl emrent ati ons:

0 MJIST support [RFC5301] and enabl e hostnane adverti sement by
default if a hostnane is configured on the internediate system

0 SHOULD support [RFC6232], purge originator identification for |S-
| S.

0 MJIST NOT be m xed with standard IS-1S inplenentations in
operational deploynents. Openfabric and standard IS-1S
i mpl ement ati ons SHOULD be treated as two separate protocols.
1.5. Sanpl e Network

The follow ng spine and | eaf fabric will be used to describe these
nodi fi cati ons.
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Figure 1

To reduce confusion (spine and leaf fabrics are difficult to drawin
plain text art), this diagram does not contain the connections

bet ween devices. The reader should assune that each device in a
given layer is connected to every device in the |ayer above it. For
i nst ance:

0o b5A is connected to 4A, 4B, 4C, 4D, 4E, and 4F
o 5B is connected to 4A, 4B, 4C, 4D, 4E, and 4F

o 4A is connected to 3A, 3B, 3C, 3D, 3E, 3F, 5A 5B, 5C, 5D, 5E, and
5F

o 4B is connected to 3A, 3B, 3C, 3D, 3E, 3F, 5A, 5B, 5C, 5D, 5E, and
5F

o etc.

The tiers or stages of the fabric are al so marked for easier
reference. TO is assuned to be connected to application servers, or
rather they are Top of Rack (ToR) internediate systens. The
remaining tiers, Tl and T2, are connected only to the fabric itself.
Note there are no "cross links," or "east west" links in the
illustrated fabric. The fabric locality detection nechani sm
described here will not work if there are cross |inks running east/
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west through the fabric. Locality detection nay be possible in such
a fabric; this is an area for further study.

Modi fi ed Adjacency Fornmation

Because Openfabric operates in a tightly controlled data center

envi ronnent, various nodifications can be nmade to the |1S-1S nei ghbor
formati on process to increase efficencicy and sinplify the protocol
Specifically, Openfabric inplenentations SHOULD support [RFC3719],
section 4, hello padding for IS-1S. Variable hello paddi ng SHOULD
NOT be used, as data center fabrics are built using high speed |inks
on whi ch padded hellos will have little perfornmance inpact. Further
nmodi fi cations to the neighbor fornmation process are considered in the
foll owi ng sections.

Level 2 Adjacencies Only

Openfabric is designed to work in a single flooding donmain over a
single data center fabric at the scale of thousands of routers with
hundreds of thousands of routes (so a noderate scale in router and
route count terns). Because of the way Openfabric optimzes
operation in this environnent, it is not necessary nor desirable to
build multiple flooding domains. For instance, the flooding

optim zations described later this docunent require a full view of
the topol ogy, as does any proposed overlay to inject policy into the
forwarding plane. In light of this, the foll ow ng changes SHOULD BE
to IS- 1S inplenetations to support Openfabric:

o |IHPDU 16 (level 2 broadcast circuit hell o) should be the only
IlH PDU type transmtted (see section 9.6 of [IS0L0589] and
section 4.1 of [RFC5309])

o InIIHPDU 16 (level 2 broadcast circuit hello), the Grcuit Type
field should be set to 2 (see section 9.6 of [I|S010589])

0 Support for IIHPDU 15 (level 1 broadcast hello) should be renoved
(see section 9.5 of [1S0L0589])

0 Support for IIHPDU 17 (point-to-pint hello) should be renoved
(see section 9.7 of [1S0L0589])

Poi nt -t o- poi nt Adj acenci es

Data center network fabrics only contain point-to-point |inks;
because of this, there is no reason to support any broadcast |ink
types, nor to support the Designated Internedi ate System processing,
i ncludi ng pseudonode creation. |In light ot his, processing related
to sections 7.2.3 (broadcast networks), 7.3.8 (generation of level 1
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pseudonode LSPs), 7.3.10 (generation of |evel 2 pseudonode LSPs), and
section 8.4.5 (LAN designated internediate systens) in [| SOL0589]
SHOULD BE renoved

2.3. Three Way Handshake Support

It is inmportant that two way connectivity be established before
synchroni zing the link state database, or routing through a link in a
data center fabric. To reject optical failures that cause a one way
connection between two routers, fabricDC nust support the three way
handshake nechani sm described in [ RFC5303].

2.4. Adjacency Formation Optimzation

Whi | e adj acency formation is not considered particularly burdensone
in SIS it is still useful to reduce the ambunt of state
transferred across the network when connecting a new IS to the
fabric. Any such optinization is bound to present a tradeoff between
several factors; the mechani smdescribed here increases the anount of
time required to form adjacencies slightly in order to reduce the
total state carried across the network. The process is:

0 An IS connected to the fabric will send hellos on all |inks.

o The ISwll only conplete the three-way handshake with one newy
di scovered neighbor; this would normally be the first nei ghbor
whi ch sends the newly connected internediate systenis ID back in
the three-way handshake process.

o The IS w Il conplete its database exchange with this one newy
adj acent nei ghbor.

0 Once this process is conpleted, the IS will continue processing
t he renmai ni ng nei ghbors as nor nal

This process allows each IS newWy added to the fabric to exchange a
full table once; a very mninmal amount of information will be
transferred with the remaining neighbors to reach ful
synchroni zati on.

3. Advertisenent of Reachability Information

I S-1S describes the topology in two different sets of TLVs; the first
describes the set of neighbors connected to an IS, the second
describes the set of reachabl e destination connected to an IS. There
are two different forms of both of these descriptions, one of which
carries what are widely called narrow netrics, the other of which
carries what are widely called wide netrics. 1In atightly controlled
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data center fabric inplenentation, such as the ones Openfabric is
designed to support, no IS that supports narrow netrics will ever be
depl oyed or supported; hence there is no reason to support any netric
type other than wi de netrics

0 The Level 2 Link State PDU (type 20 in section 9.9 of [IS0OL0589])
and the scoped flooding PDU (type 10 in section 3.1 of [RFC7356])
SHOULD BE the only PDU types used to carry link state information
in a Openfabric inplenmentation

0 Processing related to the Level 1 Link State PDU (type 18) MAY BE
renoved from Qpenfabric inplenmentations (see section 9.8 of
[1S010589])

0 Neighbor reachability MJUST BE carried in TLV type 22 (see section
3 of [RFC5305])

0 |Pv4d reachability SHOULD BE carried in TLV type 135 (see section 4
of [RFC5305]), or TLV type 235 for nultitopol ogy inplenentations
(see [ RFC5120])

0 |Pv6 reachability SHOULD BE carried in TLV type 236 (see
[ RFC5308]), or TLV type 237 for nultitopol ogy inplenenations (see
[ RFC5120] )

0 Processing related to the neighbor reachability TLV (type 2, see
sections 9.8 and 9.9 of [1SO0O10589]) SHOULD BE renoved

0 Processing related to the narrow nmetric |IP reachability TLV (types
128 and 130) SHOULD BE renoved

In order to support segnent routing, Openfabric needs to be able to
support the advertisenment of a Prefix-SID tied to a | ocal | oopback
address assigned to the I'S. The configuration of the |abel to
adverti se MAY BE nanually configured for the nonent or deternined

t hrough autoconfiguration. A Prefix-SID SHOULD BE advertised if a

| ocal label is configured using the Prefix Segnent ldentifier sub-TLV
(see section 2.1 of [I-D.ietf-isis-segnent-routing-extensions]).

4. Determning and Advertising Location on the Fabric

The tier to which a IS is connected is useful to enable

aut oconfiguration of internedi ate systens connected to the fabric and
to reduce flooding. Once the tier of an intermediate systemw thin
the fabric has been determned, it MJST be advertised using the 4 bit
Tier field described in section 3.3 of

[I-D.shen-isis-spine-leaf-ext]. This section describes two
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mechani snms for deternmining the tier at which a IS is connected in the
fabric in several steps.

4.1. Calcuating Tier Nunber with a Fixed TO

The first method begins with one of the TO internedi ate systens
advertising its location in the fabric. This information can either
be obt ai ned through:

o0 Asingle TO internmediate systemis nanually configured to
advertise 0x00 in their IS reachability tier sub-TLV, indicating
they are at the edge of the fabric (a ToR I19S)

o The TO intermedi ate systens detect they are TO through the
presence connected hosts (i.e. through a request for address
assignnent or sonme other neans). |f such detection is used, and
the IS determines it is located at TO, it should advertise 0x00 in
its IS reachability tier sub-TLV.

The second net hod above SHOULD be used with care, as it may not be
secure, and it may not work in all data center environments. For
instance, if a host is mstakenly (or intentionally, as a form of
attack) attached to a spine IS, or a request for address assignnent
is transmitted to a spine IS during the bootup phase of the device or
fabric, it is possible to cause a spine IS to advertise itself as a
TO. Unless the autodetection of the TO devices is secured, the
manual nechani sm SHOULD BE used (configuring at |east one TO device
manual | y).

G ven at least one TO device is advertising its tier nunber, the
remai ning i nternedi ate systenms cal culate their tier nunber as
fol | ows:

o The local IS calculates an SPT (using SPF) setting the cost of
every link to 1; this effectively calculates a topology only view
of the network, without considering any configured Iink costs

o Find the closest IS advertising a tier nunmber of 0 in the Spine
Leaf extension sub-TLV; call this node A and set FD to this cost

0 Calculate an SPT (using SPF) fromthe perspective of A (above),
and setting the cost of every link to 1; the maxi mum cost to any
node should be 2 for a 3 stage fabric, 4 for a 5 stage fabric,
etc.

0 Choose any node that is a maximumnetric from A (above); call this
IS B
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o Find the cost to B on the locally calculated SPT fromthe first
step; call this TD

0 Calculate the tier nunber of the | ocal node by subtracting FD from
TD

In the exanpl e network, assume 5A is manually configured as a T0, and
is advertising its tier nunber. From here:

0 From1A the path to 5Ais 4 hops; this is FD
0 Run SPF fromthe perspective of 5Awith all link metrics set to 1

o0 The maxi mum path length is 4; 1F is one such node; set this node
to B, and set TDto 4

o TD- FDis 0 at 1A, so 1A is TO, or a ToR

This process will work for any spine and |l eaf fabric w thout "cross
links."

4.2. Calculating the Tier Nunber in a Five Stage Spine and Leaf

In sone fabrics, it is possible to calculate which internedi ate
systens are at TO using a nodified Shortest Path First (SPF)
calculation. Specifically, if the fabric is configured in five
stages, as shown in the exanple network, and is not sonme form of
butterfly, Benes, or a three stage fabric, it is possible to
calcualte if an ISis at TO using the foll owi ng process:

0 Calculate a Shortest Path Tree (SPT) for the entire network with
all link netrics set to 1; this has the effect of calculating a
tree based only on hop count

o Find one node that is the farthest fromthe local node in the
resulting tree; call this node F, and the distance to this node FD

0 Calculate an SPT for the entire network with all link netrics set
to 1 fromthe perspective of F, call this TD

If FD == TD, and TD >= 4, this is a greater than three stage fabric;
the | ocal device SHOULD advertise Ox00 in its IS reachability tier
sub-TLV. For instance, in the diagram above, 1A woul d:

0 Calculate an SPT with all link netrics set to 1; on this SPT, 5A
through 5F would all have a distance of 4

o0 Select one of these nodes as F;, assune 5F is chosen as F
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0o Set FDto 4, the distance to 5F

o0 Run SPF fromthe perspective of 5F with all link metrics set to 1
0 Set TDto 4, the cost from5F to 1A

o TD- FD==10, so 1Ais at TO, and is a ToR

For the remaining internediate systens to determ ne which tier they
are situated on, they performthe follow ng cal cul ati on:

0 Calculate a Shortest Path Tree (SPT) for the entire network with
all link netrics set to 1; this has the effect of calculating a
tree based only on hop count

o Find one node that is the farthest fromthe |local node in the
resulting tree; call this node F, and the distance to this node FD

0 Calculate an SPT for the entire network with all link netrics set
to 1 fromthe perspective of F, call this TD

The 1'S SHOULD advertise (TD - FD) in its IS reachability tier sub-
TLV.

For exanple, in the above five stage fabric, 3B woul d:

0o Calculate an SPT with all link netrics set to 1; on this SPT, 5A
t hrough 5F and 1A through 1F would all have a cost of 2

0 Select one of these nodes as F; assune 5F is chosen as F
0o Set FDto 2, the distance to 5F
0 Run SPF fromthe perspective of 5F with all link nmetrics set to 1
0 Set TDto 4, the cost from5F to 1A
o TD- FD == 2, so 1Ais at T2, and is a spine switch

5. Flooding Optim zation
Fl oodi ng i s perhaps the nost challenging scaling issue for a link
state protocol running on a dense, large scale fabric. To reduce the
flooding of link state information in the formof Link State Protoco
Data Units (LSPs), Openfabric takes advantage of information already

available in the link state protocol, the list of the loca
i ntermedi ate systeni s nei ghbor’s nei ghbors, and the fabric locality
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comput ed above. The following tables are required to conpute a set
of reflooders:

0 Neighbor List (NL) list: The set of neighbors

0 Neighbor’s Neighbors (NN) list: The set of neighbor’s nei ghbors;
this can be calculated by running SPF truncated to two hops

0 Do Not Reflood (DNR) list: The set of nei ghbors who should have
LSPs (or fragnents) who should not reflood LSPs

0 Reflood (RF) list: The set of neighbors who should flood LSPs (or
fragments) to their adjacent neighbors to ensure synchronization

NL is set to contain all neighbors, and sorted determ nistically (for
instance, fromthe highest ISidentifier to the lowest). All
intermedi ate systens within a single fabric SHOULD use the sane
mechani smfor sorting the NL list. NNis set to contain all

nei ghbor’ s nei ghbors, or all intermediate systens that are two hops
away, as determ ned by performing a truncated SPF. The DNR and RF
tables are initially enpty. To begin, the followi ng steps are taken
to reduce the size of NN and NL:

0o Mve any I1Sin NL with its tier (or fabric location) set to TO to
DNR

0 Renove all internediate systems fromNL and NN that in the
shortest path to the IS that originated the LSP

Then, for every IS in NL:
o If the current entry in NL is connected to any entries in NN

* Mve the ISto RF

*  Renove the internediate systens connected to the IS from NN
0o Else nove the 1S to DNR
When flooding, LSPs transnmitted to adjacent neighbors on the RF |ist
will be transmitted normally. Adjacent internediate systens on this
list will reflood received LSPs into the next stage of the topol ogy,
ensuring database synchronization. LSPs transmtted to adjacent

nei ghbors on the DNR I'ist, however, MJST be transmtted using a
circuit scope PDU as described in [ RFC7356].
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5.1. Fl ooding Failures

It is possible in sonme failure nodes for flooding to be inconplete
because of the flooding optim zations outlined. Specifically, if a
reflooder fails, or is sonmehow di sconnected fromall the |inks across
which it should be reflooding, it is possible an LSP is only
partially flooded through the fabric. To prevent such situations,
any IS receiving an LSP transmtted usi ng DNR SHOULD:

0 Set a short tiner; the default should be | ess than one second

o0 When the tiner expires, send a Conpl ete Sequence Nunber Packet
(CSNP) to all neighbors

0 Process any Partial Sequence Nunber Packets (PSNPs) as required to
resynchroni ze

o |If a resynchronization is required, notify the network operator
t hrough a network managenent system

6. O her Optimzations
6.1. Transit Link Reachability

In order to reduce the anobunt of control plane state carried on |arge
scal e spine and |l eaf fabrics, openfabric inplenmentations SHOULD NOT
advertise reachability for transit |links. These Iinks MAY remain
unnunbered, as IS 1S does not require |layer 3 | P addresses to
operate. Each |I'S SHOULD be configured with a single | oopback
address, which is assigned an | Pv6 address, to provide reachability
to intermedi ate systens which make up the fabric.

6.2. Transiting TO Internediate Systens

In data center fabrics, ToR internediate systems SHOULD NOT be used
to transit between two Tl (or above) spine internediate systens. The
simplest way to prevent this is to set the overload bit [ RFC3277] for
all the LSPs originated fromTO internmedi ate systems. However, this
solution would have the unfortunate side effect of causing al
reachability beyond any TO IS to have the sane netric, and many

i mpl ementations treat a set overload bit as a netric of OXFFFF in
calculating the Shortest Path Tree (SPT). This docunent proposes an
alternate solution which preserves the | eaf node netric, while stil
avoiding transiting TO internedi ate systens.

Specifically, all TO internedi ate systens SHOULD advertise their

metric to reach any T1 adjacent neighbor with a cost of OXFFE. T1
i ntermedi ate systems, on the other hand, will advertise TO
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9.

1.

intermedi ate systenms with the actual interface cost used to reach the
TO I'S. Hence, links connecting TO and T1 internediate systens wll
be advertised with an asynmmetric cost that discourages transiting TO
i nternmedi ate systens, while |eaving reachability to the destinations
attached to TO devices the sane.

Openfabric and Route Aggregation

Wi | e schemes may be designed so reachability information can be
aggregated in Openfabric deploynents, this is not a reconmended
confi guraiton.

Security Considerations

Thi s docunment outlines nodifications to the IS-1S protocol for
operation on large scale data center fabrics. Wile it does add new
TLVs, and sone | ocal processing changes, it does not add any new
security vulnerabilities to the operation of IS-1S. However
openfabric inplenmentations SHOULD i npl ement |S-1S cryptographic

aut henti cation, as described in [ RFC5304], and shoul d enabl e ot her
security neasures in accordance with best common practices for the
IS-1S protocol

If TO intermedi ate systens are auto-detected using information

out side Qpenfabric, it is possible to attack the calucations used for
fl oodi ng reduction and auto-configuration of internediate systens.
For instance, if a request for an address pool is used as an

i ndi cator of an attached host, and hence receiving such a request
causes an internmedi ate systemto advertise itself as TO, it is

possi ble for an attacker (or a sinple m stake) to cause auto-
configuration to fail. Any such auto-detection nechani ns SHOULD BE
secured using appropriate techni ques, as described by any protocols
or mechani sms used.
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