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Abst ract

Thi s docunment describes list of functional requirnments towards a
Routing Protocol for Data Center NetworKks.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on May 3, 2018.
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Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roduction

It is common to host and build a network of nore than tens of

t housands of end points inside a data center. Data Center Networks
of such size have unique set of requirenments with enphasis on scale,
convergence, network stability and opertional sinplicity. Existing
or new set of protocols and routing infrastructure needs to be
augnmented to support higher scale, faster convergence with increased
optional sinplicity in order to address the requirenents of these
net wor ks.

Thi s docunment describes list of functional requirenents that are
required towards addressing scale, convergence and operationa

mai nt ai nance of such scal ed networks. The requirenents described in
this docunent can be used to augnent existing solutions or used to
design a new set of solutions.
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2. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119] only when
they appear in all upper case. They nay al so appear in |ower or

m xed case as English words, w thout any normative neani ng.

3. Recommended Readi ng

Thi s docunent assumes know edge of existing data center networks and
data center network topol ogies [CLOS], [ RFC7938]. This docunent al so
assunes know edge of data center routing protocols |ike BGP

[ RFC4271], OSPF [ RFC2328] and BFD [ RFC5880] as well as data center
layer 2 link |ayer protocols like LLDP [ RFC4957].

4. Goals and Requirenents

Foll owi ng are general requirenments for the Data Center Network Fabric
and its Routing Protocols:

0 The Fabric provides basic connectivity, with possibility to carry
one or nore overl ays.
The Fabric provides no domain separation, if needed, to be handl ed
by an overl ay.
The Fabric MAY provide interconnect facility for other fabrics.
The Fabric MJST support non equidi stant end-points.

0 The Fabric MJUST support Spine and Leaf [CLOS] + isonorphic
topol ogies within its network
The Fabric MAY support non Spine and Leaf topol ogies

o The KPI's bel ow are singl e-di nensi onal and expected to be changed,
as the docunent progresses, baseded on nore feedback, we ask
community to communicate their views. Conbination of # of routes
vs # of paths vs desired convergence time will be discussed in a
| ater version.

The Fabric SHOULD support 250k routes @5k fabric nodes with
convergence tinme bel ow 250ns.

The Fabric SHOULD support 500k routes @7.5k fabric nodes with
convergence tine bel ow 500ns.

The Fabric SHOULD support 1M routes @10k fabric nodes with
convergence tine bel ow 1s.

0 The Fabric routing protocol MJST support | oad bal anci ng using
ECWP, WECMP and UCWP
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The Fabric routing protocol MAY support any custom or adaptive

| oad bal anci ng al gorithns.

The Fabric routing protocol MJIST support and provide facility for
t opol ogy-specific algorithns that enable correct operations in
that specific topol ogy.

o0 The Fabric routing protocol SHOULD support route scale and
convergence tines of a Fabric nentioned above.
The Fabric routing protocol SHOULD support ECMP as wi de as 256
pat hs.

0 The Fabric routing protocol MJST support various address famlies
that covers IP as well as MPLS forwarding.
The Fabric routing protocol MJST support extensions to carry 3rd
party data and Opaque dat a.

0 The Fabric routing protocol MJST support Traffic Engi neering paths
that are host and/or router based paths.
The Fabric routing protocol MJIST provide facility to address
constituents in an ECMP bundl e.

0 The Fabric routing protocol MJST support inband as well as out of
band nmanagenent.

o The Fabric routing protocol MJST support Zero Touch Provi sioning
(ZTP).
The Fabric routing protocol MJST support Nei ghbor Di scovery to
facilitate ZTP

0 The Fabric routing protocol MJST be able to | everage BFD [ RFC5880]
for nei ghbor state.
The Fabric routing protocol SHOULD be capabl e of bootstrapping a
BFD sessi on [ RFC5882] .

o0 The Fabric routing protocol MJST be able to support real tine
state notifications of routes and its neighbors state to
facilitate control plane telenetry.

The Fabric routing protocol MJST be able to support on-demand
snapshots of protocol state and real time state notifications of
routes and its neighbors state to renote node(s) to facilitate
control plane telenetry.

o0 The Fabric routing protocol MJST be abl e handl e conmm ssion/

deconmi ssion of a node as well as any node restart with a mni nal
data pl ane inpact.
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5.

10.

11.

11.

11.

For further study
Fol I owi ng topics have been identified to be studied at a later tine:
0 gRPC THRI FT/sim | ar encodi ngs.
0 Ability to function as an overl ay.
o Flow ets signaling.
o Milticast.
0 State representati on NB.
0 Integration with PCE SDNc.
Net wor k Topol ogi es
| ANA Consi derati ons
Security Considerations
Thi s docunent describes |ist of functional requirenents towards a
routing protocol for Data Center Networks. |t does not raise any
security concerns or issues in addition to ones conmon to a routing
protocol for Data Center Networks.
Acknowl edgenent s
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Initial Version: Cctober 31 2017
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