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Abst r act

Thi s docunment specifies Determnistic Networking data pl ane
encapsul ation solutions. The described data plane sol utions can be
applied over either I P or MPLS Packet Sw tched NetworKks.

Conment #1: SB> An overarching comment is that the early part of the
docunent is really fundanmental architecture and perhaps belongs in
the arch draft, leaving this draft to be nore specific about
solutions. Indeed if we cannot find a single solution that maps to
both I'P and MPLS underlays | wonder if we should publish two
speci al i st RFCs?

Di scussion: One docunent at the beginning, split into two if/when
needed. Wyuld be post adoption in any case.

Comment #2: SB> Wilst | think we should | ook for a commpn sol ution
to IP and MPLS | do not think that this is where the DT ended up

Di scussi on: Agree.
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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1. Introduction

Determ nistic Networking (DetNet) is a service that can be offered by
a network to DetNet flows. DetNet provides these flows extrenely | ow
packet |oss rates and assured nmaxi num end-to-end delivery | atency.
General background and concepts of DetNet can be found in
[I-D.ietf-detnet-architecture].

This docunent specifies the DetNet data plane. |t defines how Det Net
traffic is encapsul ated at the network |ayer, and how Det Net - awar e
nodes can identity DetNet flows. Two data plane definitions are

gi ven.

0 PWhbased: One solution is based on PseudoWres (PW [RFC3985] and
[ RFC5036] and rmakes use of mnulti-segnent pseudow res (Ms-PW
[ RFC6073] to map Det Net Rel ay and Edge Nodes
[I-D.ietf-detnet-architecture] [I-D.ietf-detnet-dp-alt] to PW
architecture. The PWbased data pl ane can be run over an MPLS
[ RFC4448] [ RFC6658] Packet Switched Network (PSN)

Conment #3: SB> This is really an MPLS one. The world of IP PW is
a bit scruffy with some work in PWE3 and sone in L2TPext which
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really went their own ways. There is for exanple no M5-PWIP
design. The Ms-PW approach needs to be exam ned nore cl osely by
the WG and thus at this stage be marked as provisional

Di scussion: Agree. "can be" -> "is
Conment #3.1 LB> EVPN based encapsulation is also a potenti al
candidate. 1n general DetNet should | ook nore closely to the

del evopnent around EVPN.

Di scussion Agree. EVPN could be a potential solution and the on-
wire encapsuations are likely to be the sane as PWbased
encapsul ati on would be. EVPN even recomends using Control Wrd
[ RFC8214] (in the absence of entropy |abels).

0 Native-1P: The other solution is based on I P header fields, nanely
on the I Pv6 Flow Label and a new DetNet Control Wrd extension
header option. It is targeted for native |IPv6 networks.

Conment #4: SB> The | P solution has not been properly exam ned by
the WG and needs to be marked as provisional

Di scussion: |IP vs. MPLS is a depl oynent choice.

It is worth noting that while PW are designed to work over | P PSNs
this docunment describes a native-1P solution that operates w thout
PW. The primary reason for this is the benefit gained by enabling
the use of a normal application stack, where transport protocols such
as TCP or UDP are directly encapsulated in IP

Comment #5: SB> We clearly need to ook at the inplications of
running this with a new | P header extension. Firstly we need input
from 6man, but we al so need to understand what happens in niddle
boxes, other conponents of the host stack etc.

Di scussion: A WG can devel op their own extensions and then get
approval from 6man. Sometines that ends up redoing extensions in
6man but not al ways.

Thi s docunent specifies the encapsul ation for DetNet flows, including
a DetNet Control Wrd (CW. Furthernore, it describes how Det Net
flows are identified, how Det Net Relay and Edge nodes work, and how
the Packet Replication and Elimination function (PREF) is inplenented
with these two data plane solutions. This docunent does not define
the associated control plane functions, or Operations,

Adm ni stration, and Mai ntenance (OAM. It also does not specify
traffic handling capabilities required to deliver congestion
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protection and latency control to DetNet flows as this is defined to
be provided by the underlying MPLS or |P network.

Conment #6: SB> OK, although | think that this nmay be a m st ake.
There nmay well be sone coupling needed between the Detnet DP and

the substrate/transport/underlay needed to nmake this work. If this
is a genuine technical layering we should talk about it. |If this
is an artificial constraint inmposed by the |ESG we need to talk to
t hem

Di scussion: The only interaction needed is that the flow
identification is possible. That needs to be available for |ower
| ayers.

Conment #6.1: LA> Even though this docunment does not specify any QAM
functions, we will need to verify that the GACh (Generali zed
Associ ate Channel) works correctly in a network that has
replication and elimnation

D scussion: --
2. Term nol ogy
2.1. Terns used in this docunent

Thi s docunment uses the term nol ogy established in the Det Net
architecture [I-D.ietf-detnet-architecture] and the DetNet Data Pl ane
Solution Alternatives [I-D.ietf-detnet-dp-alt].

The following terns are also used in this document:

DA- T- PE MPLS based Det Net edge node: a Det Net-aware PseudoWre
Term nating Provider Edge (T-PE)

DA- S- PE MPLS based Det Net relay node: a Det Net-aware PseudoWre
Swi t chi ng Provi der Edge (S-PE).

Conment #7 SB> We need to | ook at whether the S-PE concept is the
best fit, or whether we should use introduce a Detnet relay to do
this. An S-PE just swaps the PWIlabel, but Detnet needs it to do
nore and a better nodel night be a new construct. However we
could also discard the relay concept and run 1+n end to end, in
whi ch case the S-PEs would retain heir original function

Di scussion: Disagree of the dropping commrent. However, the issues
are nost likely terminology related. The relay concept is part of
the DetNet architecture A DA-S-PE was intended to be a Det Net
relay, which may do nore than just swapping | abels (PREF
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functionality). Current text is quite biased to Ms5-PW which was
the starting point for the DetNet relay in a MPLS PW net wor k.

T- Label A label used to identify the LSP used to transport a
Det Net flow across an MPLS PSN, e.g., a hop-by-hop
| abel used between | abel switching routers (LSR)

S- Label A Det Net node to Det Net node "service" |abel that is
used bet ween DA-*- PE devi ces.

PW Label A PseudoWre label that is used to identify DetNet flow
rel ated PWInstances within a PE node.

Fl ow Label | Pv6 header field that is used to identify a Det Net
flow (together with the source IP address field).

Comment #8 SB> If this is the IPv6 Flow label | think caution is
needed as | don’t think the handling of this is well defined or
consistently inplenented i n networking equi prent.

Di scussion: DetNet specifies the use and di scusses possible
interaction with RFC6347 in this |I-D

| ocal -1 D An edge and relay node internal construct that uniquely
identifies a DetNet flow It may be used to sel ect
proper forwardi ng and/ or Det Net specific service
function.

Conment #9 SB> Is this really an internal construct, or is it an on
the wire construct? |If it is needed end to end, | don't think it
is correct to describe it as an internal construct. Wen you say
"sel ect" presunmably you mean by potentially any DN aware node on

t he path?
Di scussion: It is an internal construct, so yes.
PREF A Packet Replication and Elimnation Function (PREF)

does the replication and elimnation processing of

Det Net flow packets in edge or relay nodes. The
replication function is essentially the existing 1+1
protection nechanism The elimnation function reuses
and extends the existing duplicate detection mechani sm
to operate over nultiple (separate) DetNet menber flows
of a Det Net conpound fl ow.

Comment #10 SB> | wonder if 1+1 is the right way to go, or whether

1+n is better. A bunch of new techni ques have energed over the
years and we really ought to | ook at creating paths with MRT.
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Wth 1+2 on main + the two MRT paths you have a two failure
resiliency as far as it is possible to construct such paths in the
under | yi ng topol ogy.

Di scussion: As observed above, actually 1+n woul d be closer to what
i s needed. 1+1 was neant to be nore an exanple showing there is
exi sting work that can be | everaged.
2.2. Abbreviations

The follow ng abbreviations used in this docunent:

AC Attachment Circuit.
CE Cust oner Edge equi prent.
CoS Cl ass of Service.
Ccw Control Word.
d- W Det Net Control Word
Det Net Det erm ni sti ¢ Networ ki ng.
DF Det Net Fl ow.
L2VPN Layer 2 Virtual Private Network.
LSR Label Switching Router
MPLS Mul ti protocol Label Switching.
MPLS- TP Mul tiprotocol Label Switching - Transport Profile.
MB- PW Mul ti-Segnment PseudoWre (M5 PW.
NSP Nati ve Service Processing.
QAM Operations, Adm nistration, and Mi nt enance.
PE Provi der Edge.
PREF Packet Replication and Elim nation Function
PSN Packet Switched Network.
PW PseudoW r e.
Kor honen, et al. Expires May 3, 2018 [ Page 7]
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QS Quality of Service.
TSN Ti me- Sensitive Network.
3. Requirenents | anguage

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

4. DetNet data plane overview

Comment #11 | amnot sure whether this is a DP overview, or an
archi tecture overvi ew and hence whether this needs to be here or
in the architecture draft.

Di scussion: Overviewis nore of an editorial matter and its fina
| ocation can be discussed later on. Currently it is "no harnl to
have it here but there are no binding reasons to keep the text in
ei t her.

Thi s docunent describes how to use IP and/or MPLS to support a data
pl ane nethod of flow identification and packet formwvardi ng over

|l ayer-3. Two different cases are covered: (i) the inter-connect
scenario, in which |EEEB02.1 TSN is routed over a |ayer-3 network
(i.e., to enlarge the layer-2 domain), and (ii) native connectivity

bet ween Det Net - aware end systens. Figure 1 illustrates an exenplary
scenari o.
TSN Edge Transit Rel ay Det Net
End System Node Node Node End System
Foeeem-- - + o + Foeeem-- - +
| Appl | <---:Svc Proxy:-- End to End Service ---------- > Appl [
N + Foommaaann + e E R Sy +
| TSN | | TSN | Svc| <-- DetNet flow ---: Service :-->| Service
N + B I + I R S +
| Transport | | Trp| | Trp| | Transport | | Trp| | Trp]| | Transport |
+------- B +-.-+ +-, -+ +--,----,-+ +-.-+ +-, -+ +---, ----- +
: Link /o ----- N : Link /o ----- N
oo + +[ Sub ]-+ 4. + +[ Sub ]-+
[ Net wor K] [ Net wor K]

Figure 1: A sinple DetNet enabled network architecture

Figure 2 illustrates how Det Net can provide services for | EEE
802. 1TSN end systens over a Det Net enabl ed network. The edge nodes
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insert and renmpove required DetNet data plane encapsulation. The 'X
in the edge and relay nodes represents a potential DetNet flow packet
replication and elimnation point. This conceptually parallels L2VPN
services, and could | everage existing related solutions as di scussed
bel ow.

TSN [ <--e-menn-- End to End DetNet Service ------ > TSN
Service | Transit Transit | Service
TSN (AQ [ | <- Tunnel - >| | <-Tnl ->| | (AC) TSN
End [ Y Y 1 Y v 2 VvV Vo End
System | e + e + e + System
- - -+ | | E1 | ::::::::::l R1 | :::::::l E2 | | - - -+
[ [--]----1._X_ |..DetNet..|.._ _...|..DF3..]| X [
| CE1] | [ \ | Flow 1 | X [ [ / [ [ | CE2|
| | \ | DR2.. |/ \ ] DFA L | |
+-- -+ | | ::::::::::l | :::::::l | +-- -+
A Fommnaann + Fommnaann + Fommnaann + A
[ Edge Node Rel ay Node Edge Node |
I I
| <----- Emul ated Tinme Sensitive Networking (TSN) Service ---->|
Figure 2: | EEE 802. 1TSN over Det Net
Figure 3 illustrates how end to end PWbased Det Net service can be
provided. |In this case, the end systens are able to send and receive

Det Net flows. For exanple, an end system sends data encapsul ated in
PseudoWre (PW and in MPLS. Like earlier the 'X in the end
systens, edge and relay nodes represents potential DetNet flow packet
replication and elimnation points. Here the relay nodes may change
the underlying transport, for exanple tunneling |IP over MPLS, or
sinmply interconnect network segments.
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Det Net Det Net
Servi ce Transi t Transi t Servi ce
Det Net | | <-Tnl - >| | <-Tnl - >| | Det Net
End [ \Y 1 \Y \Y 2 \Y | End
System | e + e + e + | System
+- - -+ | | R1 | :::::::l R2 | :::::::l R3 | | +- - -+
| X DFa |. . X....]..DF2. .. __ .]..DF3..]. X .|.DFa..|.X|
| CE]_l ::::::::l \ | | X | | / | ::::::l CE2|
| | | | \ . |..DF2..|._/ \__.|..DF4..|._/ | | |
- - -+ | | :::::::l | :::::::l | - - -+
n Fommm oo + Fommm oo + Fommm oo + n
| Rel ay Node Rel ay Node Rel ay Node |
I I
| <-----mmimae-- - End to End Det Net Service -------------- >|

Figure 3: PWBased Native Det Net
Figure 4 illustrates how end to end | P-based Det Net service can be
provided. In this case, the end systens are able to send and receive
Det Net flows. [Editor’s note: TBD|

NOTE: This figures is TBD

Det Net Det Net
Service Transit Transit Service
Det Net | | <-Tnl ->| | <-Tnl ->| | Det Net
End | Vv 1 Vv Vv 2 Vv | End
System | e + e + e + | System
+-- -+ | | R1 | :::::::l R2 | :::::::l R3 | | +-- -+
| X ..DFa...| | | | | | X
| H]_l ::::::::l | | | | | ::::::l H2|
N | | | | | I I
+---+ I I :::::::I I :::::::I I +---+
A Fommme e m + Fommme e m + Fommme e m + A
| Rel ay Node Rel ay Node Rel ay Node |
| |
SRR PR End to End DetNet Service -------------- >|

Figure 4: | P-Based Native Det Net
.1. DetNet data plane encapsul ation requirenents

Two mmj or groups of scenarios can be distinguished which require flow
identification during transport:

1. DetNet function rel ated scenari os:
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* Congestion protection and | atency control: usage of allocated
resources (queuing, policing, shaping).

* Explicit routes: select/apply the flow specific path.

* Service protection: recognize Det Net conpound and nenber flows
for replication an elimnination

Conment #12 | amnot sure whether the correct architectura
construct is flow or flow group. Flow suggests that sharing/
aggregation is not allowed but whether this is allowed or not
is an application specific issue.

Di scussion: Agree that a flow group would be a better
characterization.

Comment #13 | think that there needs to be sone clarification as
to whether FGis is understood by the DN system exclusively or
whether there is an expectation that it is understood by the
under| ay.

Di scussion: Agree that nore detail is needed here. DetNet aware
nodes need to understand fl ow groups. Underlay needs to be
aware of flow groups at the resource allocation |evel

2. OAMfunction rel ated scenari os:

* troubl eshooting (e.g., identify msbehaving flows, etc.)
* recognize flow(s) for analytics (e.g., increase counters,
etc.)

* correlate events with flows (e.g., volune above threshol d,
etc.)

* etc.

Each node (edge, relay and transit) use a local-1D of the DetNet-
(compound) -flow in order to acconplish its role during transport.
Recogni zing the DetNet flowis nore relaxed for edge and rel ay nodes,
as they are fully aware of both the Det Net service and transport

| ayers. The primary DetNet role of intermediate transport nodes is
limted to ensuring congestion protection and | atency control for the
above |isted DetNet functions.

The Det Net data plane allows for the aggregation of DetNet flows,

e.g., via MPLS hierarchical LSPs, to inproved scaling. Wen DetNet
flows are aggregated, transit nodes may have linmted ability to
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provi de service on per-flow DetNet identifiers. Therefore

i dentifying each individual DetNet flow on a transit node may not be
achi eved in sone network scenarios, but DetNet service can still be
assured in these scenarios through resource allocation and control

Conment #14 You could introduce the concept of a flow group
identified into the packet. You may also include a flowid at a
| ower | ayer.

Di scussion: Agree on the identification properties. Adding a
specific id into actual on-wire formats is not necessarily needed.

On each node dealing with DetNet flows, a local-IDis assuned to
determ ne what | ocal operation a packet goes through. Therefore,

| ocal -1 Ds MUST be uni que on each edge and relay nodes. Local-ID MJST
be unanbi guously bound to the Det Net fl ow.

Comment #15 | am confused as to what you mean by local ID. Is this
an internal construct which packet paranmeters map to, in which
case why is it being called up? |ETF practise is to specify on
the wire behaviour but not internal behavi our of equipments.

Di scussion: Local-id is an internal construct, which was intended to
clarify the discussion in the I-D. Obviously it did not work as
i nt ended.
5. DetNet data plane sol ution
5.1. DetNet specific packet fields
The Det Net data pl ane encapsul ati on shoul d include two Det Net
specific information el ement in each packet of a DetNet flow (1)
flow identification and (2) sequence nunber.
Comment #16 should, SHOULD, nust or MJST?

Di scussion: SHOULD or MJUST is ok. MJIST is probably nore
appropri at e.

The Det Net data pl ane encapsul ati on may consists further el enents

used for overlay tunneling, to distinguish between Det Net nenber

flows of the sanme Det Net conpound flow or to support OAM functi ons.
5.2. DetNet encapsul ation

This docunment specifies two encapsul ations for the DetNet data plane:

(1) PseudoWre (PW for MPLS PSN and (2) native | Pv6 based
encapsul ati on for | P PSN.
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5.2.1. PseudoWre-based data plane encapsul ati on

Figure 5 illustrates a Det Net PWencapsul ati on over an MPLS PSN. The
PW based encapsul ation of the DetNet flows fits perfectly for the
Layer-2 interconnect deploynent cases (see Figure 2). Furthernore,
end to end DetNet service i.e., native DetNet deploynment (see

Figure 3) is also possible if DetNet-aware end systens are capabl e of
initiating and term nati on MPLS encapsul ated PW. It is also

possi bl e use the sanme encapsul ation format with a Packet PWover MPLS
[ RFC6658]. Transport of |IP encapsul ated Det Net flows, see

Section 5.2.2, over DetNet PW is al so possible. |nterworking

bet ween PW and | Pv6-based encapsul ati ons is discussed further in
Section 7.6.

The PWbased Det Net data pl ane encapsul ati on consists of:

0 DetNet control word (d-CW containing sequencing information for
packet replication and duplicate elinination purposes. There is a
separ ate sequence nunber space for each Det Net flow.

0 PseudoWre Label (PWLabel) that is a standard PWI abel
identifying a DetNet flow and a PWInstance within a (DA-)T-PE or
(DA-) S- PE devi ce.

0 An optional S-Label that represents Det Net Service LSP used
bet ween (DA-)T-PE or (DA-)S-PE nodes. One possible use of an
S-Label is to identify the different DetNet nenber flows used to
provide protection to a DetNet conposite flow, perhaps even when
both LSPs appear on the sanme |link for sone reason.

Conment #17 This needs sone di scussion by the WG
Di scussion: Agree, specifically if the |I-D becomes W5 docunent .

0 MPLS transport LSP | abel (s) (T-1abel) which may be a hop-by-hop
| abel used between LSRs.

Conment #18 Odinarily this will of course be PHPed before arrival
at an x-PE.

Di scussion: In nost cases yes - depends on the network
configuration. PHP is not mandatory and TP does not even have
PHP.
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RFC3985 Encapsul ati on Det Net PW Encapsul ati on

e e e e e e e e o +

[ Payl oad [ R L +

/ \ | |

H Payl oad Convergence H- -. | Det Net Fl ow |

R LR P H | [ Payl oad Packet [

H Ti m ng H +-\ | |

R e H | \ / \

H Sequenci ng H -’ \-->H Det Net Control Word H
/ \ /

| PWDenultiplexer [--------- >| PW Label |

e + e +

| PSN Convergence | R Optional MPLS S-Label |

e e e e e e e e o + o e e e e e e e e e e e e e e e e aa o - +

[ PSN [----- +--->| MPLS T- Label (s) |

. + S +

| Dat a- Li nk [

e +

| Physi cal |

e e e e e e e e o +

Fi gure 5: Encapsul ation of a DetNet flowin a PWwith MPLS(-TP) PSN

The Det Net control word (d-CW is identical to the control word
defined for Ethernet over MPLS networks in [ RFC4448]. The Det Net
control word is illustrated in Figure 6

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
|0 O 0O reserved - set to 0 | 16 bit Sequence Nunber |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

Fi gure 6: DetNet Control Word
Conment #19 We need to think about whether "identical is the correct
term The Ethernet S/ N skips zero (it uses zero to nmean no S/INin
use). is that the behaviour that we want?
Di scussion: Good point. Ildentical is a wong statenent. The format

is the same the behaviour of SNis slightly different as 0 is
assuned to be a valid SN
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5.2.2. Native |Pv6-based data plane encapsul ation

Conment #20 SB> This part of the design needs to be marked as

provisional until it has a nore thorough WG review
Di scussion: Ok, however, this is still an individual |-D.
Figure 7 illustrates a DetNet native |IPv6 encapsul ation. The native

| Pv6 encapsul ation is meant for end to end Detnet service use cases,
where the end stations are DetNet-aware (see Figure 4). Technically
it is possible to use the IPv6 encapsulation to tunnel any traffic
over a DetNet enabl ed network, which would make native | Pv6

encapsul ation also a valid data plane choice for an interconnect use
case (see Figure 2).

The native | Pv6-based Det Net data pl ane encapsul ati on consists of:
0 |Pv6 header as the transport protocol

0 |Pv6e header Flow Label that is used to help to identify a Det Net
flow (i.e., roughly an equivalent to the PWLabel). A Flow Labe
together with the I Pv6 source address uniquely identifies a DetNet
flow.

Conment #21 SB> Have we validated that it is unconditionally safe to
make this assunption about the use of the FL?

Di scussion: RFC6437 does not restrict such use and Det Net DP
solution can al ways define their own use of flow label. It should
be noted that a DetNet aware node will always contain new code and
is not a load bal ancer

0 DetNet Control Wrd I Pv6e Destination Option containing sequencing
informati on for packet replication and duplicate elimnation
function (PREF) purposes. The DetNet Destination Option is
equi valent to the DetNet Control Wrd

A Det Net-aware end station (a host) or an internedi ate node
initiating an | Pv6 packet is responsible for setting the Fl ow Label,
addi ng the required Det Net Destination Option, and possibly adding a
routi ng header such as the segnent routing option (for pre-defined
paths [I-D.ietf-6man-segnment-routing-header]). The payl oad of the
native | Pv6 encapsul ation is any payl oad protocol that can be
identified using the Next Header field either in the | Pv6 packet
header or in the last |Pv6 extension header
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Comment #22 SB> We will probably need to agree an option ordering,
and need to note that the 6man | Pv6 solution al ready operates on
the edge of the ability of h/wto see that far into the packet.

Di scussion: RFCB8200 describes extension header ordering - there is
not much to agree there. Agree on the hardware | ookup chall enges.
However, the issues of SR header are not this I-Dto fix.

Conment #23 SB> | amnot sure the above is needed since it is by
definition correct.

Di scussion: (next header) agree.

A Det Net-aware end station (a host) or an internediate node receiving
an | Pv6 packet destined to it and containing a DetNet Destination
Option does the appropriate processing of the packet. This may

i nvol ve packet duplication and elimnation (PREF processing),
terminating a tunnel or delivering the packet to the upper |ayers/
Appli cati ons.

o e e e e e e e e e e e e e e e e aa o - +
I I
| Det Net Fl ow |
| Payl oad [
I I
e \
H Det Net Control Word DstOpt Hdr H
i e /
| | Pv6 header |
| (with set Flow | abel) |
o m e e e e e e e e e eme— oo - +

Figure 7: Encapsulation of a native |Pv6 DetNet flow
A DetNet flow nust carry sequencing information for packet
replication and elimination function (PREF) purposes. This docunent
specifies a new | Pv6 Destination Option: the DetNet Destination
Option for that purpose. The format of the option is illustrated in
Fi gure 8.
Comment #24 SB> Can an SR node | ook at a DO?

Di scussi on: Yes.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ TBD1 [ 4 [ Reserved [
B i i S S i I e i S S R L e e e e
[ 16 bit Sequence Number [
B o I NI S R S S R T S T S S

Figure 8: DetNet Destination Option

The Option Type for the Det Net Destination Option is set to TBDL.
[To be renoved fromthe final version of the docunment: The Option
Type MJIST have the two nost significant bits set to 10b]

5.3. DetNet flow identification for duplicate detection

Duplicate elinination depends on flow identification. Mpping
bet ween packet fields and Local -1D nmay inpact the inplenentation of
duplicate elimnation.

Comment #25 SB> So | wonder if the right place to put the FI is in
the IPv6 FI, or in the |IPv6 address itself?

Di scussion: Each flow having different address is challenging if we
want to terminate multiple flows into the same node with one
address or originate multiple flows froma node with one address
(note, we are aware of the one /64 per node di scussion but cannot
assune it here, at |east not yet).

5.3.1. PseudoWre encapsul ation

RFC3985 Section 5.2.1. describes PWsequencing provides a duplicate
detection service anong other things. This specification clarifies
this definition as foll ows:

Det Net flows that need to undergo PREF processi ng MUST have the
same PW Label when they arrive at the DA-*-PE node.

From the | abel stack processing point of view receiving the sane
| abel fromnmultiple sources is anal ogous to Fast Reroute backup
tunnel behavi or [ RFC4090]. The PW Label for a DetNet flow can be
di fferent on each PWsegnent.

Conment #26 SB> | amnot sure of the utility of this reference.
FRR you shoul d not receive packets concurrently on two paths.
seens fine to state the the requirenent that a single label is
used for both paths.

I'n
It
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Di scussion: OK with the sane | abel coment. OK to renpve the FRR
ref erence here.

5.3.2. Native |IPv6 encapsul ation

The DetNet flow identification is based on the | Pv6 Fl ow Label and
the source address conbination. The two fields uniquelly identify
the end to end native I Pv6 encapsul ated DetNet flow. Cbviously, the
identification fails if any internediate node nodifies either the
source address or the Fl ow Label

Conment #27 SB> See earlier. |If there are enough | Pv6 addresses to
address video fragnents, why not DN flows? Then this probl em goes
away.

Di scussion: See the earlier coment #25 discussion. |f nodes get

their addressies via DHCPv6 basically ruins this nmechanism Al so
the assunption for this to work is that the node has a full /64 to
use, which is not always the case. QOherwise the idea is just
fine.

6. PREF specific considerations

This section applies equally to DetNet flows transported via |IPv6 and
MPLS. While flow identification and some header rel ated processing
will differ between the two, the considerations covered in this
section are conmon to both.

6.1. PseudoWre-based data pl ane
6.1.1. Forwarder clarifications

The Det Net specific new functionality in an edge or relay node
processing is the packet replication and duplication elimnation
function (PREF). This function is a part of the DetNet-aware
"extended" forwarder. The PREF processing is triggered by the
recei ved packet of a DetNet flow

Conment #28 SB> | am not sure what you nmean by triggered here.
Hopefully we are not thinking of dataplane triggered
configuration?

Di scussion: "lnitiated" is probably nore appropriate wordi ng.
Basically the forwarding entry has to be extended with a "PREF
enabl ed" bool ean configuration switch that is associated with the

normal forwarding actions (e.g., in case of MPLS a swap, push, pop
.). The output of the PREF elimination function is always a single
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packet. The output of the PREF replication function is always one or
nmore packets (i.e., 1:Mreplication). The replicated packets MJST
share the sane Det Net control word sequence nunber.

The conpl ex part of the Det Net PREF processing is tracking the
history of received packets for nmultiple DetNet nenber flows. These
i ngress Det Net nenber flows (to a node) MJST have the sane local-1D
if they belong to the sanme Det Net-(conpound)-flow and share the sane
sequence nunmber counter and the history information

The edge and relay node internal procedures of the PREF are

i mpl ementation specific. The order of a packet elimnation or
replication is out of scope in this specification. However, care
shoul d be taken that the replication function does not actually

| oopback packets as "replicas". Looped back packets include
artificial delay when the node that originally initiated the packet
receives it again. Also, |ooped back packets nay nake the network
condition to |l ook healthier than it actually is (in sone cases |link
failures are not reflected properly because | ooped back packets make
the situation appear better than it actually is).

Conment #29: SB> There needs to be sone text about preventing a node

ever receiving its own replicated packets. |ndeed that would
suggest that the flowid should be changed and replication should
only take place on configured flow IDs. | have a feeling that

this would all be a lot safer if replication only happened at
i ngress and we nanaged the diversity of the paths.

Di scussion: Agree on hardening the | oopback text considerations.
6.1.2. Edge node processing clarifications

The Det Net data pl ane sol ution overl oads the edge node with Det Net
Edge Node functions. Edge nodes are al so aware of DetNet flows and
may need to operate upon those. Figure 9 illustrates the overal

edge device functions. The figure shows both physical attachnent
circuit (AC) (e.g., Ethernet [RFC4448]) connecting to the edge node,
and a packet service connecting to the edge node via an enbedded
router function (simlarly as described e.g., in [RFC6658]). Whether
traffic flowfroma client AC and PSN tunnel receives DetNet specific
treatnment is up to a local configuration and policy.

Comment #30: SB> Shouldn’t the behaviour sinply be a property of a
gi ven PWp

Di scussion: Agree in principle.
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oo e e e e e e e e e e e e e e e e oo oo +
| Det Net Edge Device |
L T + Egr ess/

[ | Forwarder | [ I ngress
| | | Singl e | nenber |nst.

Client PSN | " Packet 0 <-X----- >0 Service O<---------- >

tunnel s | NSP" | | Repl. | I nstance |

S >0 | | Elim +--------moo-- + Duplicate
[ [ [ [ Egr ess
[ [ [ Singl e | menber Inst.
| | +-> 0 Service 0<---------- >
| | | | I nstance |
R + | R + Egr ess/
| | | | | I ngress

Client AC | NSP | Repl. | | Singl e | nmenber Inst.

S >0 0 <----- X-> 0 Service 0<---------- >
| | Elim | I nstance |
R + R + Egr ess/
| | | | I ngress

Client AC | NSP | | Singl e | nmenber |nst.

S >0 0 <------- >0 Service 0<---------- >
[ [ [ I nstance |
oo m e e e e e e e e e e e e e e eeeooo oo +

Figure 9: Det Net Edge Node processing

An edge node participates to the packet replication and duplication
elimnation. Required processing is done within an extended
forwarder function. |In the case the native service processing (NSP)
is | EEE 802. 1CB [ | EEE8021CB] capabl e, the packet replication and
duplicate elimnation MAY entirely be done in the NSP and bypassi ng
the Det Net fl ow encapsulation and logic entirely, and thus is able to
operate over unnodified i nplenentation and depl oynent. The NSP
approach works only between edge nodes and cannot nake use of relay
nodes (see Section 6.1.3).

Conment #31 SB> This would be a fine way to operate the PWsystem -
edge to edge.

Di scussion: Wen it cones to use of NSPs, agree. Also for "island
interconnect” this is a fine. However, when there is a need to do
PREF in a mddle, plain edge to edge is not enough

The Det Net - awar e ext ended forwarder selects the egress Det Net nemnber
fl ow based on the DetNet forwarding rules. |In both "normal AC' and
"Packet AC' cases there may be no Det Net encapsul ati on header

avail able yet as it is the case with relay nodes (see Section 6.1.3).
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It is the responsibility of the extended forwarder within the edge
node to push the DetNet specific encapsulation (if not already
present) to the packet before forwarding it to the appropriate egress
Det Net nenber flow instance(s).

Conment #32 SB> | am not convinced of the wi sdomof having a m d-
poi nt node convert a flowinto a DN flow, which is what you are
i mplying here. This seens |like an ingress function

Di scussion: OK  The text here has issues and seens to nix relay and
edge.

The extended forwarder MAY copy the sequencing information fromthe
native Det Net packet into the Det Net sequence nunber field and vice
versa. |If there is no existing sequencing information available in
the native packet or the forwarder chose not to copy it fromthe
native packet, then the extended forwarder MJST naintain a sequence
number counter for each DetNet flow (indexed by the DetNet fl ow

i dentification).

6.1.3. Relay node processing clarifications

The Det Net data pl ane solution overloads a relay node w th Det Net
Rel ay node functions. Relay node is aware of DetNet flows and may
operate upon those. Figure 10 illustrates the overall DetNet relay
devi ce functions.

Conmment #33 SB> | don’t think that a relay node in not a nornal
construct so | amnot sure "overload" is the right term here.

Di scussion: Agree. There is a termnminology issue here.

A Det Net Rel ay node participates to the packet replication and
duplication elimnation. This processing is done within an extended
forwarder function. Wether an ingress DetNet nenber flow receives
Det Net specific processing depends on how the forwarding is
programed. For sone DetNet nenber flows the relay node can act as a
normal relay node and for sone apply the Det Net specific processing
(i.e., PREF).

Conment #34 SB> Again relay node is not a nornal term so am not
sure what it does in the absence of a PREF function

Di scussion: Relay node was a DetNet aware S-PE originally, which is
not explicitly stated here anynore, thus slightly confusing text
here. The text here needs to clarify the roles of PREF and
switching functions. A DetNet relay is described in the
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Figure 10: Det Net Rel ay Node processing
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Conment #35 SB> Sonewhere in the dp docunent there needs to be a
note of the requirenent for interfaces to do fast exchange of

counter state,
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designing the control plane that they need to provide support for
this.

Di scussion: W kinf of agree but also think the above exchange or
synchroni zati on of counter states is not in our scope to solve.

6.2. Native |Pv6-based data pl ane
[Editor’s note: this section is TBD.]

7. Oher DetNet data plane considerations

7.1. Cass of Service

Class and quality of service, i.e., CoS and QoS, are terns that are
often used interchangeably and confused. |In the context of DetNet,
CoS is used to refer to nechanisns that provide traffic forwarding
treatment based on aggregate group basis and QS is used to refer to
nmechani snms that provide traffic forwarding treatnent based on a
specific DetNet flow basis. Exanples of existing network |evel CoS
mechani sms i nclude DiffServ which is enabled by | P header
differentiated services code point (DSCP) field [ RFC2474] and MPLS

| abel traffic class field [ RFC5462], and at Layer-2, by | EEE 802. 1p
priority code point (PCP).

CoS for DetNet flows carried in PW and MPLS is provided using the
existing MPLS Differentiated Services (DiffServ) architecture

[ RFC3270]. Both E-LSP and L-LSP MPLS DiffServ nodes MAY be used to
support DetNet flows. The Traffic Cass field (fornerly the EXP
field) of an MPLS |l abel follows the definition of [ RFC5462] and

[ RFC3270]. The Uniform Pipe, and Short Pipe DiffServ tunneling and
TTL processing nodel s are described in [ RFC3270] and [ RFC3443] and
MAY be used for MPLS LSPs supporting DetNet flows. MPLS ECN MAY al so
be used as defined in ECN [ RFC5129] and updated by [ RFC5462].

CoS for DetNet flows carried in IPv6 is provided using the standard
differentiated services code point (DSCP) field [ RFC2474] and rel ated
mechani sms. The 2-bit explicit congestion notification (ECN)

[ RFC3168] field MAY al so be used.

One addi tional consideration for DetNet nodes which support CoS
services is that they MIUST ensure that the CoS service classes do not
i npact the congestion protection and | atency control mnechani snms used
to provide DetNet QoS. This requirenent is simlar to requirenent
for MPLS LSRs to that CoS LSPs do not inpact the resources allocated
to TE LSPs via [ RFC3473].
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7.2. Quality of Service

Quality of Service (QS) nechanisns for flow specific traffic
treatnment typically includes a guarantee/agreenent for the service
and al |l ocation of resources to support the service. Exanple QS
nmechani sns i ncl ude di screte resource allocation, adm ssion control
flowidentification and isolation, and soneti nes path control

traffic protection, shaping, policing and remarking. Exanple
protocol s that support QoS control include Resource ReSerVation
Protocol (RSVP) [ RFC2205] (RSVP) and RSVP-TE [ RFC3209] and [ RFC3473].
The existing MPLS nmechani sns defined to support CoS [ RFC3270] can

al so be used to reserve resources for specific traffic cl asses.

In addition to path pinning and packet replication and elimnation
described in Section 5 above, DetNet provides zero congestion |oss
and bounded | atency and jitter.

Conment #36 SB> | just searched fromthe begi nning of the docunent
and this was the the first reference I found to pinning.

Di scussion: Termni nol ogy isssue. Should use, for example, explicit
paths which is used in the architecture |I-D

As described in [I-D.ietf-detnet-architecture], there are different
mechani sms that maybe used separately or in conbination to deliver a
zero congestion | oss service. These mechanisnms are provided by the
either the MPLS or IP |ayers, and nmay be conbined with the nechani sns
defined by the underlying network |layer such as 802. 1TSN

A baseline set of QoS capabilities for DetNet flows carried in PW
and MPLS can provided by MPLS with Traffic Engineering (MPLS-TE)

[ RFC3209] and [RFC3473]. TE LSPs can al so support explicit routes
(path pinning). Current service definitions for packet TE LSPs can
be found in "Specification of the Controlled Load Quality of
Service", [RFC2211], "Specification of Guaranteed Quality of
Service", [RFC2212], and "Ethernet Traffic Paraneters", [RFC6003].
Addi tional service definitions are expected in future docunents to
support the full range of DetNet services. 1In all cases, the

exi sting | abel -based marki ng mechani sns defined for TE-LSPs and even
E-LSPs are use to support the identification of flows requiring

Det Net QoS.

QS for DetNet flows carried in | Pv6 MJUST be provided |ocally by the
Det Net - aware hosts and routers supporting DetNet flows. Such support
will leverage the underlying network | ayer such as 802. 1TSN. The
traffic control nechanisns used to deliver QS for | P encapsul ated
Det Net flows are expected to be defined in a future docunent. From
an encapsul ati on perspective, and as defined in Section 5.2.2, the
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combi nation of the Flow Label together with the | P source address
uniquely identifies a DetNet flow.

Packets that are nmarked with a Det Net Cl ass of Service val ue, but
that have not been the subject of a conpleted reservation, can

di srupt the QS offered to properly reserved DetNet flows by using
resources allocated to the reserved flows. Therefore, the network
nodes of a Det Net network SHOULD

Comment #37 SB> Why not MUST?
Di scussion: OK with MJST

0 Defend the Det Net QS by discarding or remarking (to a non-Det Net
CoS) packets received that are not the subject of a conpleted
reservation.

0 Not use a DetNet reserved resource, e.g. a queue or shaper
reserved for DetNet flows, for any packet that does not carry a
Det Net O ass of Service marker.

7.3. Cross-DetNet flow resource aggregation

The ability to aggregate individual flows, and their associated
resource control, into a larger aggregate is an inportant technique
for inmproving scaling of control in the data, managenment and contro
pl anes. This docunment identifies the traffic identification related
aspects of aggregation of DetNet flows. The resource control and
managenent aspects of aggregation (including the queui ng/shaping/
policing inplications) will be covered in other docunents. The data
pl ane inplications of aggregation are independent for PWMPLS and IP
encapsul at ed Det Net fl ows.

Det Net flows transported via MPLS can | everage MPLS-TE s exi sting
support for hierarchical LSPs (H LSPs), see [RFC4206]. H LSPs are
typically used to aggregate control and resources, they may al so be
used to provide OAM or protection for the aggregated LSPs. Arbitrary
| evel s of aggregation naturally falls out of the definition for

hi erarchy and the MPLS | abel stack [RFC3032]. DetNet nodes which
support aggregation (LSP hierarchy) nmap one or nore LSPs (| abels)
into and froman HLSP. Both carried LSPs and H LSPs nay or may not
use the TC field, i.e., L-LSPs or E-LSPs. Such nodes will need to
ensure that traffic fromaggregated LSPs are placed (shaped/policed/
enqueued) onto the HLSPs in a fashion that ensures the required

Det Net service is preserved

Det Net flows transported via IP have nore |imted aggregation
options, due to the available traffic flowidentification fields of
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the 1P solution. One avail able approach is to nanage the resources
associated with a DSCP identified traffic class and to map (remark)
individually controlled DetNet flows onto that traffic class. This
approach al so requires that nodes support aggregation ensure that
traffic fromaggregated LSPs are placed (shaped/ policed/ enqueued) in
a fashion that ensures the required DetNet service is preserved.

Conment #38 SB> | am sure we can do better than this with SR or the
use of routing techniques that map certain addresses to certain
pat hs.

Di scussion: --

In both the MPLS and | P cases, additional details of the traffic
control capabilities needed at a Det Net-aware node may be covered in
the new service descriptions nentioned above or in separate future
docunents. Managenent and control plane nmechanisns will also need to
ensure that the service required on the aggregate flow (H LSP or
DSCP) are provided, which may include the discarding or remarking
mentioned in the previous sections.

7.4. Bidirectional traffic

Sone Det Net applications generate bidirectional traffic. Using MPLS
definitions [RFC5654] there are associ ated bidirectional flows, and
co-routed bidirectional flows. MPLS defines a point-to-point

associ ated bidirectional LSP as consisting of two unidirectiona

poi nt-to-point LSPs, one fromA to B and the other fromB to A which
are regarded as providing a single |ogical bidirectional transport
path. This would be anal ogous of standard IP routing, or PW running
over two reciprocal unidirection LSPs. MPLS defines a point-to-point
co-routed bidirectional LSP as an associ ated bidirectional LSP which
satisfies the additional constraint that its two unidirectiona
conponent LSPs follow the same path (in terns of both nodes and
links) in both directions. An inportant property of co-routed
bidirectional LSPs is that their unidirectional conponent LSPs share
fate. In both types of bidirectional LSPs, resource allocations nay
differ in each direction. The concepts of associated bidirectiona
flows and co-routed bidirectional flows can be applied to Det Net
flows as well whether I Pv6 or MPLS is used.

While the |Pv6 and MPLS data pl anes nust support bidirectional DetNet
flows, there are no special bidirectional features with respect to
the data plane other than need for the two directions take the sane
paths. Fate sharing and associ ated vs co-routed bidirectional flows
can be managed at the control level. Note, that there is no stated
requirenent for bidirectional DetNet flows to be supported using the
sane | Pv6 Fl ow Label s or MPLS Labels in each direction. Contro
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mechani sms will need to support such bidirectional flows for both
I Pv6 and MPLS, but such nmechani snms are out of scope of this docunent.
An exanpl e control plane solution for MPLS can be found in [RFC7551].

7.5. Layer 2 addressing and QS Consi derations

The Time-Sensitive Networking (TSN) Task G oup of the |EEE 802.1
Worki ng Group have defined (and are defining) a nunber of anmendnents
to | EEE 802.1Q [| EEE8021Q that provide zero congestion | oss and
bounded | atency in bridged networks. | EEE 802. 1CB [ | EEES8021CB]
defines packet replication and elimnation functions that should
prove both conpatible with and useful to, DetNet networks.

As is the case for DetNet, a Layer 2 network node such as a bridge
may need to identify the specific DetNet flow to which a packet

bel ongs in order to provide the TSN Det Net QoS for that packet. It
also will likely need a CoS marking, such as the priority field of an
| EEE Std 802.1Q VLAN tag, to give the packet proper service.

Al t hough the flow identification methods described in | EEE 802. 1CB
[ EEEB021CB] are flexible, and in fact, include IP 5-tuple
identification nethods, the baseline TSN standards assune that every
Et hernet franme belonging to a TSN stream (i.e. DetNet flow) carries
a nulticast destination MAC address that is unique to that flow
within the bridged network over which it is carried. Furthernore,

| EEE 802. 1CB [ | EEE8021CB] descri bes three nethods by which a packet
sequence nunmber can be encoded in an Ethernet frane.

Ensuring that the proper Ethernet VLAN tag priority and destination

MAC address are used on a Det Net/ TSN packet may require further

clarification of the customary L2/L3 transformations carried out by

routers and edge | abel switches. Edge nodes may al so have to nove

sequence nunber fields anong Layer 2, PW and | Pv6 encapsul ations.
7.6. Interworking between PW and | Pv6-based encapsul ati ons

[Editor’s note: add considerations for interworking between PWbased
and native | Pv6-based Det Net encapsuations.]

8. Tine synchronization
Conment #39 SB> This section should point the reader to RFC38169
(residence time in MPLS nfw. W need to consider if we need to

i ntroduce the same concept in IP

Di scussi on: agree.
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[Editor’s note: describe a bit of issues and depl oynent
considerations related to time-synchronization within DetNet. Refer
to DT discussion and the slides that summari ze different approaches
and rough synchroni zati on performance nunbers. Finally, scope tine-
synchroni zati on solution outside data plane.]

When DetNet is used, there is an underlying assunption that the
appl i caton(s) require clock synchroni zati on such as the Precision
Time Protocol (PTP) [IEEE1588]. The relay nodes may or may not
utilize clock synchronization in order to provide zero congestion

| oss and controlled |atency delivery. 1In either case, there are a
f ew possi bl e approaches of how synchroni zati on protocol packets are
forwarded and handl ed by the network:

0 PTP packets can be sent either as DetNet flows or as high-priority
best effort packets. Using DetNet for PTP packets requires
careful consideration to prevent unwanted interactions between
cl ock-synchroni zed network nodes and the packets that synchronize
t he cl ocks.

0 PTP packets are sent as a normal DetNet flow through network nodes
that are not tine-synchronized: in this approach PTP traffic is
forwarded as a DetNet flow, and as such it is forwarded in a way
that allows a | ow delay variation. However, since internediate
nodes do not take part in the synchronization protocol, this
approach provides a relatively | ow degree of accuracy.

0o PTP with on-path support: in this approach PTP packets are sent as
ordinary or as DetNet flows, and internediate nodes take part in
the protocol as Transparent C ocks or Boundary C ocks [| EEE1588].
The on-path PTP support by internedi ate nodes provides a higher
degree of accuracy than the previous approach. The actua
accuracy depends on whether all internmedi ate nodes are PTP-
capabl e, or only a subset of them

o Tinme-as-a-service: in this approach accurate tine is provided as-
a-service to the Det Net source and destination, as well as the
internedi ate nodes. Since traffic between the source and
destination is sent over a provider network, if the provider
supports tinme-as-a-service, then accurate tine can be provided to
both the source and the destination of DetNet traffic. This
approach can potentially provide the highest degree of accuracy.

It is expected that the latter approach will be the nbost comon one,

as it provides the highest degree of accuracy, and creates a | ayer
separati on between the Det Net data and the synchroni zation service.
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It should be noted that in all four approaches it is not recomended
to use replication and elimnation for synchronizati on packets; the
replication/elimnation approach may in some cases reduce the
synchroni zati on accuracy, since the observed path delay will be

bi val ent .

Conment #40 SB> | am not sure why we sould not use PREP. W should
explain to the reader.

Di scussion: Agree that a this can be opened a bit nore in detail.
The issue is explained briefly in the last sentence but it could
be nore clear.

9. Managenment and control considerations

Whi | e nanagenent pl ane and control planes are traditionally

consi dered separately, fromthe Data Pl ane perspective there is no
practical difference based on the origin of flow provisioning
informati on. This docunent therefore does not distinguish between

i nformati on provided by a control plane protocol, e.g., RSVP-TE

[ RFC3209] and [RFC3473], or by a network nanagement nechani snms, e.g.
Rest Conf [ RFC8040] and YANG [ RFC7950].

[Editor’s note: This section is a work in progress. discuss here
what ki nd of enhancenments are needed for DetNet and specifically for

PREF and Det Net zero congest loss and |latency control. Need to cover
both traffic control (queuing) and connection control (contro
pl ane). ]

9.1. PWLabel and I Pv6 Flow Label assignment and distribution

The PW I abel distribution follows the sane mechani sms specified for
M5- PW [ RFC6073]. The details of the control plane protocol solution
required for the label distribution and the nanagenent of the | abe
nunber space are out of scope of this docunent.

The 1 Pv6 Flow Label distribution and the |abel nunber space are out
of scope of this docunent. However, it should be noted that the
combi nation of the IPv6 source address and the |1 Pv6 Fl ow Label is
assuned to be unique within the DetNet-enabled network. Therefore,
as long as each node is able to assign unique Flow Labels for the
source address(es) it is using the DetNet-enabled network wi de fl ow
i dentification uniqueness is guaranteed.
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9.2. Packet replication and elimnation

The control plane protocol solution required for managi ng the PREF
processing is outside the scope of this docunent.

9.3. Explicit paths
[ TBD: based on MPLS TE and SR ]

9.4. Congestion protection and |atency contro
[ TBDO]

9.5. Flow aggregation contro
[ TBD|

10. Security considerations
The security considerations of DetNet in general are discussed in
[I-D.ietf-detnet-architecture] and [I-D.sdt-detnet-security]. Oher
security considerations will be added in a future version of this
draft.

11. | ANA considerations
TBD.
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Appendi x A.  Exanpl e of DetNet data plane operation
[Editor’s note: Add a sinplified exanple of DetNet data plane and how
| abel s etc work in the case of MPLS-based PSN and utilizing PREF.

The figure is subject to change depending on the further DT decisions
on the I abel handling..]

Kor honen, et al. Expires May 3, 2018 [ Page 34]



Internet-Draft Det Net Data Pl ane Encapsul ati on Cct ober 2017

Appendi x B. Exanpl e of pinned paths using | Pv6
TBD.
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