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1. I nt roduction

The ability for | ETF Determ nistic Networking (DetNet) or |EEE 802.1
Ti me- Sensitive Networking (TSN) to provi de bounded | atency and zero
congestion | oss depends upon A) configuring and allocating network
resources for the exclusive use of DetNet/ TSN fl ows; B) identifying,
in the data plane, the resources to be utilized by any given packet,
and C) the detail ed behavior of those resources, especially
transm ssi on queue sel ection, so that |atency bounds can be reliably
assured. Thus, DetNet is an exanple of an | NTSERV Guaranteed Quality
of Service [RFC2212]

As explained in [I-D.ietf-detnet-architecture], DetNet flows are
characterized by 1) a nmaxi num bandw dth, guaranteed either by the
transmitter or by strict input netering; and 2) a requirenent for a
guar ant eed worst-case end-to-end |latency. That |latency guarantee, in
turn, provides the opportunity to supply enough buffer space to
guarantee zero congestion loss. To be of use to the applications
identified in [I-D.ietf-detnet-use-cases], it nust be possible to

cal cul ate, before the transm ssion of a DetNet flow commences, the
wor st -case network | atency and the anmount of buffer space required at
each hop to ensure agai nst congestion loss. The detail ed behavior of
the mechani sm(s) used to select the next packet for transmi ssion at
each output port is critical in making this determ nation. A
detailed timng nodel, breaking down the tine taken for each packet
to traverse each elenent in the nodel, along with possible
variations, is required, because seemngly mnor inplenentation
variations can generate |large uncertainties in the nunber of required
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4.

4.

buffers. Such inconsistencies nust be identified, and where
possible, minimzed. This timng nodel rmust al so i nclude non- TSN
Det Net queui ng techni ques insofar their use can affect the Det Net
flows.

The | EEE 802.1 Working G oup has standardi zed a nunber of specific
techni queues that can be used by routers or hosts. These docunents
i nclude [ EEE8021Q (d ause 34), [|EEE802.1Qh], [!|EEE802.1Qi],

[ 1 EEE8021CQbv], [| EEE8021Qbu], [I|EEE8023br].

[[NOTE (to be renoved froma future revision): The queui ng and
transm ssion selection nethods defined in | EEE 802.1Q and its

amendrments are all in the context of inplenenting those methods in an
802. 1Q bridge; they are not all specified for use in an end station
much less in a router. It is the intention of the authors of this

draft to create a docunent in sone Standards Devel opnent O gani zation
(SDO that provides nornative reference points for a docunent from
any SDO describing any device, e.g. a host or a router. That would
make the 802.1 queuing techniques readily available to a router or
host. As that docunent develops, so too will this draft evolve.]]

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The | owercase fornms with an initial capital "Mist", "Mist Not",
"Shall", "Shall Not", "Should", "Should Not", "May", and "Optional"
in this docunent are to be interpreted in the sense defined in

[ RFC2119], but are used where the normative behavior is defined in
docunents published by SDOs ot her than the | ETF.

Term nol ogy and Definitions

Thi s docunent uses the terns defined in
[I-D.ietf-detnet-architecture].

Ti m ng Model
1. Delay Mdel
In Figure 1 we see a breakdown of the per-hop | atency experienced by

a packet in terms that are suitable for conmputing both hop-by-hop
| at ency, and per-hop buffer requirenents.
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Det Net relay node A Det Net relay node B
o + o +
| Queue | | Queue |
[ +- - +- + [ [ +- - +- + [
-->+ | | | + S >+ | | | + +--->
| +- - +- + | | +- - +- + |
I I I I
o + o +
| <----- S| <---><->| <------ > <----- > <---3> <->]| <--
2,3 4 5 1 2,3 4 5 1 2,3
1. Qutput delay 3: Preenption del ay
2: Link del ay 4. Processing del ay

5: Queui ng del ay
Figure 1: Timng nodel for DetNet or TSN

In Figure 1, we see two DetNet relay nodes (typically, bridges or
routers), with a wired |ink between them In this nodel, the only
queues we deal with explicitly are attached to the output port; other
queues are nodel ed as variations in the other delay tinmes. (E g., an
i nput queue could be nodel ed as either a variation in the |link del ay
[2] or the processing delay [4].) There are five delays that a
packet can experience fromhop to hop.

1. CQutput del ay
The tine taken fromthe selection of a packet for output froma
queue to the transm ssion of the first bit of the packet on the
physical link. |f the queue is directly attached to the physica
port, output delay can be a constant. But, in nany
i mpl enment ati ons, the queuing nmechanismin a forwarding ASIC is
separated froma nulti-port MAC/ PHY, in a second ASIC, by a
mul ti pl exed connection. This causes variations in the output
del ay that are hard for the forwarding node to predict or control

1. Link delay
The time taken fromthe transm ssion of the first bit of the
packet to the reception of the last bit, assunming that the
transm ssion i s not suspended by a preenption event. This delay
has two conponents, the first-bit-out to first-bit-in delay and
the first-bit-in to last-bit-in delay that varies wi th packet
size. The forner is typically neasured by the Precision Tine
Protocol and is constant (see [I-D.ietf-detnet-architecture]).
However, a virtual "link" could exhibit a variable |link delay.

3. Preenption del ay
If the packet is interrupted (e.g. [|EEE8023br] preenption) in
order to transmt another packet or packets, an arbitrary del ay
can result.
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4. Processing del ay
This delay covers the tine fromthe reception of the last bit of
the packet to that packet being eligible, if there were no other
packets in the queue, for selection for output. This delay can be
vari abl e, and depends on the details of the operation of the
f orwar di ng node.

5. Queui ng del ay
This is the time spent fromthe insertion of the packet into a
queue until the packet is selected for output on the next |ink.
We assune that this time is cal cul able based on the details of the
queui ng nmechani sm and the sumof the variability in delay tines
1-4.

Not shown in Figure 1 are the other output queues that we presune are
al so attached to that sane output port as the queue shown, and

agai nst which this shown queue conpetes for transm ssion
opportunities.

The initial and final measurenent point in this analysis (that is,
the definition of a "hop") is the point at which a packet is selected
for output. In general, any queue selection nethod that is suitable
for use in a DetNet network includes a detailed specification as to
exactly when packets are selected for transnission. Any variations
in any of the delay times 1-4 result in a need for additional buffers

in the queue. |If all delays 1-4 are constant, then any variation in
the tinme at which packets are inserted into a queue depends entirely
on the timng of packet selection in the previous node. |If the

del ays 1-4 are not constant, then additional buffers are required in
the queue to absorb these variations. Thus:

0 Variations in output delay (1) require buffers to absorb that
variation in the next hop, so the output delay variations of the
previ ous hop (on each input port) nust be known in order to
cal culate the buffer space required on this hop

0 Variations in processing delay (4) require additional output
buffers in the queues of that sanme Detnet relay node. Depending
on the details of the queueing delay (5) calcul ations, these
vari ations need not be visible outside the DetNet relay node.

4.2. Achieving zero congestion | oss
When the input rate to an output queue exceeds the output rate for a
sufficient length of time, the queue nust overflow. This is

congestion loss, and this is what deternministic networking seeks to
avoi d.
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5.

I magi ne a conpletely saturated Det Net network, in which all is part
of some number of DetNet flows, and 100% of each link’s bandwi dth is
all ocated to some nunber of DetNet Flows using that link. Every
source is transmtting at exactly its allotted rate. The Det Net
flows traverse the network in all directions; no two DetNet flows
take exactly the sane path through the network. |nagine that there
are no variations in the output delay (1), link delay (2), and
processing delay (4), and there is no preenption delay (3).

I magi ne now that one DetNet flow, DetNet flow A stops. On sone

out put port through which DetNet flow A was passing, when the

transm ssion opportunity for one of DetNet flow A s packets cones up,
the Det Net relay node must either output nothing, or output a packet
bel onging to sone other DetNet flow B. |If it outputs a packet from
DetNet flow B, then in the long term it is exceeding the normal rate
for DetNet flow B, and runs the risk of overflow ng the queues for
DetNet flow B in the next hop. Wth sufficient analysis, it nmay be
possible to determine the Iinmts for how nuch excess data in Det Net
flow B, or DetNet flow C, fromthis and fromother ports feeding the
next hop, can be accommopdat ed before causing an overfl ow.

However, this analysis is very difficult. DetNet avoids the analysis
by transmitting nothing (or transmtting a non-Det Net packet) when it
has nothing to transnmit for a given DetNet flow This leads to

Det Net making the followi ng requirement for DetNet relay nodes

For every DetNet flow traversing a DetNet relay node, sufficient data
is buffered in that a DetNet relay node to ensure that a transm ssion
opportunity for that DetNet flow is never missed, unless the source
of the DetNet flow slows or stops. That is, for every DetNet fl ow,
over sonme finite tine scale, the input rate equals the output rate.

Queui ng nodel
1. Queuing data nodel

Sophi sticated QoS nechani sns are available in Layer 3 (L3), see,
e.g., [RFC7806] for an overview |In general, we assune that "Layer
3" queues, shapers, neters, etc., are instantiated hierarchically
above the "Layer 2" queui ng nmechani sns, anbng whi ch packets conpete
for opportunities to be transmtted on a physical (or sonetines,

| ogical) medium These "Layer 2 queui ng nechani sns" are not the
province solely of bridges; they are an essential part of any Det Net
relay node. As illustrated by nunerous inplenentation exanples, the
"Layer 3" sone of mechani sns described in docunents such as [ RFC7806]
are often integrated, in an inplenentation, with the "Layer 2"
mechani sns al so i nplenmented in the sane system An integrated nodel
is needed in order to successfully predict the interactions anong the
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di fferent queuing nechani sns needed in a network carrying both Det Net
flows and non-DetNet flows. See Section 6 for a nore conplete
di scussi on of the expanded nodel

Figure 2 shows the (very sinple) nodel for the flow of packets
t hrough the queues of an | EEE 802.1Q bridge. Packets are assigned to
a class of service. The classes of service are mapped to some nunber

of physical FlIFO queues. | EEE 802.1Q allows a maxi nrum of 8 cl asses
of service, but it is nore cormon to inplenment 2 or 4 queues on nost
ports.
I
I Veomeemeeeeaaea +
| Cass of Service Assignnent |
[T e e e o +---+
I I I
+--V--+ +--V--+ +--V--+
| dass| | dass| | A ass]|
[ o [ | 12 | ... | n |
| queue| | queue] | queue|
B T I [
I I I
+o-Ve-- - N LR V- -+
[ Transm ssion sel ection [
T I +
I
\Y

Figure 2: | EEE 802. 1Q Queui ng Model : Data fl ow

Some rel evant mechani snms are hidden in this figure, and are perforned
in the "Class n queue" box:

o Discarding packets because a queue is full.

o Discarding packets nmarked "yell ow' by a netering function, in
preference to discarding "green" packets.

The C ass of Service Assignnent function can be quite conpl ex, since
the introduction of [IEEE802.1Qci]. |In addition to the Layer 2
priority expressed in the 802.1Q VLAN tag, a bridge can utilize any
of the following information to assign a packet to a particular class
of service (queue):

0 Input port.

0 Selector based on a rotating schedule that starts at regul ar
time-synchroni zed interval s and has nanosecond precision
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0 MAC addresses, VLAN ID, |P addresses, Layer 4 port nunbers, DSCP
(Work items expected to add MPC and ot her indicators.)

o0 The Cass of Service Assignnent function can contain netering and
policing functions.

The "Transmi ssion sel ection" function deci des which queue is to
transfer its ol dest packet to the output port when a transm ssion
opportunity arises.

5.2. Queuing Data Mbdel with Preenption

Figure 2 nmust be nodified if the output port supports preenption
([ 1 EEE8021Cbu] and [I EEE8023br]). This nodification is shown in
Fi gure 3.

+--V--+ +--V--4+ +--V--+ +--V--+ +--V--+ +--V--+ +--V--+ +--V--+
|dass| |Cass| |Cass| |OUass| |TUass| |Uass| |Oass| | dass|
| a || b || c || d || e || f | g [ h|
| qgueue| | queue| |queue| |queue| |queue| |queue| |queue| |queue|
B T e T i e i Tl T I S S S S T S S

I I I +-+ I I I I
I I I I I I I I
+o- V- V-mmoo-- V--m--- + +V----- V-mmoo-- V-mmoo-- V-mmoo-- V- -+
| Interrupted xmit select | | Preenpting xmit select | 802.1
oo oo R T TR oo +
| | —=—====
TSRS V-mmme e - B R ST V-mmm e e oo - +
Preenpti bl e MAC | | Express MAC | 802.3
oo oo R SR oo +
I I
R 1 1 +
MAC rer ge subl ayer
o e e e e e e e e e o e e e e e e e e e e e e e ee o +
I
o e e R +
PHY (unaware of preenption)
o e o m e e e -- +
I
Y

Figure 3: | EEE 802.1Q Queuing Moddel: Data flow with preenption
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From Figure 3, we can see that, in the | EEE 802 nodel, the preenption
feature is nodel ed as consisting of two MAC/ PHY stacks, one for
packets that can be interrupted, and one for packets that can
interrupt the interruptible packets. The O ass of Service (queue)
det erm nes which packets are which. |In Figure 3, the classes of
service are marked "a, b, ..." instead of with nunbers, in order to
avoid any inplication about which numeric Layer 2 priority val ues
correspond to preenptible or preenpting queues. Although it shows
three queues going to the preenpti ble MAC/ PHY, any assignnent is
possi bl e.

5.3. Transm ssion Sel ecti on Mdde

In Figure 4, we expand the "Transm ssion sel ection" function of
Fi gure 3.

Fi gure 4 does NOT show the data path. It shows an exanple of a
configuration of the | EEE 802. 1Q transni ssion sel ection box shown in
Figure 2 and Figure 3. Each queue mpresents a "C ass m Ready”
signal. These signals go through various logic, filters, and state
machi nes, until a single queue’s "not enpty" signal is chosen for
presentation to the underlying MAC PHY. Wen the MAC/PHY is ready to
take anot her output packet, then a packet is selected fromthe one
queue (if any) whose signal nmanages to pass all the way through the
transm ssion sel ection function
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| dass| |Cass| |Cass| |Cass| |Oass| |Cass| |Oass| | dass|
| (1 o [ 4 || S5 [ 6 [ 7 || 2 [] 3|
| Ready| | Ready| | Ready| | Ready| | Ready| | Ready| | Ready| | Ready]|
e s i e e ¢ S R b e Tk I e R

+--V--+ +--V--+ +--4--+ +--V--+ +--V--+ +--V--+

| Prio.|] |Prio.| |Prio.| |Prio.| | Sha- | | Sha- |
| PFC| | PFC| | PFC | | PFC | | A | | B |

Foo oot oo - XXX+ - XXX+ oo oo+ - XXX+

B Y A L Y i e i i e S S S S Y S I Y A i S s

I I
I I
I I
| | o || 4 11 5 || 6| | | per| | per|
I I
I I
I I

[Time | [Time | [Time | [Time | [Time | [Time | [Time | |[Time |
| Gate| | Gate| | Gate| | Gate| | Gate| | Gate| | Gate| | Gate|
11 o 11 4 1 s |1 611 7 1 2 1] 3/

A D¢ ¢ I S S S T Ik 0 ¢ I S IR ¥4 %' Gt S S

|
| 802. 1Q Enhanced Transmi ssion | |
| Selection (ETS) = Weighted | |
| Fair Queuing (WQ [ [
XXX |

I

T oo XK - - - +- -+
I
+--V------- Ho- e - Ho- e - [ R, I V------- Ho- e - +- -+
| Strict Priority selection (rightnost first)
+- XXXK---- - - Fom e - Fom e - Fom e - Fom e - Fom e - Fom e - +- -+
I
\Y

Fi gure 4: 802.1Q Transmi ssion Sel ection
The followi ng explanatory notes apply to Figure 4

0 The nunbers in the "Cass n Ready" boxes are the val ues of the
Layer 2 priority that are assigned to that Cass of Service in
this exanple. The rightnost CoS is the nobst inportant, the
leftnost the least. Classes 2 and 3 are nade the npst inportant,
because they carry DetNet flows. It is all right to nmake them
nore inportant than the priority 7 queue, which typically carries
critical network control protocols such as spanning tree or |S-1S,
because the shaper ensures that the highest priority best-effort
queue (7) will get reasonable access to the MAC/ PHY. Note that
Class 5 has no Ready signal, indicating that that queue is enpty.

0 Belowthe Oass Ready signals are shown the Priority Flow Control

gates (I EEE Std 802. 1Qbb-2011 Priority-based Fl ow Control, now
[ 1 EEE8021(Q cl ause 36) on C asses of Service 1, 0, 4, and 5, and
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two 802.1Q shapers, A and B. Perhaps shaper A conforns to the

| EEE Std 802. 1Qav-2009 (now [| EEE8021Q clause 34) credit-based
shaper, and shaper B conforns to [| EEEB021Qcr] Asynchronous
Traffic Shaper. Any given Cass of Service can have either a PFC
function or a shaper, but not both.

0 Next are the |EEE Std 802.1Qbv tinme gates ([l EEE8021Qbv]). Each
one of the 8 C asses of Service has a tine gate. The gates are
controlled by a repeating schedule that restarts periodically, and
can be programmed to turn any conbination of gates on or off with
nanosecond precision. (A though the inplenentation is not
necessarily that accurate.)

o Following the tinme gates, any nunber of C asses of Service can be
linked to one ore nore instances of the Enhanced Transm ssion
Sel ection function. This does weighted fair queuing anong the
menbers of its group

o A final selection of the one queue to be selected for output is
made by strict priority. Note that the priority is deternined not
by the Layer 2 priority, but by the C ass of Service.

0 An "XXX" in the lower nargin of a box (e.g. "Prio. 5 PFC'
i ndi cates that the box has bl ocked the "CO ass n Ready" signal

o | EEE 802. 1Qch Cyclic Queuing and Forwarding [| EEE802. 1Qch] is
acconpl i shed using two or three queues (e.g. 2 and 3 in the
figure), using sophisticated tinme-based schedules in the dass of
Servi ce Assignment function, and using the | EEE 802. 1Qbv tine
gates [| EEE8021Qov] to swap between the output buffers.

6. Extending the queui ng node
6.1. Conplex delay nodels

Using the nodel of Section 4, we can nodel any system even one that
is very conplex, including separate |ine cards, MAC/ PHY nodul es, mid-
pl anes, backpl anes, control/forwardi ng boards, etc. However, in a
compl ex case, the variations in the processing delay (4) may becomne
so large as to make any latency or buffer requirenment analysis
relatively usel ess.

If a DetNet node is sufficiently conplex that sinply assigning a

m ni mum and maxi mumto the some delay (typically, the processing
delay, 4) results in insufficiently accurate conputations for |atency
or buffer requirenents, the DetNet node can be nodeled as a
federation of DetNet relay nodes, each conforning to the nodel.
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In the sinplest exanple, systemw th i nput queues on each port could
be nodel ed having a two-port DetNet relay node inserted into each

i nput port, each with some nunber of output queues (which nodel the
i nput queues).

6.2. Extending the 802.1Q nodel to routers

Ext endi ng the nodel s described in Section 5 to routers requires a
nunber of steps:

1. The Cass of Service Assignnent function of Figure 2 needs
extension to the DetNet flow identification techniques use in
[I-D.ietf-detnet-dp-alt].

2. Sone applications will require nore than 8 Cl asses of Service
(queues).

3. The Layer 3 queues, such as are defined in [ RFC7806], nust be
integrated with the 802.1Q queues. In sone cases, this means
identifying an [ RFC7806] queue with an 802.1Q CoS queue, and
having it conpete with the other queues as shown in Figure 4. In
other cases, the [ RFC7806] queues may forma unit, as in Figure 2
that is separate fromany specific port, and feeds a forwarding
engine. Alternatively, sone nunber of [RFC7806] queues can feed
one of the Figure 2 gqueues.

A QoS architecture integrating both Layer 3 and Layer 2 features is
necessary to exploit the benefits provided by the different l|ayers if
a Det Net network includes link(s) or sub-network(s) equipped with TSN
features. For instance, it can be crucial for a time-critical DetNet
flow to | everage TSN features in a Layer 2 sub-network in order to
meet the DetNet flow s requirenents, which may be spoiled otherw se

Figure 5 provides a theoretical illustration for the integration of
the Layer 3 and Layer 2 QoS architecture. The figure only shows the
queui ng after the routing decision. The figure also illustrates

potential inplenentation dependent borders (Brdr). The borders shown
inthe figure are critical in the sense that the high priority Det Net
flows may, in sone inplenentations, have to be transferred via a
different Service Access Points (SAPs) through these borders than the
low priority (background) flows. Having a single SAP for these very
different traffic types may result in possible QS degradation for
the Det Net fl ows because packets of other flows could delay the
transm ssi on of Det Net packets. For instance, different SAPs are
needed for the DetNet flows and other flows when they get to Layer 3
queui ng after the routing decision via Brdr-d. Furthernore, a
different SAP may be needed for DetNet packets than other packets
when they get to Layer 2 queuing from Layer 3 queuing via Brdr-c.
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different SAPs are needed for
ranes when they get to the MAC
, which is provided by the | EEE

802. 1Q architecture as shown in Figure 3. It depends on the
i mpl enment ati on whet her or not Brdr-a exists.
I
B V-cmmme e - +
For war di ng
Hom e e oo - Fom e o - Ho- - - - -+
| | === Brdr-d
Foememe - V-eemaa o - + | |
| CoS Assignment | | |
o +| |
| Que-| Que-|..|Qe-| | | Layer 3 queuing
| ue | ue |..| ue | | | and shapi ng
Fomm - + 1 | (optional)
| Xmit selection | | |
IR e |
| | | === Brdr-c
+-V---- V- V--V-+
| CoS Assignnent |
Fomm - + Layer 2 queuing
| Que-| Que-|..| Que-| and shapng
| ue | ue |..| ue | (al ways present)
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