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Abst ract

Distributed Mbility Managenment solutions allow for setting up
networks so that traffic is distributed in an optinmal way and does
not rely on centralized depl oyed anchors to provide IP mobility
support.

There are many different approaches to address Distributed Mbility
Managenment, as for exanpl e extendi ng network-based nmobility protocols
(l'ike Proxy Mbile IPv6), or client-based nobility protocols (as
Mobil e I Pv6), anong others. This docunent follows the former
approach, and proposes a solution based on Proxy Mobile IPv6 in which
mobil ity sessions are anchored at the last |P hop router (called
distributed gateway). The distributed gateway is an enhanced access
router which is also able to operate as local nobility anchor or
mobi l ity access gateway, on a per prefix basis. The draft focuses on
the required extensions to effectively support sinmultaneously
anchoring several flows at different distributed gateways.

This draft introduces the concept of distributed |logical interface
(at the distributed gateway), which is a software construct that
allows to easily hide the change of anchor fromthe nobile node
Additionally, the draft describes how to provide session continuity
in inter-donain scenarios in which dynanic tunneling or signaling

bet ween di stributed gateways fromdifferent operators is not all owed.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Novenber 30, 2017
Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The Distributed Mbility Managenent (DWM paradigmains at mnininmzing
the inpact of currently standardized nobility managenment sol utions,
which are centralized (at least to a considerable extent).

Centralized nobility solutions, such as Mbile IPv6 or the different
macro-1 evel nobility managenent sol utions of 3GPP EPS, base their
operation on the existence of a central entity (e.g., HA LM\ PGWor
GGSN) that anchors the | P address used by the nobile node and is in
charge of coordinating the nobility management (MM (sonetinmes hel ped
by athird entity Iike the MVE or the HSS). This central anchor
point is in charge of tracking the location of the nobile and
redirecting its traffic towards its current topol ogical |ocation
Wil e this way of addressing nobility managenment has been fully

devel oped by the Mobile IP protocol fanmily and its many extensions,
there are also several limtations that have been identified

[ RFC7333]. Among them we can just highlight sub-optimal routing,
scalability problens (in the network and in the centralized anchor)
and reliability [ RFC7333].

Several DMM based approaches are bei ng proposed and expl ored now

[ RFC7429], [commmag.dnmm standards]. One of themis based on extending
net wor k- based nmobility protocols (such as Proxy Mbile | Pv6 [ RFC5213]
or GIP) to operate in distributed fashion. This docunent proposes a
solution that falls in this category, defining a new |ogical entity,
called Distributed Gateway (D-GN which basically enconpasses the
functionalities of plain | Pv6 access router, MAG and LMA, on a per-

I Pv6 prefix basis. The main contribution of this draft is the
definition of the mechanisns required to support the operation of
such a network-based nobility sol ution when several flows are

si mul taneously anchored [I-D.ietf-dnmdistributed-nobility-anchoring]
at different D-GMNs, by introducing the concept of Distributed Logica
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Interface (DLIF). The docunment al so defines the required PM Pv6

signaling extensions. Last, but not |least, the solution is also

extended to provide session continuity across different domains.
2. Term nol ogy

The following terns used in this docunent are defined in the Proxy
Mobil e | Pv6 specification [ RFC5213]:

Local Mobility Anchor (LMY
Mobi | e Access Gateway (MAG
Mobi | e Node (MN)
Bi ndi ng Cache Entry (BCE)
Proxy Care-of Address (P-CoA)
Proxy Bi ndi ng Update (PBU)
Proxy Bi ndi ng Acknow edgnent (PBA)
The following terns are defined and/or used in this docunent:
DGV (Distributed Gateway). First |IP hop router used by the nobile
node. It provides an IPv6 prefix (topologically anchored at the

D-GN to each attaching nobile node.

Anchoring DGWN A previously visited D GV anchoring an | Pv6 prefix
which is still used by a nobil e node.

Serving DGN The D-GNthe MNis currently attached to.
DLIF (Distributed Logical Interface). It is a logical interface at

the I P stack of the DDGN For each active prefix used by the
nmobi | e node, the serving DGV has a DLIF configured (associated to

the anchoring DGN. In this way, a serving D GNexposes itself
towards each MN as nultiple routers, one per active anchoring
D- GW

HSS (Honme Subscriber Server). In a 3GPP architecture, it is the

mast er user database that contains the subscription-related

i nformati on (subscriber profiles), perforns authentication and
aut hori zation of the user, and can provide information about the
subscriber’s location and I P information.
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3.

Sol ution’s overvi ew

A new |l ogical network entity, called Distributed Gateway (D-GWN is
i ntroduced at the edge of the network, close to the MN. It

i mpl ements the functionality of a plain | Pv6 access router (AR), a
mobi | e access gateway (MAG and a | ocal nobility anchor (LMA), on a
per-MN and per-1Pv6-prefix, as described later.

The sol ution basically extends Proxy Mbile | Pv6 [ RFC5213] to behave
in a distributed fashion, simlarly as what has been proposed in
[I-D.seite-dmmdnma] and [I-D. bernardos-dmmpnip]. This is achieved
by the DD GWIlogically behaving as a distributed nobility anchor,

whi ch conprises the follow ng:

0 When a nmobile node attaches to a DDGWN (initial attachnment or
handover), the D -GN provides an | Pv6 prefix to the MN, acting as a
regular 1 Pv6 router (with the only difference that the del egated
prefix is only assigned to one single M\, not being shared with
any other node). The D-GWthat the nobile node is currently
attached to is called "serving D GN.

0 Wien a nobile node perforns a handover, it attaches to a new D-GW
and configures a new | Pv6 address out of the prefix provided and
anchored by the new serving DDGN As before, the serving D GW
behaves as a plain I Pv6 router for that particular MN and the
del egated (locally anchored) prefix. |If the MN has active traffic
usi ng addresses anchored by other D-GA (which are called
"anchoring D-GM") or it just needs to keep the reachability of
these addresses, the current serving DGV al so acts as MAG by
sending the required proxy binding update (PBU) to the
correspondi ng anchoring D-GM. The anchoring D-GA therefore
behave as LMA for this particular MN and the | Pv6 prefixes they
are anchoring, replying with a PBA

0 Once the PBU PBA signaling is conpleted, a bidirectional tunnel is
establ i shed between the serving D-GWNand the anchoring D GV (one
per D-GWanchoring an active prefix used by the MN). These
tunnels are used to provide I P address continuity to prefixes that
are not anchored at the serving D GWN

o0 The nmeans for a serving DDGVNto obtain the infornmation about the
prefixes that a locally attached nobil e node wants to keep
reachabl e, and the associ ated anchoring D-GM are out of the scope
of this draft. Anobng the possible nechanisns that can be used to
I et the D-GWknow about the prefixes that should be kept
reachable, we can cite for instance |ayer-2 triggers/signaling.
Regar di ng the mapping of | Pv6 prefixes to anchoring D-GA, there
m ght be either fully distributed nmechanisns in place, or the
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i nformati on can be nmaintained in a centralized repository (e.g.,
in the HSS, using a centralized LMA [I-D. bernardos-dmm pm p],

etc.).

The basic operation of the solution is shown with an exanple in
Figure 1. Ml attaches to DDGM (thus beconing its serving DDGN and
configures an | Pv6 address (prefA :MN1) out of a prefix locally
(prefA:/64). At this point, MN1 can comuni cate

anchored at D-GAL

with any correspondent node of the Internet,

anchored at D GM.

to ensure that data traffic using pref A : ML still

being the traffic

If later on MN1 noves to D-GA2, a new | Pv6
address (PrefB::MN1) is configured by the nobile node, this tinme out
of prefB::/64, which is anchored at D-GA2 (whi ch beconmes the new
serving DGN. D GA al so exchanges the required PBU PBA signaling

reaches the nobile

node, by setting up a bidirectional tunnel between D-GM (anchoring
D-GN and D-GA2 (serving D-GW.

oo o - + B + B + o e +
| MNL | | DGAL | | DGR | | CN@nternet |
+----- + Fomm oo - + Fomm oo - + o m e e oo o - +
| | | |
| attachment | [ [
[ < oo >| | |
| prefA:/64 | [ [
ESEREEERTERES | | |
configures | | | |
pref A:: N1 | | | |
[ (traffic using prefA :M\1) [
ESEREEEEEERES |- >
I I I I
| handover | |
T / |
| | prefB::/64 | |
R I I
configures | PBU | |
prefB:: WNL | tunnel |<------------- | |
and keeps | set-up | PBA | |
usi ng | [------------- >| tunnel |
pref A:: N1 | | | set-up |
[ (traffic using prefB::M\1) [
| <mmmmmmmmm e [-----mmmmmee e >|
| (traffic using prefA :M1) |
I | <-mmmmmmmm >|
| | <::::::::::::>| |
[ <--mmmmmm e >| |
I I

Figure 1: Basic operation of the solution
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The next sections of this draft focus on the detail ed operation of
the D-GW when a mobile node has multiple flows anchored at different
di stributed gateways.

4. Sinultaneous anchoring of nmultiple flows (single operator)

In this section we describe the mechanisnms required in the network to
enabl e sinultaneous anchoring of several flows at different D G\
within the sane operator.

4.1. The Distributed Logical Interface (DLIF) concept

One of the main chall enges of a network-based DMM solution is howto
all ow a nobil e node to sinultaneously send/receive traffic which is
anchored at different D-GA, and how to influence on the preference
of the nobile selecting the source | Pv6 address for a new

communi cati on, w thout requiring special support on the nobile node
stack. This docunent defines the Distributed Logical Interface
(DLIF), which is a software construct that allows to easily hide the
change of anchor fromthe nobil e node.

o s m m e e e e e e e e e e e e e e e e e e e e e e e e e oo +
( Qperator’s )
( core )
T e +
I I
R T + tunnel R T +
| IP stack | | IP stack |
. + R I +
[ mldgwl |--+ (DLIFs) +--|mldgwl| mldgw2| - -+
B T T pe e, + | [ - [ - +
| phy interface | | | | phy interface | |
S + | S +
D G\ (o) (o) D G2 (o)
X X
X X
pref A :/64 X X prefB::/64
(AdvPref Lft =0) X X
(|0)
e +
prefAA:MN1 | MNL | prefB:: M1
(deprecated) +----- +

Figure 2: DLIF: exposing nmultiple routers (one per active anchoring
D-
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The basic idea of the DLIF concept is the followi ng. Each serving
D- GW exposes itself towards a given MN as nultiple routers, one per
active anchoring D-GWN associated to the MN. Let’s consider the
exanpl e shown in Figure 2, MN1 initially attaches to D GAL,
configuring an I Pv6 address (prefA: :MN1) froma prefix locally
anchored at DGM (prefA :/64). At this stage, D GA plays both the
rol e of anchoring and serving DDGN and also it behaves as a plain

| Pv6 access router. D GM creates a distributed logical interface to
communi cate (point-to-point link) with MN1, exposing itself as a
(logical) router with a specific MAC (e.g., 00:11:22:33:01:01) and

| Pv6 addresses (e.g., prefA :DGM/64 and fe80:211: 22ff: fe33: 101/ 64)
using the DLIF mmldgwl. As expl ained bel ow, these addresses
represent the "logical" identity of DDGM towards MN1, and will

"foll ow' the nobile node while roaming within the domain (note that
the place where all this information is maintai ned and updated is
out -of -scope of this draft; potential exanples are to keep it on the
HSS or the user’s profile).

If MNL noves and attaches to a different D-GWof the domain (D-GA2 in

the exanple of Figure 2), this DDGNw Il create a new | ogi cal
interface (mMmldgw2) to expose itself towards MNL1, providing it with a
| ocally anchored prefix (prefB::/64). 1In this case, since the M\L

has another active | Pv6 address anchored at a D-GM, D GA2 al so needs
to create an additional logical interface configured to exactly
resenble the one used by DDGM to conmunicate with MN1. In this
exanple, there is only one active anchoring DGV (in addition to
D-GA2, which is the serving one): D-GM, so only the | ogical
interface mmldgwl is created, but the sanme process woul d be repeated
in case there were nore active anchoring DDGAM involved. |n order to
mai ntain the prefix anchored at D-GM reachabl e, a tunnel between
D-GM and DDGA2 is established and the routing is nodified
accordingly. The PBU PBA signaling is used to set-up the bi-
directional tunnel between D-GM and D-GA2, and it night al so be used
to convey to D-GA2 the infornmation about the prefix(es) anchored at
D-GM and about the addresses of the associated DLIF (i.e., mldgwl).
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| D- GAL
R e +
IR B ot +
[ +------- - amaa H| - - amaa + |
[ ||| m3dgwl| | m3dgw2| | || m2dgwl| | m2dgw2| |
[l LMACL || LMAC2 [||| LMAC3 || LMACA |||
[ ] +------- - - - - - - H|+------- - - - - - - + |
[ 1] LI Fs of MN\3 | ] LI Fs of M\2 | ]
IR B ot +
| HVAC1 (phy if DGA) |
R i +
e
X X
X X
(F) (F)
+- - - -+ +- - - -+
| M\3 | | M\2
H-- - - - + H-- - - - +

Figure 3: Distributed Logical

Fi gure 3 shows the | ogical
figure shows two D-GM and three MN\s.
and MN3, while D-GA is serving M.

PM Pv6 distributed anchoring

i nterface concept

May 2017
o e e +
D- G2 |
o m e e e e e oo oo +|
| #omm e + |
R oo + 1]
| | | mldgwl| | mldgw2]| |||
|| LMACS || LMACSE || ||
IS oo *11
| ] LI Fs of M1 [ 1]
| om o + |
| HVAC2 (phy if D-GAR2)| |
o e e mm e eeee e +|
o e e +

X

X

(F)

+o- -+

| M\L |

Fomm o +

I nterface concept

in nore detail. The

D-GM is currently serving M\2
M\1, MN\2 and MN3 have two

active anchoring DDGM: D-GM and D-GM. Note that a serving D GW
al ways plays the role of anchoring D GWNfor the attached (served)

MNs. Each D-GW has one single physical
As introduced before,
-- one per active anchoring D GW - -
D GNthe MNis currently attached.
these DGN are portrayed as different

each MN al ways "sees" nultiple |Iogical
i ndependently of to which serving
From the point of view of the M\
routers,
physically attached to one single interface .
achieved is by the serving DGV configuring different

w reless interface.

routers

al though the MN is
The way this is
| ogi cal

interfaces. |If we focus on MN1, it is currently attached to DGR
(i.e., DOGA is its serving DDGN and, therefore, it has configured
an | Pv6 address fromD-GNR' s pool (e.g., prefB::/64). D GAR has set-

up a logical interface (mldgw2) on top of

has a | ogi cal MAC address (LMACS),

address (HWVAC2) of the physical
i nterface,

the MNL in active comuni cati ons.
connecting to DDGM, as if

Ber nardos & Zuni ga

Expi res Novenber 30, 2017

its wirel ess physical
interface (phy if D-GA2) which is used to serve M.
different fromthe hardware MAC

interface of D-GA2. Over the mldgw2
D-GA2 advertises its locally anchored prefix prefB::/64.

Before attaching to D-GA2, ML visited D GAL,
address locally anchored at this DDGN which is still

This interface

configuring also an
bei ng used by

MN1 keeps "seeing" an interface
it were directly connected to the two
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D-GM. This is achieved by the serving DGV (D GAL) configuring an
additional distributed |ogical interface: mldgwl, which behaves
exactly as the logical interface configured by the actual D GM when
M\1 was attached to it. This nmeans that both the MAC and | Pv6
addresses configured on this logical interface renain the sane
regardl ess of the physical D-GWNwhich is serving the MN. The
information required by a serving DDGNto properly configure this

| ogi cal interfaces can be obtained in different ways: as part of the
i nformati on conveyed in the PBA, from an external database (e.g., the
HSS) or by other neans. As shown in the figure, each D-GNmay have
several logical interfaces associated to each attached M\, having

al ways at | east one (since a serving DGWis also an anchoring D GW
for the attached MN).

In order to enforce the use of the prefix locally anchored at the
serving D-GW the router advertisenents sent over those | ogical
interfaces playing the role of anchoring DDGW (different fromthe
serving one) include a zero prefix lifetime. The goal is to
deprecate the prefixes delegated by these D-GM (which will be no
| onger serving the MN). Note that on-going conmunications keep on
usi ng those addresses, even if they are deprecated, so this only
affects to new sessions.

The distributed |ogical interface concept also enables the follow ng
use case. Suppose that access to a local IP network is provided by a
given DGV (e.g., DDGM in the exanple shown in Figure 2) and that
the resources avail able at that network cannot be reached from
outside the local network (e.g., cannot be accessed by an MN attached
to DGA2). This is simlar to the LIPA scenario currently being
consider by 3GPP. The goal is to allowan MNto be able to roam
while still being able to have connectivity to this local |IP network.
The solution adopted to support this case makes use of RFC 4191

[ RFC4191] nore specific routes when the MN noves to a D-GWN different
fromthe one providing access to the local IP network (D-GM in the
exanple). These routes are advertised through the distributed

| ogical interface representing the D-GW providing access to the |ocal
network (D-GM in this exanple). In this way, if Ml noves from
DGM to D-GA2, any active session that MN1 may have with a node of
the | ocal network connected to D-GM will survive, being the traffic
forwarded via the tunnel between D-GM and D-GAR2. Also, any
potential future connection attenpt towards the local network will be
supported, even though MN1 is no |onger attached to D GAL.

4.2. D GWprotocol operation
This section describes the DGNoperation in nore detail.

Fi gure 4 shows an exanpl e of the D GWoperation:
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1. Ml attaches to D-GM. This event is detected by D-GM (based on
|l ayer 2 signaling/triggers or the reception of a Router
Solicitation sent by M1).

2. An IPv6 prefix fromthe pool of locally anchored prefixes is
selected by DDGM to be delegated to MNL (prefA::/64). D GA
sets up a distributed logical interface aimed at interfacing with
MN1, called mildgwl. D-GM starts sending router advertisenments
to MN1, including the del egated prefix.

3. DOGM learns if it is an attachnent due to a handover (how this
is done is out-of-scope of this draft). |In this case it is an
initial attachment, so nothing else is required.

4. The DLIF mldgwl is used by DGM to advertise the locally
anchored prefix (prefA :/64) to MN1. Using this prefix, M1
configures an | Pv6 address (prefA::WN1/64) that can be used to
start new sessions (which will be anchored at DDGM). Traffic
using the address prefA:: MN1 is received at the interface mldgwl
and directly forwarded by DDGM towards its destination. Traffic
between MN1 and the | ocal network reachable via D-GM (Il ocal net)
is handled normally by DDGM (as MN1 is locally attached).

5. M\l perforns a handover to D-GA2. This event is detected by
D G/2.

6. An IPv6 prefix fromthe pool of locally anchored prefixes is
selected by DDGA2 to be delegated to MN1 (prefB::/64). D G2
sets up a distributed logical interface ained at interfacing with
M\1, called mldgw2. D GA2 starts sending router advertisenents
to MNL, including the delegated prefix. Traffic using the
address prefB:: MNL is received at the interface mildgw2 and
directly forwarded by D-GA2 towards its destination

7. DGR learns that this is a handover of MN1, and that it
previously visited DDGM. D GA sends a PBU to D-GM, which
replies with a PBA. This PBA MAY include information about the
prefix(es) anchored at D-GM, the paraneters needed by DDGAR to
set-up the DLIF mldgwl, and the prefixes of |ocal networks
reachable via DGV (if any). Alternatively, this information MAY
be obtained using a different approach (such as storing it in the
HSS or sone other external repository). A bi-directional tunnel
between DGM and D-GA is set-up, as well as the required
routing entries.

8. D GA sets up the DLIF mildgwl, ainmed at "logically" resenbling

D-GM, so MN1 does not detect any change at |ayer-3. D GA2
starts sending router advertisements to MNL through mildgwe,
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whi ch include the prefix anchored at DDGM (prefA: :/64) with zero
lifetime to deprecate the prefix (or alternatively it MAY include
a |l ow Default Router Preference [RFC4191] if communication to
this DDGWis still needed in the future). In this way,
prefA::MN1 is not preferred for new communi cations. The RAs MAY
al so include a Route Information Option (RO [RFC4191] with the
prefix of localnet, which is the network that is only locally
reachable via DGM (e.g., as in the LIPA scenarios considered by
the 3GPP), so MN1 picks DGM (the "logical" version of it
portrayed by D-GA2) when sending traffic to that network ,
including the delegated prefix. Traffic using the address
prefA::MN1 is received at the interface mmldgwl and forwarded via
the tunnel with D-GA, which then forwards it towards its
destination. Traffic between MN1 and the network locally
reachable via D-GM (localnet) is also handl ed via mldgwl and
sent through the tunnel.
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pref A:: MN1
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prefB:: MN1
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pref A:: MNL
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-+ S + S E R R +
MNL | | D-GM | | DGR | CN@ nt ernet |
-- -+ Fom e - + Fom e - F T Sy +
I I I I

| attachnent | | |

[<. .o >| set-up of new | [

| RA@mldgwl | DLIF: mmldgwl | [
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Figure 4: D-GWprotocol operation
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Message format

This section defines extensions to the Proxy Mbile | Pv6 [ RFC5213]
protocol messages.

1. Proxy Binding Update

A new flag (D) is included in the Proxy Binding Update to indicate
that the Proxy Binding Update is conming froma Distributed Gat eway
and not froma nobile access gateway. The rest of the Proxy Binding
Update format renmains the sane as defined in [ RFC5213].

0 1 2

01234567890123456789012 8
i S SRR - +-
I

+©
+O

3
3456 1
B O i - +-
Sequence

+- - +-

+4t+\|

B S i i i S Ltk b i
AIH LI KIM R P| D] Reserved [ Lifetinme
B T e S e i s S e e e e o e o

+

+
+
+

+
I
+
I
+
I

T+ T+

Mobility options

B i s T T S T et S S T S I T s sl s ol ST S S S
Distributed Gateway Flag (D)

The Distributed Gateway Flag is set to indicate to the receiver of
the message that the Proxy Binding Update is froma Distributed
Gat enay.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2 of

[ RFC6275]. The distributed gateway MJST ignore and skip any
options that it does not understand.

2. Proxy Binding Acknow edgnent
A new flag (D) is included in the Proxy Bindi ng Acknow edgnent to
i ndi cate that the sender supports operating as a distributed gateway.

The rest of the Proxy Bindi ng Acknow edgnent fornmat renmi ns the sane
as defined in [ RFC5213].
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0 1

0123456789012345 78 12345678
+- +- B N i I S
St S

B i e S e i ks oI S S R S S R e s ot R R
[ Sequence # | Lifetime

T S S I i S S S i i S S S e

t e

6
+-
[ e

+C+OI\)
+U)+O(AJ

9 4 7
+- +- +-
a |KIR Pl D
+- e

+;U+so

1
- 4=
r
+

+
I
+
I
+
I

Mobility options
I

B e e i S R S e S e e e S T e e S e i o ol i i i T
Distributed Gateway Fl ag (D)

The Distributed Gateway Flag is set to indicate that the sender of
the nmessage supports operating as a distributed gateway.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2 of

[ RFC6275]. The distributed gateway MJST ignore and skip any
options that it does not understand.

4.3.3. Anchored Prefix Option

A new Anchored Prefix option is defined for use with the Proxy

Bi ndi ng Update and Proxy Bi ndi ng Acknow edgnment nessages exchanged
bet ween di stributed gateways. This option is used for exchanging the
nmobi | e node’ s prefix anchored at the anchoring D-GN There can be
mul ti ple Anchored Prefix options present in the nessage.

The Anchored Prefix Option has an alignment requirement of 8n+4. Its
format is as foll ows:
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+ P
+ N
+ w
_|I
+< + b
s

1
+ O

1
+(D-IO-U'I

1
+
1
+
1
+
1

Anchored Prefix

+— 4+ +— +— +— + OO

i I T e e i i S R e e e e S e t T S _BIE R
Type

To be assigned by | ANA
Length
8-bit unsigned integer indicating the Iength of the option in
octets, excluding the type and length fields. This field MJST be
set to 18.

Reserved

This field is unused for now The value MJST be initialized to O
by the sender and MJST be ignored by the receiver

Prefix Length

8-bit unsigned integer indicating the prefix length of the IPv6
prefix contained in the option

Anchor ed Prefix

A sixteen-byte field containing the nobile node’s | Pv6 Anchored
Prefix.

.3.4. Local Prefix Option

A new Local Prefix option is defined for use with the Proxy Binding
Updat e and Proxy Bi ndi ng Acknow edgnment nessages exchanged between

di stributed gateways. This option is used for exchanging a prefix of
a local network that is only reachable via the anchoring D-GN There
can be nultiple Local Prefix options present in the nessage.
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The Local Prefix Option has an alignment requirement of 8n+4. |Its
format is as foll ows:

1 2 3
1234567890123456789012345678901
B S e S S i S S S e
Type | Length | Reserved | Prefix Length
B i e S T i S S I i sk (g T S S S S S S T S

Local Prefix

+— 4+ 4+ 4+ +— 4+ OO

e T o e e O ek s o S i it NIE TN R R e S S e e e
Type

To be assigned by | ANA
Length
8-bit unsigned integer indicating the length of the option in
octets, excluding the type and length fields. This field MIST be
set to 18.

Reser ved

This field is unused for now. The value MJST be initialized to O
by the sender and MJST be ignored by the receiver

Prefix Length

8-bit unsigned integer indicating the prefix length of the |IPv6
prefix contained in the option

Local Prefix

A sixteen-byte field containing the I Pv6 Local Prefix.

4.3.5. DLIF Link-local Address Option

A new DLIF Link-1ocal Address option is defined for use with the
Proxy Bi ndi ng Update and Proxy Bi ndi ng Acknow edgnment nessages
exchanged between distributed gateways. This option is used for
exchanging the link-1ocal address of the DLIF to be configured on the
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serving DGWso it resenbles the DLIF configured on the anchoring
D- GW

The DLIF Link-local Address option has an alignnent requirenment of
8n+6. Its format is as foll ows:

0 1
0123456789012345

+-

I

+

I _

+ DLI F Li nk-1 ocal Address
I

+

I

+-

T T S S i S i T S S i SN S

Type
To be assigned by | ANA
Length

8-bit unsigned integer indicating the Iength of the option in
octets, excluding the type and length fields. This field MJST be
set to 16.

DLI F Li nk-1 ocal Address

A sixteen-byte field containing the link-1ocal address of the
| ogi cal interface.

4.3.6. DLIF Link-layer Address Option

A new DLIF Link-1ayer Address option is defined for use with the
Proxy Bi ndi ng Update and Proxy Bi ndi ng Acknow edgnment nessages
exchanged between distributed gateways. This option is used for
exchanging the link-layer address of the DLIF to be configured on the
serving DDGWso it resenbles the DLIF configured on the anchoring

D GW

The format of the DLIF Link-layer Address option is shown bel ow.
Based on the size of the address, the option MJST be aligned
appropriately, as per nobility option alignnent requirenents
specified in [ RFC6275] .
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0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Lengt h [ Reserved [
B e i i e o e e S T S e e s i i TR S
I
+

I
DLI F Li nk-1ayer Address +

B T i S S i S T h T i S S S S e
Type
To be assigned by | ANA

Length

8-bit unsigned integer indicating the length of the option in
octets, excluding the type and length fields.

Reserved

This field is unused for now The value MJST be initialized to O
by the sender and MJST be ignored by the receiver

DLI F Li nk-1ayer Address

A variable length field containing the |ink-layer address of the
| ogical interface to be configured on the serving distributed
gat enay.

The content and format of this field (including byte and bit
ordering) is as specified in Section 4.6 of [RFC4861] for carrying
I ink-1ayer addresses. On certain access |inks, where the |ink-

| ayer address is not used or cannot be deternined, this option
cannot be used.

5.  Sinmul taneous anchoring of nultiple flows (nultiple operators)

An MN nay roam between D-GW that do not belong to the sane operator
and therefore m ght end up having rmultiple sinultaneous flows,
anchored at different operators. Since dynanmically setting up
tunnel s between different operators (i.e., between D -GN bel onging to
different operators) is usually not supported, a solution should be
devised to ensure session continuity in this scenario, even if it is
at the cost of a sub-optinal routing.
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In this section we describe the required extensions to support inter-
domai n operation. The basic solution consists in using a centralized
LMA (usually located in the home domain) as top-level anchor to

guar ant ee session continuity when crossing operator borders. W
assune that the necessary roam ng agreenents are in place in order to
support setting up tunnels between the LMA | ocated at the hone donmin
of the MN and the visited D GM\.

o mm e e e e e e e e e e e e e e e e e e e e e e e e e me e e +
( Hone Qperator’s core )
( )
( R )
( Il LMA |\ )
( I +----- +\\ )
( 11 \\ )
LR I IR +
(tunnel) [/ \\ (tunnel)
/11 \\
/11 \\
11 \\
e e e o + e e e o +
| IP stack | | IP stack |
. + R I +
[ mldgwl | --+ (DLIFs) +--|mldgwl| mldgw2|--+
B T T pe e, + | [ - [ - +
| phy interface | | | | phy interface | |
S + | S +
D- GM@xperatorA (0) (o) D GRe@xeratorB (0)
X X
X X
pref A :/64 X X prefB::/64
(AdvPref Lft =0) X X
(|0)
e +
prefAA:MN1 | MNL | prefB:: M1
(deprecated) +----- +

Figure 5: Sinmultaneous anchoring of nultiple flows across nmultiple
operators

Figure 5 shows an exanple of the inter-domain operation. M1
initially attaches to D-GM (which belongs to OperatorA), and
configures pref A : M\l address out of one prefix anchored at D-GM
(prefA:/64). |If MMl noves to D-GA2, which is managed by OperatorB,
tunnel s need to be established via the centralized LMA at the MNL's
operators core, since we assune that no direct tunneling is possible
bet ween D-GWN belonging to different operators. 1In this case, D GM8
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establ i shes one tunnel with the centralized LMA to send/receive
traffic using prefA::/64. Fromthe point of view of D GA2, the
operation is just as if the LMA was the D-GWNanchoring this prefix.
Anal ogously, the LMA establishes one tunnel with D-GM (fromthe

poi nt of view of DDGM, the LMA is the current serving D GV of ML1).
Regarding the signaling, it is sinmlar to the intra-operator
scenario, though in this case the PBU PBA sequence is perfornmed

twi ce, once between D-GA and the LMA, and anot her one between the
LMA and DGM (i.e., because two different tunnels are created).

6. | ANA Consi derations
Thi s docunment defines new nobility options that require | ANA actions.
7. Security Considerations

The protocol extensions defined in this docunent share the sane
security concerns of Proxy Mbile |Pv6 [RFC5213]. It is reconmended
that the signaling nessages, Proxy Binding Update and Proxy Binding
Acknowl edgrent, exchanged between the distributed gateways, or
between a distributed gateway and a centralized local nobility
anchor, are protected using |IPsec using the established security
associ ation between them This essentially elimnates the threats
related to the inpersonation of a distributed gateway or the |ocal
mobi lity anchor.
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Appendi x A, Conparison with Requirenment docunent

In this section we descrbe how our sol ution addresses the DWW
requirenents listed in [ RFC7333].
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A.1. Distributed nmobility managenent

"I'P nobility, network access solutions, and forwarding sol utions
provi ded by DMM MJST enable traffic to avoid traversing a single
mobility anchor far fromthe optinmal route.”

In our solution, the anchoring DDGWNis responsible to handle the
mobility for those IP flows started when the MNis attached to it.
As long as the MN remai ns connected to the anchoring D-GNs access
links, the I P packets of such flows can benefit fromthe optinma
path. Wen the MN noves to another D-GWN the path becones non-
optinmal for ongoing flows, but newy started |P sessions are
forwarded by the serving D-GWNthrough the optimal path.

A. 2. Bypassable network-layer nobility support for each application
session

"DMM sol uti ons MJST enabl e network-layer nmobility, but it MJST be
possi bl e for any individual active application session (flow) to not
use it. Mbility support is needed, for exanple, when a nobile host
moves and an application cannot cope with a change in the |IP address.
Mobility support is also needed when a nobile router changes its IP
address as it noves together with a host and, in the presence of
ingress filtering, an application in the host is interrupted.
However, nobility support at the network layer is not always needed;
a mobil e node can often be stationary, and nobility support can al so

be provided at other layers. It is then not always necessary to
mai ntain a stable I P address or prefix for an active application
session."

The solution operates at the I P layer, hence upper layers are totally
transparent to the nobility operations. |n particular, ongoing IP
sessions are not disrupted after a change of access network. The
routability of the old address is ensured by the IP tunnel with the
anchoring DDGN New | P sessions are started with the new address.
Fromthe application s perspective, those processes which sockets are
bound to a unique I P address do not suffer any inpact. For the other
applications, the sockets bound to the old address are preserved,
wher eas next sockets use the new address.

Additionally, the use of the DLIF nakes easier to inplenent nore
compl ex policies regarding how traffic is forwarded at the D GW

A. 3. 1Pv6 depl oynent

"DMM sol uti ons SHOULD target |Pv6 as the primary depl oynent
envi ronment and SHOULD NOT be tailored specifically to support |Pv4,
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particularly in situations where private | Pv4 addresses and/or NATs
are used."

The solution targets | Pv6 only.
A 4. Existing nobility protocols

"A DW sol ution MIST first consider reusing and extending | ETF
standard protocols before specifying new protocols."

The is derived fromthe operations and nessages specified in
[ RFC5213] .

A.5. Coexistence with depl oyed networks/hosts and operability across
di fferent networks

"A DW solution may require | oose, tight, or no integration into
existing mobility protocols and host |P stacks. Regardless of the
integration level, DW inpl enentati ons MIST be able to coexist with
exi sting network depl oyments, end hosts, and routers that may or may
not inplenment existing nobility protocols. Furthernore, a DWW

sol ution SHOULD work across different networks, possibly operated as
separate adm ni strative donmi ns, when the needed nobility nmanagenent
signaling, forwarding, and network access are allowed by the trust
rel ati onshi p between them™

The solution can be extended to provide a fall back mechanismto
operate as | egacy Proxy Mbhile IPv6. It is necessary to instruct
D-GM to al ways establish a tunnel with the same anchoring D GW
wor ki ng as LMA.

A. 6. Operation and managenment consi derations

"A DW sol ution needs to consider configuring a device, nonitoring
the current operational state of a device, and responding to events
that inpact the device, possibly by nodifying the configuration and
storing the data in a format that can be anal yzed | ater

The proposed solution can re-use existing nechanisns defined for the
operation and managenent of Proxy Mobile |Pv6.

A. 7. Security considerations
"A DW sol uti on MJST support any security protocols and nechani sns
needed to secure the network and to make continuous security

i nprovenents. In addition, with security taken into consideration
early in the design, a DW sol ution MJST NOT introduce new security
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risks or anplify existing security risks that cannot be nmitigated by
exi sting security protocols and nechani sns. "

The proposed sol ution does not specify a security nechanism given
that the same mechani smfor PM Pv6 can be used.

A.8. Milticast

"DMM SHOULD enabl e nulticast solutions to be devel oped to avoid
network inefficiency in nmulticast traffic delivery."

This solution in its current version does not specify any support for
mul ticast traffic, which is left for study in future versions.

Appendi x B. I nplenmentation experience

The DLIF concept can be easily inplenented using features that are
usual Iy avail abl e on several OSs. Anpbng the possible nechani sns that
can be used to do it, the Linux nmacvlan support allows the creation
of different logical interfaces over the sane physical one. Each

| ogi cal interface appears as a regular interface to the Linux CS
(which can be configured nornmally), and it supports configuring the
MAC address exposed by the logical interface. The destination MAC
address is used by the OS to decide which logical interface
(configured on top of a physical interface) is in charge of
processing an incomng L2 frane.

The EU FP7 MEDI EVAL project inplenented a prototype of the DLIF
concept using the Linux macvl an support, the radvd daenon, the Linux
Advanced Routing and Traffic Control features and the standard

i proute2 collection of utilities:

o The macvl an support enables iproute2 tools to be able to create,
destroy and configure DLIFs on denmand over a single physica
interface. One of the inportant features that needs to be
configured is the | ogical MAC address exposed by the DLIF, as wel
as the I Pv6 addresses, as they should remain the sane regardl ess
of the serving D-GWNwhere the DLIF is configured.

0 Since the distributed logical interfaces created using the macvl an
support appear as regular network interfaces, they can be used
normally in the radvd configuration file. Them by dynanically
nodi fyi ng the radvd configuration file and reloading it, we can
control the router advertisements sent to each MN (e.qg.
advertizing new | Pv6 prefixes, deprecating prefixes anchored at
ot her serving D - GA, announcing RFC 4191 specific routes or
changi ng router preferences).
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0o Each tine a DLIF is created, it is also needed to properly
configure source-based IPv6 routes, as well as tunnels (in case of
handover). This is supported by the Linux Advanced Routing and
Traffic Control features.

0 Last, but not l|east, current Linux kernels support the
configuration of RFC 4191 specific routes (by processing Route
Informati on Options contained in RAs). The kernel support can be
easily enabl ed by using the
net.conf.ipv6.*.accept _ra rt_info_max_plen kernel configuration
par anet er .

The DLIF concept is inplemented by the Open Distributed Mbility
Management (CODMM) project (http://ww. odmmnet/), as part of the
Mobility Anchors Distribution for PM Pv6 (MAD-PM Pv6). The ODWM
platformis intended to foster DVM devel opnent and depl oynent, by
serving as a framework to host open source inplenentations.

Appendi x C. Public denmonstrations

The DLIF concept has been denonstrated, together with the network-
based DWM sol ution described in [I-D. bernardos-dnm pnip], during the
83rd IETF in Paris (March 2012) and the 87th I ETF in Berlin (August
2013).

The first denmpb showcased a scenari o conmposed of three "anchor
routers”, a "centralized LMA" for control plane, a "nobile node" and
two "correspondent nodes" (one of thembeing a | egacy | Pv6 canera).
The nobil e node coul d nove between the different anchor routers,
getting a different locally anchor | Pv6 address at each |ocation, and
bei ng the reachability of each address naintai ned.

In the second denp, integration with content delivery nodes (CDNs)
was al so shown, showcasing the advantages that the use of a DWW
solution brings to this popul ar scenario. These concepts were
further explored in the EU project MED EVAL.
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