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Abst ract

Thi s docunent extends the RFC5011 rollover strategy with tining

advi ce that nust be foll owed by the publisher in order to maintain
security. Specifically, this docunent describes the math behind the
mninmumtine-length that a DNS zone publisher nust wait before
signing exclusively with recently added DNSKEYs. This docunent al so
describes the mininumtinme-length that a DNS zone publisher nust wait
after publishing a revoked DNSKEY before assuming that all active
RFC5011 resol vers should have seen the revocati on-marked key and
removed it fromtheir list of trust anchors

Thi s docunment contains nmuch nmath and conplicated equations, but the
summary is that the key rollover / revocation tine is much | onger
than intuition would suggest. This docunent updates RFC7583 by
addi ng an additional del ays (sigExpirationTime and

ti m ngSaf et yMargin).

If you are not both publishing a DNSSEC DNSKEY, and usi ng RFC5011 to
advertise this DNSKEY as a new Secure Entry Point key for use as a
trust anchor, you probably don't need to read this docunent.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on January 17, 2019.
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1. Introduction

[ RFC5011] defines a mechani sm by which DNSSEC val i dators can update
their list of trust anchors when they’ ve seen a new key published in
a zone or revoke a properly marked key froma trust anchor Iist.
However, RFC5011 [intentionally] provides no guidance to the
publ i shers of DNSKEYs about how |l ong they nust wait before sw tching
to exclusively using recently published keys for signing records, or
how | ong they nmust wait before ceasing publication of a revoked key.
Because of this lack of guidance, zone publishers nay arrive at

i ncorrect assunptions about safe usage of the RFC5011 DNSKEY
advertising, rolling and revocation process. This docunent describes
the m ninmum security requirenents froma publisher’s point of view
and is intended to conpl enent the gui dance offered in RFC5011 (which
is witten to provide tining guidance solely to a Validating

Resol ver’s point of view).

To explain the RFC5011 security analysis in this docunent better
Section 5 first describes an attack on a zone publisher. Then in
Section 6.1 we break down each of the timng conponents that will be
|ater used to define timng requirenents for adding keys in

Section 6.2 and revoking keys in Section 6. 3.

1.1. Docunent History and Mdtivation

To confirmthat this lack of understanding is w de-spread, the
authors reached out to 5 DNSSEC experts to ask them how | ong t hey

t hought they nust wait before signing a zone exclusively with a new
KSK [ RFC4033] that was being introduced according to the 5011
process. All 5 experts answered with an insecure value, and we
determned that this lack of understanding m ght cause security
concerns in deploynent. W hope that this conpani on docunent to
RFC5011 will rectify this and provide better guidance to zone
publ i shers who wi sh to nake use of the RFC5011 roll over process.
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1.2. Safely Rolling the Root Zone's KSK in 2017/2018

One inportant note about ICANN's (currently in process) 2017/2018 KSK
roll over plan for the root zone: the timng values chosen for rolling
the KSK in the root zone appear conpletely safe, and are not affected
by the timng concerns discussed in this draft.

1.3. Requirenents notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

2. Background

RFC5011 describes a process by which an RFC5011 Resol ver nay accept a
new y published KSK as a trust anchor for validating future DNSSEC
signed records. It also describes the process for publicly revoking
a published KSK. This docunent augnents that information with
additional constraints, fromthe SEP publisher’s points of view.

Note that this document does not define any other operationa

gui dance or recomendati ons about the RFC5011 process and restricts
itself solely to the security and operational ramfications of
prematurely switching to exclusively using recently added keys or
removi ng revoked keys.

Fai l ure of a DNSKEY publisher to follow the m ni mumrecomendations
associated with this draft can result in potential denial-of-service
attack opportunities against validating resolvers. Failure of a
DNSKEY publisher to publish a revoked key for a | ong enough period of
time may result in RFC5011 Resol vers leaving that key in their trust
anchor storage beyond the key' s expected lifetine.

3. Term nol ogy
SEP Publisher The entity responsible for publishing a DNSKEY (with
the Secure Entry Point (SEP) bit set) that can be used as a trust
anchor.
Zone Signer The owner of a zone intending to publish a new Key-
Si gni ng- Key (KSK) that nay becone a trust anchor for validators
followi ng the RFC5011 process.

RFC5011 Resol ver A DNSSEC Resol ver that is using the RFC5011
processes to track and update trust anchors.

Attacker An entity intent on foiling the RFC5011 Resolver’'s ability
to successfully adopt the Zone Signer’s new DNSKEY as a new trust
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anchor or to prevent the RFC5011 Resol ver fromrenoving an old
DNSKEY fromits list of trust anchors.

sigExpirati onTime The anmount of tine between the DNSKEY RRSI G s
Signature Inception field and the Signature Expiration field.

Al so see Section 2 of [RFC4033] and [RFC7719] for additiona
t er m nol ogy.

4, Tinmng Associated with RFC5011 Processing

These subsections bel ow give a high-1evel overview of [RFC5011]
processing. This description is not sufficient for fully
under st andi ng RFC5011, but provi de enough background for the reader
to follow the discussion in this docunent. Readers need to fully
under stand [ RFC5011] as well to fully conprehend the content and

i mportance of this docunent.

4.1. Timing Associated with Publication

RFC5011' s process of safely publishing a new DNSKEY and then assum ng
RFC5011 Resol vers have adopted it for trust can be broken down into a
nunber of high-level steps to be perfornmed by the SEP Publi sher

Thi s docunent di scusses the follow ng scenario, which the principa
way RFC5011 is currently being used (even though Section 6 of RFC5011
suggests having a stand-by key avail abl e):

1. Publish a new DNSKEY in a zone, but continue to sign the zone
with the old one.

2. Vit a period of tine.

3. Begin to exclusively use recently published DNSKEYs to sign the
appropriate resource records.

Thi s docunent discusses the tinme required to wait during step 2 of
the above process. Sone interpretations of RFC5011 have erroneously
determned that the wait tine is equal to RFC5011's "hold down tine".
Section 5 describes an attack based on this (common) erroneous
belief, which can result in a denial of service attack agai nst the
zone.

4.2. Timing Associated with Revocation

RFC5011' s process of advertising that an old key is to be revoked
from RFC5011 Resolvers falls into a nunber of high-1evel steps

1. Set the revoke bit on the DNSKEY to be revoked.
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2. Sign the revoked DNSKEY with itself.
3. Wit a period of tine.
4. Renove the revoked key fromthe zone.

Thi s docunent discusses the time required to wait in step 3 of the
above process. Some interpretations of RFC5011 have erroneously
determned that the wait tine is equal to RFC5011's "hold down tinme".
Thi s docunent describes an attack based on this (conmon) erroneous
belief, which results in a revoked DNSKEY potentially remaining as a
trust anchor in a RFC5011 Resol ver long past its expected usage.

5. Denial of Service Attack Wl kt hrough

This section serves as an illustrative exanple of the probl em being
di scussed in this docunent. Note that in order to keep the exanple
si npl e enough to understand, some sinplifications were made (such as
by not creating a set of pre-signed RRSIGs and by not using val ues
that result in the addHol dDownTi ne not being evenly divisible by the
activeRefresh value); the mathematical forrmulas in Section 6 are,
however, conpl ete.

If an attacker is able to provide a RFC5011 Resol ver with past
responses, such as when it is on-path or able to perform any nunber
of cache poi soning attacks, the attacker may be able to | eave
compl i ant RFC5011 Resol vers without an appropriate DNSKEY trust
anchor. This scenario will remain until an administrator manually
fixes the situation.

The tine-line below illustrates an exanple of this situation
5.1. Enunerated Attack Exanple

The following settings are used in the exanple scenario within this
section:

TTL (all records) 1 day

sigExpirationTinme 10 days

Zone resigned every 1 day

G ven these settings, the sequence of events in Section 5.1.1 depicts
how a SEP Publisher that waits for only the RFC5011 hold tine timer

| ength of 30 days subjects its users to a potential Denial of Service

attack. The tinmeline belowis based on a SEP Publisher publishing a
new Key Signing Key (KSK), with the intent that it will later be used
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as a trust anchor. W label this publication tine as "T+0". All
nunbers in this tinmeline refer to days before and after this initia
publication event. Thus, T-1 is the day before the introduction of
the new key, and T+15 is the 15th day after the key was introduced
into the exanpl e zone bei ng di scussed.

In this exposition, we consider two keys within the exanpl e zone:
K old: An older KSK and Trust Anchor being repl aced.

K new. A new KSK being transitioned into active use and expected to
becone a Trust Anchor via the RFC5011 automated trust anchor
updat e process.

5.1.1. Attack Tim ng Breakdown

Bel ow we examine an attack that foils the adoption of a new DNSKEY by
a 5011 Resol ver when the SEP Publisher that starts signing and
publishing with the new DNSKEY too quickly.

T-1 The K old based RRSI Gs are being published by the Zone Signer
[It may al so be signing ZSKs as well, but they are not relevant to
this event so we will not talk further about them we are only
considering the RRSIGs that cover the DNSKEYs in this docunent.]
The Attacker queries for, retrieves and caches this DNSKEY set and
correspondi ng RRSI G si gnat ures.

T+0 The Zone Signer adds K new to their zone and signs the zone's
key set with K old. The RFC5011 Resolver (later to be under
attack) retrieves this new key set and correspondi ng RRSI Gs and
notices the publication of K new The RFC5011 Resol ver starts the
(30-day) hold-down timer for K new [Note that in a nore real-
worl d scenario there will likely be a further delay between the
poi nt where the Zone Signer publishes a new RRSIG and the RFC5011
Resol ver notices its publication; though not shown in this
exanple, this delay is accounted for in the equation in Section 6
bel ow

T+5 The RFC5011 Resol ver queries for the zone' s keyset per the
RFC5011 Active Refresh schedul e, discussed in Section 2.3 of
RFC5011. Instead of receiving the intended published keyset, the
Attacker successfully replays the keyset and associ ated signatures
recorded at T-1 to the victimRFC5011 Resol ver. Because the
signature lifetime is 10 days (in this exanple), the replayed
signature and keyset is accepted as valid (being only 6 days old,
which is | ess than sigExpirationTi ne) and the RFC5011 Resol ver
cancel s the (30-day) hold-down tinmer for K new, per the RFC5011
al gorithm
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T+10 The RFC5011 Resol ver queries for the zone' s keyset and
di scovers a signed keyset that includes K new (again), and is
signed by K old. Note: the attacker is unable to replay the
records cached at T-1, because the signatures have now expired.
Thus at T+10, the RFC5011 Resolver starts (anew) the hol d-timer
for K _new.

T+11 through T+29 The RFC5011 Resol ver continues checking the zone's
key set at the prescribed regular intervals. During this period,
the attacker can no longer replay traffic to their benefit.

T+30 The Zone Signer knows that this is the first tine at which sone
validators m ght accept K new as a new trust anchor, since the
hol d-down tinmer of a RFC5011 Resol ver not under attack that had
queried and retrieved K new at T+0 woul d now have reached 30 days.
However, the hol d-down tinmer of our attacked RFC5011 Resol ver is
only at 20 days.

T+35 The Zone Signer (mstakenly) believes that all validators
followi ng the Active Refresh schedule (Section 2.3 of RFC5011)
shoul d have accepted K new as a the new trust anchor (since the
hold down tine (30 days) + the query interval [which is just 1/2
the signature validity period in this exanple] would have passed).
However, the hold-down tinmer of our attacked RFC5011 Resolver is
only at 25 days (T+35 minus T+10); thus the RFC5011 Resol ver won't
consider it a valid trust anchor addition yet, as the required 30
days have not yet el apsed.

T+36 The Zone Signer, believing K newis safe to use, switches their
active signing KSK to K new and publishes a new RRSIG signed with
(only) K new, covering the DNSKEY set. Non-attacked RFC5011
validators, with a hold-down timer of at |east 30 days, would have
accepted K newinto their set of trusted keys. But, because our
attacked RFC5011 Resol ver now has a hold-down tiner for K new of
only 26 days, it failed to ever accept K new as a trust anchor
Since Kold is no longer being used to sign the zone's DNSKEYs,
all the DNSKEY records fromthe zone will be treated as invalid.
Subsequently, all of the records in the DNS tree bel ow the zone’'s
apex will be deened invalid by DNSSEC

6. M ni mum RFC5011 Ti mi ng Requirenents

This section defines the mininumtining requirenments for naking
excl usive use of newy added DNSKEYs and tining requirenments for
ceasing the publication of DNSKEYs to be revoked. W break our
timng solution requirenents into two prinmary conponents: the

mat hemat i cal | y- based security anal ysis of the RFC5011 publication
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process itself, and an extension of this that takes operationa
realities into account that further affect the recomrended ti m ngs.

First, we define the conponent terns used in all equations in
Section 6. 1.

6.1. Equation Conponents
6.1.1. addHol dDownTi e
The addHol dDownTime is defined in Section 2.4.1 of [RFC5011] as:

The add hol d-down time is 30 days or the expiration tinme of the
original TTL of the first trust point DNSKEY RRSet that contained
the new key, whichever is greater. This ensures that at |east
two val i dated DNSKEY RRSets that contain the new key MJUST be seen
by the resolver prior to the key' s acceptance.

6.1.2. lastSigExpirationTine

The | atest value (i.e. the future nost date and tine) of any RRSi g
Signature Expiration field covering any DNSKEY RRSet containing only
the old trust anchor(s) that are being superseded. Note that for
organi zations pre-creating signatures this tine nay be fairly far in
the future unless they can be significantly assured that none of
their pre-generated signatures can be replayed at a |l ater date.

6.1.3. sigExpirationTine

The anount of time between the DNSKEY RRSIG s Signhature |nception
field and the Signature Expiration field.

6.1.4. sigExpirationTi neRemai ni ng
si gExpirati onTi mreRemai ning is defined in Section 3.
6.1.5. activeRefresh
activeRefresh tinme is defined by RFC5011 by
A resolver that has been configured for an autonmatic update
of keys froma particular trust point MJUST query that trust
point (e.g., do a |lookup for the DNSKEY RRSet and rel ated
RRSI G records) no less often than the | esser of 15 days, half

the original TTL for the DNSKEY RRSet, or half the RRSIG
expiration interval and no nore often than once per hour
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This transl ates to:

activeRefresh = MAX(1 hour
M N(si gExpirationTime / 2
MAX(TTL of K_old DNSKEY RRSet) / 2
15 days)

6.1.6. timngSafetyMargin

Mentally, it is easy to assune that the period of tine required for
SEP publishers to wait after making changes to SEP marked DNSKEY sets
will be entirely based on the I ength of the addHol dDownTi ne.
Unfortunately, analysis shows that both the design of the RFC5011
protocol an the operational realities in deploying it require waiting

and additional period of tine longer. |n subsections Section 6.1.6.1
to Section 6.1.6.3 below, we discuss three sources of additiona
delay. In the end, we will pick the largest of these delays as the

nmi ni mum additional time that the SEP Publisher nust wait in our fina
ti m ngSaf et yMargi n val ue, which we define in Section 6.1.6.4.

6.1.6.1. activeRefreshO fset

A security analysis of the timng associated with the query rate of
RFC5011 Resol vers shows that it may not perfectly align with the
addHol dDownTi me when t he addHol dDownTi me is not evenly divisible by
the activeRefresh time. Consider the exanple of a zone with an
activeRefresh period of 7 days. |If an associated RFC5011 Resol ver
started it’'s hol dDown timer just after the SEP published a new DNSKEY
(at tinme T+0), the resolver would send checking queries at T+7, T+14,
T+21 and T+28 Days and will finally accept it at T+35 days, which is
5 days | onger than the 30-day addHol dDownTi ne.

The activeRefreshOffset termdefines this tine difference and
becones:

activeRefreshOf f set = addHol dDownTi me % acti veRefresh
The % synbol denotes the mat hematical nmod operator (calculating the
remainder in a division problem. This will frequently be zero, but
can be nearly as large as activeRefresh itself.
6.1.6.2. clockskewDriftMargin
Even small clock drifts can have negative inmpacts upon the timng of

the RFC5011 Resol ver’s neasurenents. Consider the sinplest case
where the RFC5011 Resolver’s clock shifts over tine to be 2 seconds
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sl ower near the end of the RFC5011 Resol ver’s addHol dDownTi me peri od.
I.E., if the RFC5011 Resolver first noticed a new DNSKEY at:

firstSeen = sigExpirationTinme + activeRefresh + 1 second

The effect of 2 second clock drift between the SEP Publisher and the
RFC5011 Resol ver may result in the RFC5011 Resol ver querying again
at:

justBefore = sigExpirationTi ne + addHol dDownTi ne +
activeRefresh + 1 second - 2 seconds

whi ch becones:

justBefore = sigExpirationTi ne + addHol dDownTi ne +
activeRefresh - 1 second

The net effect is the addHol dDownTi me will not have been reached from
t he perspective of the RFC5011 Resolver, but it will have been
reached fromthe perspective of the SEP Publisher. The net effect is
it may take one additional activeRefresh period longer for this
RFC5011 Resol ver to accept the new key (at sigExpirationTime +

addHol dDownTine + 2 * activeRefresh - 1 second).

W note that even the smallest clockskew errors can require waiting
an additional activeRefresh period, and thus define the
cl ockskewDrift Margi n as:

cl ockskewDri ft Margin = acti veRefresh
6.1.6.3. retryDriftMargin

Drift associated with a |l ost transni ssion and an acconpanying re-
transm ssion (see Section 2.3 of [RFC5011]) will cause RFC5011

Resol vers to al so change the timng associated with query tines such
that it becomes inpossible to predict, fromthe perspective of the
SEP Publ i sher, when the concl usive neasurenment query will arrive.
Simlarly, any software that restarts/reboots w thout saving next-
query timng state may al so conmence with a new random starting tine.
Thus, an additional activeRefresh is needed to handl e both these
cases as wel|l.

retryDriftMargin = acti veRefresh
Not e that we account for additional tinme associated with cunul ati ve

multiple retries, especially under high-loss conditions, in
Section 6.1.6. 4.
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6.1.6.4. timngSafetyMargin Val ue

6.

1.

The activeRefreshOfset, clockskewDriftMargin, and retryDriftMargin
paraneters all deal with additional wait-periods that nust be
accounted for after analyzing what conditions the client will take

| onger than expected to nmake its last query while waiting for the
addHol dDownTi e period to pass. But these values rmay be nerged into
a single termby waiting the |ongest of any of them W define

ti mngSafetyMargin as this "worst case" val ue:

ti mngSafetyMargin = MAX(activeRefreshOf fset,
cl ockskewDri ft Margin,
retryDriftMrgin)

ti m ngSaf et yMar gi n MAX(addWai t Ti ne % acti veRef resh,
acti veRefresh,

acti veRefresh)

acti veRefresh

tim ngSaf et yMargin
7. retrySafetyMargin

The retrySafetyMargin is an extra period of time to account for
cachi ng, network del ays, dropped packets, and other operationa
concerns otherw se beyond the scope of this docunent. The val ue
operators should chose is highly dependent on the depl oynent
situation associated with their zone. Note that no value of a
retrySaf etyMargin can protect against resolvers that are "down".
Nonet hel ess, we do offer the foll owing as one nethod considering
reasonabl e values to select from

The following Iist of variables need to be considered when sel ecting
an appropriate retrySafetyMargin val ue:

successRate: A likely success rate for client queries and retries
nunResol vers: The number of client RFC5011 Resol vers
Not e that RFC5011 defines retryTinme as:

If the query fails, the resolver MJST repeat the query until
satisfied no nore often than once an hour and no | ess often
than the lesser of 1 day, 10% of the original TTL, or 10% of
the original expiration interval. That is,
retryTinme = MAX (1 hour, MN (1 day, .1 * origTTL,

.1 * expirelnterval)).
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Wth the successRate and nunResol vers val ues sel ected and the
definition of retryTime from RFC5011, one nethod for determ ning how
many retryTine intervals to wait in order to reduce the set of

resol vers that have not accepted the new trust anchor to 0 is thus:

X (1/(1 - successRate))

retryCountWait = Log_base_x(nunResol vers)
To reduce the need for readers to pull out a scientific calculator
we offer the follow ng | ookup table based on successRate and
nunmResol vers

retryCountWait | ookup table

10,000 100, 000 1, 000, 000 10, 000, 000 100, 000, 000

0.01 917 1146 1375 1604 1833
Probability 0. 05 180 225 270 315 360
of Success 0.10 88 110 132 153 175
Per Retry 0. 15 57 71 86 100 114
I nterval 0. 25 33 41 49 57 65
(successRate) 0.50 14 17 20 24 27
0.90 4 5 6 7 8
0.95 4 4 5 6 7
0.99 2 3 3 4 4
0.999 2 2 2 3 3

Finally, a suggested value of retrySafetyMargin can then be this
retryCount\VWait nunber multiplied by the retryTime from RFC5011

retrySafetyMargin = retryCountVWait * retryTine
6.2. Tinmng Requirements For Adding a New KSK

G ven the defined paraneters and analysis from Section 6.1, we can
now create a nmethod for calculating the anbunt of time to wait unti

it is safe to start signing exclusively with a new DNSKEY (especially
useful for witing code involving sleep based tinmers) in

Section 6.2.1, and define a nethod for calculating a wall-clock val ue
after which it is safe to start signing exclusively with a new DNSKEY
(especially useful for witing code based on cl ock-based event
triggers) in Section 6.2.2.
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6.2.1. Wait Tinmer Based Cal cul ati on

G ven the attack description in Section 5, the correct mninumlength
of tinme required for the Zone Signer to wait after publishing K new
but before exclusively using it and newer keys is:

addWai t Ti me = addHol dDownTi nme
+ si gExpirationTi neRemai ni ng
+ activeRefresh
+ timngSafetyMargin
+ retrySafetyMargin

6.2.1.1. Fully expanded equati on

G ven the equation components defined in Section 6.1, the full
expanded equation is:

addWai t Ti me = addHol dDownTi nme
+ si gExpirationTi neRemai ni ng
+ 2 * MAX(1 hour,
M N(si gExpirationTime / 2,
MAX(TTL of K ol d DNSKEY RRSet) / 2,
15 days)

)
+ retrySafetyMargin
6.2.2. Wall-d ock Based Cal cul ati on

The equations in Section 6.2.1 are defined based upon how | ong to

wait froma particular nonent in tinme. An alternative, but

equi valent, nmethod is to calculate the date and tinme before which it

is unsafe to use a key for signing. This calculation thus becones:
addwal | G ockTi ne | ast Si gExpi rationTi e

addHol dDownTi ne

activeRefresh

tim ngSaf et yMargin

retrySaf et yMargin

+ o+ + 40

where | astSigExpirationTinme is the | atest value of any
si gExpirationTime for which RRSIGs were created that could
potentially be replayed. Fully expanded, this becones:
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addval | G ockTine = | ast Si gExpirationTi ne
+ addHol dDownTi e
+ 2 * MAX(1 hour,
M N(si gExpirationTime / 2
MAX(TTL of K_old DNSKEY RRSet) / 2
15 days)

+ retrySafetyMargin
6.2.3. Timng Constraint Sunmary

The inportant timng constraint introduced by this menp relates to
the last point at which a RFC5011 Resol ver may have received a

repl ayed origi nal DNSKEY set, containing K old and not K new. The
next query of the RFC5011 validator at which K new will be seen

wi thout the potential for a replay attack will occur after the old
DNSKEY RRSIG s Sighature Expriation Tine. Thus, the latest tinme that
a RFC5011 Validator may begin their hold down tiner is an "Active
Refresh" period after the last point that an attacker can replay the
K ol d DNSKEY set. The worst case scenario of this attack is if the
attacker can replay K old just seconds before the (DNSKEY RRSI G
Signature Validity) field of the last K old only RRSIG

6.2.4. Additional Considerations for RFC7583
Note: our notion of addwWaitTime is called "lItrp" in Section 3.3.4.1
of [RFC7583]. The equation for Itrp in RFC7/583 is insecure as it
does not include the sigExpirationTine |listed above. The Itrp
equation in RFC7583 al so does not include the 2*TTL safety nargin,
though that is an operational consideration

6.2.5. Exanple Scenario Cal cul ations

For the paranmeters listed in Section 5.1, our resulting addWaitTi ne
is:

addwai t Ti me

1
+ + 4+ W
N
~ ~
NN

(days)

addWai t Ti me

43 (days)

This addwait Time of 42.5 days is 12.5 days |l onger than just the hold
down timer, even with the needed retrySafetyMargin value being | eft
out (which we exclude due to the | ack of necessary operationa

par anet ers).
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6.3. Tinming Requirenments For Revoking an O d KSK

This issue affects not just the publication of new DNSKEYs i nt ended
to be used as trust anchors, but also the length of tine required to
continuously publish a DNSKEY with the revoke bit set.

Section 6.2.1 defines a nethod for cal culating the anount of tine
operators need to wait until it is safe to cease publishing a DNSKEY
(especially useful for witing code involving sl eep based tinmers),
and Section 6.2.2 defines a nethod for calculating a mnimal wall -
clock value after which it is safe to cease publishing a DNSKEY
(especially useful for witing code based on cl ock-based event
triggers).

6.3.1. Wait Tinmer Based Cal cul ation

Both of these publication timng requirenments are affected by the
attacks described in this docunent, but with revocation the key is
revoked i nmredi ately and the addHol dDown timer does not apply. Thus
the m ni num anount of tine that a SEP Publisher must wait before
renoving a revoked key from publication is:

remMi t Ti ne = si gExpirationTi neRenai ni ng
+ activeRefresh
+ tiningSafetyMargin
+ retrySafetyMargin

remMi t Ti ne = si gExpirationTi neRenai ni ng

+ MAX(1 hour,
M N((sigExpirationTine) / 2,
MAX(TTL of K ol d DNSKEY RRSet) / 2,
15 days))
+ activeRefresh
+ retrySafetyMargin

Note al so that adding retryTime intervals to the remMitTime nmay be
wise, just as it was for addWaitTine in Section 6.

6.3.2. Wall-d ock Based Cal cul ati on

Li ke before, the above equations are defined based upon how long to
wait froma particular nonent in tinme. An alternative, but

equi valent, nethod is to calculate the date and tinme before which it
is unsafe to cease publishing a revoked key. This calculation thus
becones:
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remAal |  ockTime = | ast Si gExpirationTi me
+ activeRefresh

+ timngSafetyMargin

+

retrySaf et yMargin

remMal | d ockTime = | ast Si gExpirationTi e
+ MAX(1 hour
M N((si gExpirationTinme) / 2,
MAX(TTL of K ol d DNSKEY RRSet) / 2
15 days))
+ tiningSafetyMargin
+ retrySafetyMargin

where | ast SigExpirationTime is the | atest value of any
si gExpirationTime for which RRSIGs were created that could
potentially be replayed. Fully expanded, this becones:

6.3.3. Additional Considerations for RFC7583

Note that our notion of remMitTinme is called "lrev" in

Section 3.3.4.2 of [RFC7583]. The equation for Irev in RFC7583 is
insecure as it does not include the sigExpirationTine |isted above.
The Irev equation in RFC7583 al so does not include a safety margin,
though that is an operational consideration

6.3.4. Exanple Scenario Cal cul ations
For the paraneters listed in Section 5.1, our exanple:

remvai t Time = 10
+ 1/ 2 (days)

remmai t Time = 10.5 (days)

Note that for the values in this exanple produce a |length shorter
than the reconmended 30 days in RFC5011's section 6.6, step 3. Qher
val ues of sigExpirationTine and the original TTL of the K_ ol d DNSKEY
RRSet, however, can produce val ues | onger than 30 days.

Not e that because revocati on happens i medi ately, an attacker has a
much harder job tricking a RFC5011 Resolver into | eaving a trust
anchor in place, as the attacker nust successfully replay the old
data for every query a RFC5011 Resol ver sends, not just one
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7

10.

| ANA Consi derati ons
Thi s docunment contains no | ANA consi derations.
Qper ati onal Consi derations

A compani on docunent to RFC5011 was expected to be published that
descri bes the best operational practice considerations fromthe
perspective of a zone publisher and SEP Publisher. However, this
conpani on docunent has yet to be published. The authors of this
docunent hope that it will at sone point in the future, as RFC5011
timng can be tricky as we have shown, and a BCP is clearly
warranted. This docunent is intended only to fill a single
operational void which, when left m sunderstood, can result in
serious security ramfications. This docunent does not attenpt to
docunent any other m ssing operational guidance for zone publishers.

Security Considerations

This docunment, is solely about the security considerations with
respect to the SEP Publisher’s ability to advertise new DNSKEYs vi a
the RFC5011 automated trust anchor update process. Thus the entire
docunent is a discussion of Security Considerations when addi ng or
renovi ng DNSKEYs fromtrust anchor storage using the RFC5011 process.

For simplicity, this docunment assunes that the SEP Publisher will use
a consistent RRSIG validity period. SEP Publishers that vary the
length of RRSIGvalidity periods will need to adjust the

si gExpirati onTi me val ue accordingly so that the equations in

Section 6 and Section 6.3 use a value that coincides with the | ast
time a replay of older RRSIGs will no |onger succeed.
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Appendi x A,  Real World Exanple: The 2017 Root KSK Key Roll

In 2017 and 2018, | CANN expects to (or has, depending on when you're
reading this) roll the key signing key (KSK) for the root zone. The
rel evant paranmeters associated with the root zone at the tine of this
witing is as follows:

addHol dDownTi rre: 30 days
O d DNSKEY si gExpirationTi ne: 21 days
O d DNSKEY TTL: 2 days

Thus, sticking this information into the equation in
Section Section 6 yields (in days frompublication tine):
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addWait Tine = 30
+ 21
+ MAX(1 hour
MN(21 / 2, # activeRefresh
MAX(2) |/ 2
15 days),
+ activeRefresh
addWaitTime = 30 + 21 + 1 + 1
addWai t Tine = 53 days

Al so note that we exclude the retrySafetyMargin value, which is
cal cul ated based on the expected client deploynent size.

Thus, 1 CANN nust wait a m ni nrum of 52 days before switching to the
new y published KSK (and 26 days before renoving the old revoked key
once it is published as revoked). |ICANN s current plans involve

wai ting over 3 nonths before using the new KEY and 69 days before
renoving the old, revoked key. Thus, their current rollover plans
are sufficiently secure fromthe attack discussed in this neno.
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