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1. Introduction

When Appl eTal k was introduced in 1986, privacy concerns were not
forenpst in nost people’s minds. The fact that a printer was
offering printing service was not considered a secret, and the fact
that a conputer was seeking printing service was not considered a
secret. The fact that the conputer could discover the printer

wi t hout expert configuration was considered remarkabl e.

Thirty years later, the | andscape has changed. W now have many nore
networ k service types, and nobile wrel ess devices offering and
consumi ng those services are conmon. Those nobile wirel ess devices
and the services they offer or use often involve sensitive financial
or medical data. Furthernore, the ubiquity of such nobile wireless
devi ces nmakes them an attractive target for m schievous or outright
crimnal activity. The fact that a person’s snartphone is

communi cating with their inplanted gl ucose nonitor or insulin punp is
not somet hing that should be public information.

Hence there is now a need for discovery mechanisnms that utilize
privacy-preserving techniques. There have been various different
efforts to address this, but they tend to offer solutions based on
assunptions of what privacy aspects are inportant, wthout
articulating what those assunptions are. Wthout know ng the
assunptions and design goals of a particular proposal it is hard to
eval uate whet her that proposal neets those goals, or indeed whether
they are the right goals.

W thout advocating for any particular solution, this docunent
presents an overvi ew of the various aspects of device discovery and
service discovery, and outlines the privacy concerns of each. Any
gi ven proposal may not address all possible privacy concerns.
Dependi ng on the scenario, it may not be necessary to address every
privacy concern. Indeed, it nmay turn out to be inpossible, or at

| east inpractical, to address all possible privacy concerns. This
document provides a framework to hel p eval uate whether a given
solution neets the privacy needs of sonme particul ar usage scenari o.
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2. Discovery Operations

Devi ce discovery and service discovery involve three principa
operations:

1. Ofer
2. Di scover
3. Use

The "Offer" operation is how a device offers a service on the
network. Typically this involves, using today's termn nol ogy,

(a) a "listening" UDP or TCP socket, which accepts incom ng packets
or connections, and (b) a way of advertising to other |ocal and
renote devices what kind of service is being offered, its name, and
other netadata including howto reach it. GCbserve that there are
three levels of information in use here: (i) the type of service,

(ii) the nane of the particular instance of that type of service, and
(iii) the operational details of how to connect to and nake use of
that particul ar instance.

The "Di scover” operation is how a client device | earns what service

i nstances are being offered (by |local devices, and/or renote devices,
dependi ng on the discovery nechani sm being used). Typically a client
devi ce knows what kind of service it is seeking, and wants to

di scover naned instances of that service. The "D scover" operation
is linking information level (i) type of service, with information

I evel (ii) names of specific instances offering that type of service.
The "Di scover" operation can be viewed as providing a little
informati on (just the nane) about many different instances. |n terns
of conplexity and efficiency, it’s a 1 x n operation, getting one

pi ece of information about n instances.

The "Use" operation is how a client device requests additiona
information (I P address(es), port nunber, and possibly other

met adata), and then uses this information to communicate with the
service instance and make use of the service it offers. The "Use"
operation is linking information level (ii) specific instance nane,
with information level (iii) detailed information about that

i ndi vidual instance. The "Use" operation can be viewed as providing
a lot of information about one particular instance. |In terns of
complexity and efficiency, it’s an mx 1 operation, getting m pieces
of information about 1 instance, and then proceeding to use that

i nstance.

Al'l three operations, and the three levels of information they use,
need to be considered froma privacy perspective.
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Not e that sone discovery mechani snms conflate "Di scover" and "Use"
into a single operation. Instead of requesting a little information
about a lot of instances, or a lot of information about a single
instance, they are only able to request everything about everything.
They replace a 1 x n operation and an mx 1 operation with a conbi ned
m x n operation, always requesting m pieces of information each about
n different instances.
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3.

Trust Ganularity

When we tal k about entities trusting other entities, what entities
are we tal king about?

Are the entities physical devices, |ike a smartphone or |aptop
comput er ?

Are the entities human users? |If a device like a | aptop conputer has
mul tiple users, we should not assunme that because one user is

aut hori zed to discover certain services that means that all other
users of that laptop are also authorized to di scover those services.

Are the entities software applications? |If a device like a

smart phone has nmultiple apps installed, we should not assune that
because one app is authorized to discover certain services that neans
that all other apps on that snartphone are al so authorized to

di scover those services. For exanple, just because a nedical app on
a smartphone is authorized to discover and communi cate with the
user’s nedical devices such as an inplanted insulin monitor, that
doesn’t nean that social network apps or ganes on that same

smart phone are al so authorized to discover and conmunicate with those
medi cal devi ces.

Not e that when the text above tal ks about a user or app being

"aut hori zed" we’'re not tal king about authorization controls being
enforced by the laptop or smartphone. Controls enforced by the

| aptop or snartphone operating system are appropriate and have their
pl ace, but the kind of authorization controls we're tal king about
here are enforced by the entity being discovered. Wen the entity
bei ng di scovered receives a query froman authorized source, it
answers the query. Wen the entity being discovered receives a query
from an unaut hori zed source, it does not answer the query. The

i mportant question is the granularity of the "source" referred to --
is it a physical device, a user, or an app? (This analysis
presupposes that the host operating systemon the device has
sufficient menory protection and access controls to protect one
user’s secret key material from being accessed and abused by anot her
user, or one app’'s secret key material from being accessed and abused
by another app. For a device without such protection, only the per-
device granularity of trust is applicable.)
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4.

Desirabl e Security Properties

For each of the operations and information |evels described above, we
need to consider what threats we are concerned about.

Authenticity & Integrity

Can we trust the infornmation we receive? Has it been nodified in
flight by an adversary? Do we trust the source of the
i nformati on?

Confidentiality

Who can read the information sent in nessages? Ildeally this
should only be the appropriate trusted parties, but it can be hard
to define who "the appropriate trusted parties" are. The

"Di scover"” operation in particular is often used to di scover new
entities that the device did not previously know about. It nmay be
tricky to work out how a device can have an established trust
relationship with a new entity it has never previously

conmuni cated with

Anonymi ty

Does the informati on exchange reveal the identity of either
participant? |In this context "identity" can nean things |ike the
nane, enail address, or phone nunber of the human user. It could
mean things |ike the hostnane or MAC address of the device. Even
when information is authenticated and confidential, there can be
unexpect ed sources of information | eakage. For exanple, if

sui tabl e precautions are not taken, the source MAC address in data
packets can reveal the identity of the device manufacturer, which
can yield clues about the nature of the device.

Resi stance to Dictionary Attacks

It can be tenpting to use sinple one-way hash functions to obscure
sensitive identifiers. This transforns a sensitive unique
identifier such as an enanil address into a scranbled (but stil

uni que) identifier. Unfortunately sinple solutions nmay be

vul nerable to offline dictionary attacks. @G ven a scranbled

uni que identifier, it my be possible to do a brute-force attack
trying billions of known and specul ative emai|l addresses until a
match is found.

Resi stance to Tracking

In today’'s world, we have to be sensitive to any unchangi ng uni que
identifier, no matter how thoroughly and irreversibly scranbled it
may be. Even though an attacker nmay not be able to divine the
origin of a scranbled unique identifier, the unchangi ng uni que
identifier may still be correlated with other things. |If a given
unchangi ng uni que identifier appears on a cafe network every
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nor ni ng when a certain person cones in to get coffee, then with
some certainty that unchangi ng unique identifier can be associ ated
with that person, and used to track their novements around the
city for the rest of their workday. Consequently, in cases where
this threat is a concern, all cleartext identifiers used on the
network need to be rotated according to some policy, so that a
given identifier is not reused for too long or in different

| ocations. These changing identifiers can be decoded by trusted
entities, but are meaningless to anyone el se.

Resi stance to Message Li nking
Is it possible to link or correl ate exchanges across di scovery
operations? For exanple, do Discovery nmessages reveal information
about future Use nessages, or vice versa? This can be done via
sender MAC address, for exanple. An adversary can use linkability
informati on to de-anonynize service users or providers, even in
the event that, individually, no information | eaks from any
particul ar nessage alone (e.g., because it’'s encrypted in
transit). For exanple, even if persistent identifiers are rotated

periodically, if all identifiers are not rotated in unison then
the overlap period can be used to track the user across identifier
rotations.

Resi stance to Deni al -of - Service Attack
In any protocol where the receiver of nmessages has to perform
cryptographi c operations on those nessages, there is a risk of a
brute-force flooding attack causing the receiver to expend
excessi ve amounts of CPU tine (and battery power) just processing
and di scardi ng those nessages.
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5. O her Operational Requirenents
5.1. Power Mnagenent

Many nodern devi ces, especially battery-powered devices, use power
managenent techni ques to conserve energy. One such technique is for
a device to transfer information about itself to a proxy, which wll
act on behal f of the device for some functions, while the device
itself goes to sleep to reduce power consunption. When the proxy
determ nes that sone action is required which only the device itself
can perform the proxy may have sone way (such as Ethernet "Magic
Packet") to wake the device.

In many cases, the device may not trust the network proxy
sufficiently to share all its confidential key material with the
proxy. This poses challenges for conbining private discovery that
relies on per-query cryptographic operations, with energy-saving
techni ques that rely on having (sonewhat untrusted) network proxies
answer queries on behal f of sleeping devices.

5.2. Protocol Efficiency

Creating a discovery protocol that has the desired security
properties nmay result in a design that is not efficient. To perform
the necessary operations the protocol may need to send and receive a
| arge number of network packets. This may consume an unreasonabl e
anount of network capacity (particularly problematic when it’s shared
wirel ess spectrun), cause an unnecessary |evel of power consunption
(particularly problematic on battery devices) and nmay result in the
di scovery process being sl ow

It is adifficult challenge to design a discovery protocol that has
the property of obscuring the details of what it is doing from
unaut hori zed observers, while also managing to do that quickly and
efficiently.

5.3. Secure lnitialization

One of the challenges inplicit in the preceding discussions is that
whenever we discuss "trusted entities" versus "untrusted entities",
there needs to be sone way that trust is initially established, to
convert an "untrusted entity" into a "trusted entity".

One way to establish trust between two entities is to trust a third
party to make that determination for us. For exanple, the X 509
certificates used by TLS and HTTPS web browsi ng are based on the
nodel of trusting a third party to tell us who to trust. There are
sone difficulties in using this nodel for establishing trust for
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service discovery uses. |If we want to print our tax returns or

medi cal docunents on "our" printer, then we need to know which
printer on the network we can trust be be "our"” printer. Al of the
printers we discover on the network may be legitimte printers nade
by legitimate printer manufacturers, but not all of themare "our"
printer. A third-party certificate authority cannot tell us which
one of the printers is ours.

Anot her common way to establish a trust relationship is Trust On
First Use (TOFU), as used by ssh. The first usage is a Leap O
Faith, but after that public keys are exchanged and at |east we can
confirmthat subsequent conmunications are with the sane entity. In
today’s world, where there may be attackers present even at that
first use, it would be preferable to be able to establish a trust
relationship without requiring an initial Leap O Faith.

Techni ques now exi st for securely establishing a trust relationship
without requiring an initial Leap O Faith. Trust can be established
securely using a short passphrase or PIN with cryptographic

al gorithms such as Secure Renpte Password (SRP) [ RFC5054] or a
Password Aut henticated Key Exchange |i ke J-PAKE [ RFC8236] using a
Schnorr Non-interactive Zero-Know edge Proof [RFC8235].

Such techniques require a user to enter the correct passphrase or PIN
in order for the cryptographic algorithnms to establish working
communi cation. This avoids the human tendency to sinply press the
"OK" button when asked if they want to do something on their

el ectronic device. It renoves the human fallibility el enent fromthe
equation, and avoids the human users inadvertently sabotaging their
own security.

Usi ng these techniques, if a user tries to print their tax return on
a printer they’ ve never used before (even though the nane | ooks
right) they' Il be pronpted to enter a pairing PIN, and the user
*cannot* ignore that warning. They can’t just press an "OK" button
They have to walk to the printer and read the displayed PIN and enter
it. And if the intended printer is not displaying a pairing PIN, or
is displaying a different pairing PIN, that neans the user may be
bei ng spoofed, and the connection will not succeed, and the failure
will not reveal any secret information to the attacker. As nuch as
the hunan desires to "just give ne an OK button to nmake it print"
(and the attacker desires themto click that OK button too) the
cryptographic algorithns do not give the user the ability to opt out
of the security, and consequently do not give the attacker any way to
persuade the user to opt out of the security protections.
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