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1. Introduction

Currently, distributed denial-of-service (DDoS) attack nmitigation
solutions are | argely based upon siloed, proprietary comunications
schenmes which result in vendor lock-in. As a side-effect, this nmakes
the configuration, provisioning, operation, and activation of these
solutions a highly manual and often tine-consunm ng process.
Additionally, coordination of multiple DDoS mtigation solutions

si mul t aneously engaged i n defending the same organi zati on (resources)
agai nst DDoS attacks is fraught with both technical and process-
related hurdles. This greatly increase operational conplexity and
often results in suboptimal DDoS attack mitigation efficacy.

The DDoS Open Threat Signaling (DOTS) effort is intended to specify a
protocol that facilitates interoperability between nultivendor DDoS
mtigation solutions and ensures nore automation in term of
mtigation requests and attack characterization patterns. As DDoS
solutions are broadly heterogeneous anong different vendors, the
primary goal for DOTS is to provide a high level interaction with

t hese DDoS sol utions such as initiating or terminating DDoS
mtigation assistance.

It should be noted that DOTS is not in and of itself intended to
performorchestration functions duplicative of the functionality
bei ng devel oped by the [I2NSF] WG rather, DOTS is intended to all ow
devi ces, services, and applications to request DDoS attack nitigation
assi stance and receive mtigation status updates.

These use cases are expected to provide inputs for the design of the
DOTS protocol (s).

2. Term nol ogy and Acronyms

Thi s docunment makes use of the terns defined in
[I-D.ietf-dots-requirenents].

In addition, this docunment introduces the follow ng terns:
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1.

Inter-domain: a DOTS conmmuni cations rel ationship between distinct
organi zations with separate spans of administrative control

Typi cal inter-domain DOTS comunication rel ationshi ps would be
between a DDoS mitigation service provider and an end-custoner who
requires DDoS mitigation assistance; between nultiple DDoS
mtigation service providers coordinating nmutual defense of a

mut ual end-custoner; or between DDoS nitigation service providers
whi ch are requesting additional DDoS nitigation assistance in for
attacks whi ch exceed their inherent DDoS mitigation capacities
and/ or capabilities.

Intra-domain: a DOTS communi cations rel ationship between various
(network) elenments that are owned and operated by the sanme

adm nistrative entity. A typical intra-domin DOTS comruni cations
rel ati onship woul d be between DOTS agents [I-D.ietf-dots-
requirenents] within the sane organi zation

Requi renment s Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Use Cases Scenari os

This section provides a high-level description of scenarios addressed
by DOTS. 1In both sub-sections, the scenarios are provided in order
toillustrate the use of DOTS in typical DDoS attack scenarios. They
are not definitive, and other use cases are expected to energe with
wi despread DOTS depl oynent.

Al'l scenarios present a coordination between the targeted

organi zation, the DDoS attack telenetry and the mtigator. The
coordi nati on and conmmuni cati on between these entities depends, for
exanpl e, on the characteristic or functionality of the entity itself,
the reliability of the information provided by DDoS attack tel emetry,
and the business relationship between the DDoS target domain and the
mtigator.

More explicitly, in sone cases, the DDoS attack telenetry may sinply
activate a DDoS mitigation, whereas in other cases, it may

col l aborate by providing some information about an attack. |In sone
cases, the DDoS mitigation may be orchestrated, which includes
selecting a specific appliance as well as starting/ending a
mtigation.
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3.

3.

1. Inter-donmmin Use Cases

1.

I nter-domai n DOTS depl oynment scenari os span two or nore distinct
spans of administrative control. A typical inter-domain DOTS

depl oynent may consi st of an endpoint network such as an Internet-
connected enterprise requesting DDoS mitigation assistance from one
or nore upstreamtransit providers offering DDoS nitigation services,
or froma topol ogically-distant MSSP of fering cl oud-based overl ay
DDoS mtigation services. DOIS may al so be used to facilitate

coordi nation of DDoS mitigation activities between nmitigation

provi ders.

Coordi nati on between organi zati ons naki ng use of DOTS in such
scenarios is necessary. Along with DOTS-specific tasks such as DOTIS
peering and validating the exchange of DOIS nessagi ng between the
rel evant organi zations, externalities relating to routing
advertisenents, authoritative DNS records (for DNS-based diversion),
net work access policies for DOTS nodes, service-level agreenents
(SLAs), and DDoS nitigation provisioning are required.

1. End-custoner with a single upstreamtransit provider offering
DDoS mitigation services

In this scenario, an enterprise network with self-hosted Internet-
facing properties such as Wb servers, authoritative DNS servers, and
Vol P PBXes has an intelligent DDoS nitigation system (1DVS) depl oyed
to protect those servers and applications from DDoS attacks. In
addition to their on-prem se DDoS defense capability, they have
contracted with their Internet transit provider for DDoS nmitigation
services which threaten to overwhel mtheir transit |ink bandw dth

The IDV5 is configured such that if the incoming Internet traffic
vol ume exceeds 50% of the provisioned upstreamliInternet transit |ink
capacity, the IDM5S will request DDoS mitigation assistance fromthe
upstreamtransit provider

The requests to trigger, nanage, and finalize a DDoS nitigation
between the enterprise IDM5 and the transit provider is perforned
using DOTS. The enterprise IDVMS inplenents a DOTS client while the
transit provider inplenments a DOTS server which is integrated with
their DDoS mitigation orchestration system

When the | DM5 detects an i nbound DDoS attack targeting the enterprise
servers and applications, it inmediately begins nitigating the
attack.

During the course of the attack, the inbound traffic volune exceeds
the 50% t hreshol d; the | DVM5 DOTS client signals the DOTS server on
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the upstreamtransit provider network to initiate DDoS mitigation
The DOTS server signals the DOTS client that it can service this
request, and mtigation is initiated on the transit provider networKk.

Over the course of the attack, the DOIS server on the transit

provi der network periodically signals the DOTS client on the
enterprise IDM5 in order to provide mitigation status infornation,
statistics related to DDoS attack traffic mitigation, and rel ated
informati on. Once the DDoS attack has ended, the DOTS server signals
the enterprise IDMS DOTS client that the attack has subsi ded.

The enterprise | DM5 then requests that DDoS mitigation services on
the upstreamtransit provider network be terminated. The DOIS server
on the transit provider network receives this request, comunicates
with the transit provider orchestration systemcontrolling its DDoS
mtigation systemto ternminate attack mtigation, and once the
mtigation has ended, confirns the end of upstream DDoS mitigation
service to the enterprise |DMS DOTS client.

Not e that comuni cations between the enterprise DOTS client and the
upstreamtransit provider DOTS server may take place in-band within
the main Internet transit |link between the enterprise and the transit
provi der; out-of-band via a separate, dedicated wireline network Iink
utilized solely for DOTS signaling; or out-of-band via sone other
form of network connectivity such as a third-party wirel ess 4G
networ k 1ink.

(a) A DDoS attack is initiated against online properties of an
organi zati on whi ch has depl oyed DOTS-client-capabl e DDoS nitigators.

(b) CPE or PE DDoS mitigators detect, classify, and begin nmitigating
the DDoS attack.

(c) CPE or PE DDoS nmitigators determine that their capacity and/or
capability to mtigate the DDoS attack is insufficient, and utilize
their DOTS client functionality to send a DOTS nmitigation service
initiation request to one or nore DOTS servers residing on one or
nmore upstreamtransit networks, peer networks, or overlay MSSP
networks. This DOTS mitigation service initiation request may be
automatically initiated by the CPE or PE DDoS nitigators, or may be
manual |y triggered by personnel of the requesting organization in
response to an alert fromthe mitigators (the mechani smby which this
process takes place is beyond the scope of this docunent).

(d) The DOTS servers which receive the DOTS nitigation service
initiation requests determ ne that they have been configured to honor
requests fromthe requesting CPE or PE mitigators, and initiate
situationally-appropriate DDoS nmitigation service on their respective
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net wor ks (the mechani sm by which this process takes place is beyond
the scope of this document).

(e) The DOTS servers transnt a DOTS service status nessage to the
requesting CPE or PE nmitigators indicating that upstream DDoS
mtigation service has been initiated.

(f) While DDoS mitigation services are active, the DOIS servers
regularly transmit DOTS nmitigation status updates to the requesting
CPE or PE nmitigators.

(g) Wiile DDoS nmitigation services are active, the CPE or PE
nmtigators may optionally regularly transnit DOTS nitigation efficacy
updates to the rel evant DOTS servers.

(h) When the upstream DDoS mitigators determ ne that the DDoS attack
has ceased, they indicate this change in status to their respective
DOTS servers (the mechani sm by which this process takes place is
beyond the scope of this docunent).

(i) The DOTS servers transmt a DOTS mitigation status update to the
CPE or PE nitigators indicating that the DDoS attack has ceased.

(j) The CPE or PE DDoS nitigators transmt a DOTS nmitigation service
termi nation request to the DOTS servers. This DOTS nmitigation
service term nation request may be automatically initiated by the CPE
or PE DDoS mitigators, or nmay be manually triggered by personnel of
the requesting organi zation in response to an alert fromthe
mtigators or a nmanagenent system which nonitors them (the nechani sm
by which this process takes place is beyond the scope of this
docunent) .

(k) The DOTS servers terminate DDoS nitigation service on their
respective networks (the nechani sm by which this process takes pl ace
is beyond the scope of this docunent).

(1) The DOTS servers transnmit a DOTS nitigation status update to the
CPE or PE nitigators indicating that DDoS mitigation services have
been termn nated.

(m The CPE or PE DDoS nitigators transmt a DOTS nmitigation
term nation status acknow edgenent to the DOTS servers.
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3.1.2. End-customer with nultiple upstreamtransit providers offering
DDoS mitigation services

This scenario shares many characteristics with the above, but with
the key difference that the enterprise in question is nulti-honed,
i.e., has two or nore upstreamtransit providers, and that they al
provi de DDoS mnitigation services

In nost cases, the conmunications nodel for a multi-homed nodel woul d
be the sane as in the single-honmed nodel, nerely duplicated in
parallel. However, if two or nore of the upstreamtransit providers
have entered into a nutual DDoS nitigation agreenent and have

est abl i shed DOTS peering between the participants, DDoS mitigation
status nmessages may exchanged between the DOTS servers of the
participants in order to provide a nore conplete picture of the DDoS
attack scope, and allow for either autonated or operator-assisted
programati c cooperative DDoS mitigation activities on the part of
the transit providers

The DOTS conmuni cati ons between the upstreamtransit providers wll
consist of mtigation start, mitigation status, and mitigation
term nati on nessages

3.1.3. End-customer with nultiple upstreamtransit providers, but only
a single upstreamtransit provider offering DDoS nitigation
services

This scenario is sinmlar to the multi-honed scenario referenced
above; however, only one of the upstreamtransit providers in
question offers DDoS mitigation services. In this situation, the
enterprise woul d cease advertising the rel evant network prefixes via
the transit providers which do not provide DDoS nitigation services -
or, in the case where the enterprise does not control its own
routing, request that the upstreamtransit providers which do not

of fer DDoS mitigation services stop advertising the rel evant network
prefixes on their behalf.

Once it has been determ ned that the DDoS attack has ceased, the
enterpri se once agai n announces the relevant routes to the upstream
transit providers which do not offer DDoS mitigation services, or
requests that they resune announcing the rel evant routes on behal f of
the enterprise.

Note that falling back to a single transit provider has the effect of
reduci ng avail abl e i nbound transit bandw dth during a DDoS attack

Wt hout proper planning and sufficient provisioning of both the Iink
capacity and DDoS nmitigation capacity of the sole transit provider

of fering DDoS mitigation services, this reduction of available
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bandwi dth could lead to network |ink congestion caused by legitinmate
i nbound network traffic. Therefore, careful planning and

provi sioning of both upstreamtransit bandw dth as well as DDoS
mtigation capacity is required in scenarios of this nature.

The wi t hdrawal and announcenent of routing prefixes described in this
use-case falls outside the scope of DOTS, although they could
conceivably be triggered as a result of provider-specific
orchestration triggered by the receipt of specific DOTS nessages from
the enterprise in question

The DOTS conmuni cations nodel for this scenario will be identical to
that described in Section 3.1.1.

3.1.4. End-custoner with an overlay DDoS mitigation nmanaged security
service provider (MSSP)

This use case details an enterprise that has a | ocal DDoS detection
and classification capability and may or may not have an on-premni se
mtigation capability. The enterprise is contracted with an overlay
DDoS mitigation MSSP, topologically distant fromthe enterprise
network (i.e., not a direct upstreamtransit provider), which can
redirect (divert) traffic away fromthe enterprise, provide DDoS
mtigation services services, and then forward (re-inject) legitimte
traffic to the enterprise on an on-denand basis. |In this scenario,
diversion of Internet traffic destined for the enterprise network
into the overlay DDoS mitigation MSSP network is typically
acconpl i shed via eBGP announcenents of the relevant enterprise
network ClI DR bl ocks, or via authoritative DNS subdonai n-based
mechani snms (ot her mechani sns are not precluded, these are nerely the
nmost conmon ones in use today).

The enterprise determ nes thresholds at which a request for
mtigation is triggered indicating to the MSSP that inbound network
traffic should be diverted into the MSSP network and that DDoS
mtigation should be initiated. The enterprise may also elect to
manual | y request diversion and nmitigation via the MSSP network as
desired.

The conmuni cations required to initiate, nmanage, and terninate active
DDoS mitigation by the MSSP is performed using DOTS. The enterprise
DDoS detection/classification systeminplenents a DOTS client, while
the MSSP inplenments a DOTS server integrated with its DDoS mitigation
orchestration system One or nore out-of-band nmethods for initiating
a mtigation request, such as a Wb portal, a smartphone app, or

voi ce support hotline, nmay al so be nade avail able by the MSSP
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When an attack is detected, an automated or manual DOTS mitigation
request is be generated by the enterprise and sent to the MSSP. The
enterprise DOIS mitigation request is processed by the MSSP DOTS
server, which validates the origin of the request and passes it to
the MSSP DDoS nitigation orchestration system which then initiates
active DDoS nmitigation. This action will usually involve the
diversion of all network traffic destined for the targeted enterprise
into the MSSP DDoS mitigation network, where it will be subjected to
further scrutiny, with DDoS attack traffic filtered by the MSSP
Successful mitigation of the DDoS attack will not only result
preserving the availability of services and applications resident on
the enterprise network, but will also prevent DDoS attack traffic
fromingressing the networks of the enterprise upstreamtransit
provi der s/ peers.

The MSSP should signal via DOTS to the enterprise that a mtigation
request has been received and acted upon, and should al so include an
update of the mitigation status. The MSSP nmay respond periodically
with additional updates on the mitigation status to in order to
enable the enterprise to make an infornmed deci sion on whether to

mai ntain or termnate the mtigation. An alternative approach woul d
be for the DOTS client mitigation request to include a tinme to live
(TTL) for the mitigation, which nmay al so be extended by the client
should the attack still be ongoing as the TTL reaches expiration

A variation of this use case may be that the enterprise is providing
a DDoS nonitoring and anal ysis service to custonmers whose networks
may be protected by any one of a nunber of third-party providers.
The enterprise in question may integrate with these third-party
provi ders using DOTS and signal accordingly when a customer is
attacked - the MSSP may then manage the life-cycle of the attack
mtigation on behalf of the enterprise.

The DOTS communi cati on nodel used in these scenarios will be
identical to those described in Section 3.1.1 or Section 3.1.2.

3.1.5. End-custoner operating an application or service with an
i ntegrated DOTS client

In this scenario, a Web server has a built-in mechanismto detect and
classify DDoS attacks, which also incorporates a DOTS client. Wen
an attack is detected, the self-defense nechanismis activated, and

| ocal DDoS mitigation is initiated.

The DOTS client built into the Wb server has been configured to
request DDoS mitigation services froman upstreamtransit provider or
overlay MSSP once specific attack traffic threshol ds have been
reached, or certain network traffic conditions prevail. Once the
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specified conditions have been nmet, the DOIS comuni cations di al ogue
and subsequent DDoS nmitigation initiation and termnination actions
descri bed above take pl ace.

The DOTS communi cati on nodel used in these scenarios will be
identical to those described in Section 3.1.1, Section 3.1.2 or
Section 3.1.4, with the exception that the DOIS client will be the
application or service in question

3.1.6. End-custoner operating a CPE network infrastructure device with
an integrated DOTS client

Sinmlar to the above use-case featuring applications or services with
built-in DDoS attack detection/classification and DOTS client
capabilities, in this scenario, an end-custonmer network
infrastructure CPE device such as a router, layer-3 switch, firewall
or | oad-bal ance incorporates both the functionality required to
detect and classify incom ng DDoS attacks as well as DOTS client
functionality.

The subsequent DOTS conmuni cati ons di al ogue and resul tant DDoS
mtigation initiation and term nation activities take place as
described in Section 3.1.1, Section 3.1.2 or Section 3.1.4.

3.1.7. End-custoner with an out-of-band smartphone application
featuring DOTS client capabilities

This scenario would typically apply in a small office/home office
(SOHO) setting, where the end-custoner does not have CPE equi pnent or
software capabl e of detecting/classifying/mtigating DDoS attack, yet
still has a requirement for on-demand DDoS nitigation services. A
smart phone application containing a DOTS client would be provided by
the upstreamtransit mtigation provider or overlay DDoS MSSP to the
SCOHO end-custoner; this application would allow a nmanual ’ panic-
button’ to request the initiation and term nation of DDoS mitigation
services

The DOTS conmuni cations di al ogue and resultant DDoS mitigation
initiation/status reporting/term nation actions would then take pl ace
as in as described in in Section 3.1.1, Section 3.1.2 or

Section 3.1.4, with the end-custoner DOTS client application serving
to display received status infornmation while DDoS mitigation
activities are taking place.
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3.1.8. MSSP as an end-customer requesting overflow DDoS mitigation
assi stance from ot her MSSPs

This is a nore conpl ex use-case involving nultiple DDoS MSSPs,

whet her transit operators, overlay MSSPs, or both. In this scenario,
an MSSP has entered into a pre-arranged DDoS mitigation assistance
agreement with one or nore other DDoS MSSPs in order to ensure that
sufficient DDoS mitigation capacity and/or capabilities may be
activated in the event that a given DDoS attack threatens to

overwhel mthe ability of a given DDoS MSSP to nmitigate the attack on
its own.

BGP- based diversion (including relevant Letters of Authorization, or
LoAs), DNS-based diversion (including relevant LoAs), traffic re-

i njection nmechani sns such as Generic Routing Encapsul ati on (GRE)
tunnel s, provisioning of DDoS orchestration systens, et. al,. nust be
arranged in advance between the DDoS MSSPs which are parties to the
agreenment. They should also be tested on a regul ar basis.

When a DDoS MSSP which is party to the agreement is nearing its
capacity or ability to mtigate a given DDoS attack traffic, the DOTS
client integrated with the MSSP DDoS nmitigation orchestration system
signals partner MSSPs to initiate network traffic diversion and DDoS
mtigation activities. Ongoing attack and mitigation status nessages
may be passed between the DDoS MSSPs, and between the requesti ng MSSP
and the ultimte end-custonmer of the attack.

The DOTS di al ogues and resultant DDoS nmitigation-related activities
in this scenario progress as described in the other use-cases
detail ed above. Once the requesting DDoS MSSP is confident that the
DDoS attack has either ceased or has fallen to levels of traffic/
compl exity which they can handle on their own, the requesting DDoS
MSSP DOTS client sends mitigation term nation requests to the
participating overfl ow DDoS MSSPs.

3.2. Intra-domai n Use Cases

Wil e many of the DOTS-specific el enments of inter-domain DOTS

depl oynent scenarios apply to intra-domain scenarios, it is expected
that many externalities such as coordination of and authorization for
routing advertisenents and authoritative DNS updates nmay be autonated
to a higher degree than is practicable in inter-donain scenarios,
given that the scope of required activities and authorizations are
confined to a single organization. |In theory, provisioning and
change-control related both to DOTS itself as well as rel evant
externalities may require less adnmnistrative overhead and | ess

i npl ementation | ead-tines.
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The scope of potential DDoS mitigation actions nmay al so be broader in
i ntra-organi zati onal scenarios, as presumably an organization will
have a hi gher degree of autonony with regards to both techically and
adm nistratively feasible activities.

3.2.1. Suppression of outbound DDoS traffic originating froma consumer
br oadband access network

Wi | e nost DDoS def enses concentrate on i nbound DDoS attacks
ingressing fromdirect peering links or upstreamtransit providers,
the DDoS attack traffic in question originates fromone or nore

I nternet-connected networks. | n sonme cases, conprom sed devices
residing on the | ocal networks of broadband access customers are used
to directly generate this DDoS attack traffic; in others,

m sconfi gured devices residing on said |ocal customer networks are
exploited by attackers to launch reflection/anplification DDoS
attacks. In either scenario, the outbound DDoS traffic emanating
fromthese devices can be just as disruptive as an i nbound DDoS
attack, and can cause disruption for substantial proportions of the
br oadband access network operator’s custoner base.

Sone broadband access network operators provide CPE devices (DSL
nodens/rout ers, cabl enodens, FTTH routers, etc.) to their end-
customers. Ohers allow end-custoners to provide their own CPE
devices. Many will either provide CPE devices or allow end-custoners
to supply their own.

Br oadband access network operators typically have nechanisns to
detect and classify both i nbound and outbound DDoS attacks, utilizing
flow telenetry exported fromtheir peering/transit and customner
aggregation routers. In the event of an outbound DDoS attack, they
may make use of internally-devel oped systenms which | everage their
subscri ber - managenent systens to de-provision end-custoners who are
sourci ng outbound DDoS traffic; in some cases, they nmay have

i mpl ement ed quarantine systens to block all outbound traffic sourced

fromthe offending end-customers. |In either case, the perceived
di sruption of the end-custoner’s Internet access often pronpts a
hel p-desk call, which erodes the nmargi ns of the broadband access

provi der and can cause end-custoner dissatisfaction.

I ncreasingly, CPE devices thenselves are targeted by attackers who
exploit security flaws in these devices in order to conpronise them
and subsume theminto botnets, and then | everage themto |aunch

out bound DDoS attacks. In all of the described scenarios, the end-
custonmers are unaware that their conputers and/or CPE devices have
been conproni sed and are being used to | aunch out bound DDoS attacks -
however, they may notice a degradation of their Internet connectivity
as a result of outbound bandw dth consunption or other disruption
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By depl oyi ng DOTS-enabl ed tel emetry systens and CPE devi ces (and
possi bly requiring DOTS functionality in custoner-provided CPE

devi ces), broadband access providers can utilize a standards-based
mechani smto suppress outbound DDoS attack traffic while optionally
allowing legitimte end-custonmer traffic to proceed unnol est ed.

In order to achieve this capability, the telemetry anal ysis system
utilized by the broadband access provider must have DOTS client
functionality, and the end-custoner CPE devices nust have DOIS server
functionality. Wen the telenetry analysis systemdetects and

cl assifies an outbound DDoS attack sourced from one or nore end-
customer networks/devices, the DOTS client of the telenetry analysis
system sends a DOTS request to the DOIS server inplenmented on the CPE
devices, requesting local mitigation assistance in suppressing either
the identified outbound DDoS traffic, or all outbound traffic sourced
fromthe end-custonmer networks/devices. The DOTS server residing
within the CPE device(s) would then perform predefined actions such
as i nplenenting on-board access-control lists (ACLs) to suppress the
out bound traffic in question and prevent it fromleaving the |oca
end- cust oner network(s).

Br oadband access network operators nmay choose to inplenent a
quarantine of all or selected network traffic originating fromend-
cust omer networks/devi ces whi ch are sourcing out bound DDoS traffic,
redirecting traffic frominteractive applications such as Wb
browsers to an internal portal which infornms the end-custonmer of the
quarantine action, and providing instructions for self-remediation
and/ or hel pdesk contact information.

Quar antine systens for broadband access networks are typically

cust om devel oped and -nai ntai ned, and are generally depl oyed only by
a relatively small nunber of broadband access providers with

consi derabl e internal software devel opnent and support capabilities.
By requiring the manufacturers of operator-supplied CPE devices to

i mpl ement DOTS server functionality, and requiring custoner-provided
CPE devices to feature DOTS server functionality, broadband access
network operators who previously could not afford the devel opnent
expense of creating custom quarantine systens to integrate DOTS-
enabl ed network telemetry systens to act as DOTS clients and perform
ef fective quarantine of end-custonmer networks and devices until such
tinme as they have been renedi at ed.

The DOTS communi cations nodel in this scenario resenbl es that
described in Section 3.1.1, except that all the DOTIS comuni cations
take place within the sane span of adm nistrative control and the
same networ k
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3.2.2. Hone Network DDoS Detection Collaboration for | SP network
nmanagenent

Hone networks run with (limted) bandwidth as well as linmted routing
resources, while they are expected to provide services reachable from
the outside [RFC7368]. This nakes such networks sonme easy targets to
DDoS attacks via their WAN interface. As these DDoS attacks are easy
to perform they may remai n undetected by the upstream | SP. \Wen the
CPE is congested, the custoner is likely to call the ISP hotline. In
order to inprove the quality of experience of the connectivity as
well as to automate the request for DDoS nmitigation, |ISPs are likely
to consider a standard nmean for CPEs to automatically informa

dedi cated service nmitigation platformwhen they are under a suspected
DDoS.

Note al so that this section only considers DDoS attacks CPE or
services in the honme network are encountering. This differs from
DDoS attacks the CPE or any device within the hone network may take

part of - such as botnets. 1In the later attacks, the hone network
generates traffic under the control of a botmaster. Such attacks may
only be detected once the attacks have been characterized. It would

be tenpting to consider a feature in the DOTS protocol to allow a
DOTS server to informa CPE that sone suspect traffic is being sent
by the CPE so that appropriate actions are undertaken by the CPE
user. Nevertheless, this feature would require some interaction wth
the CPE administrator. Such scenario is outside the scope of this
docunent .

In this use case, ISPs are willing to prevent their custoner
under goi ng DDoS attacks in order to enhance the quality of experience
of their custoners, to avoid unnecessary costly call on hot lines as
well as to optimze the bandwi dth of their network. A key chall enge
for the ISP is to detect DDoS attacks. In fact, DDoS detection is
not only fine grained but is also expected to be different for each
hone network or snmall businesses networks (SOHO), and the ISP is
unlikely to have sufficient resource to inspect the traffic of all
its custoners

In order to address these challenges, |SPs are del egating the DDoS
detection to CPE of hone network or SOHO  Qutsourcing the detection
on the CPE provides the followi ng advantages to the I SP: 1) Avoid the
| SP to dedicate a huge anmount of resource for deep packet inspection
over a large anount of traffic with a specific security policies
associ ated to each home network. It is expected that such traffic
only constitutes a small fraction of the total traffic the ISP is
responsible for. 2) DDoS detection is deployed in a scal able way. 3)
Provide nore determ nistic DDoS attack detection. For exanple, what
coul d be suspected to be an UDP flood by the ISP may be consented by
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the termninating point hosted in the home network or SOHO In fact,

wi t hout specific hone network security policies, the ISPis likely to
detect DDoS attack over regular traffic or to nmss DDoS attacks
targeting a specific honme network or CPE. In the first case, this
woul d result in the | SP spendi ng unnecessary resources and in the
second case this would directly inpact the quality of experience of

t he cust oner.

Note that in this scenario slightly differs fromthe "Enterprise with
an upstreamtransit provider DDoS mitigation Service" scenario
described in Section 3.1.1. In this scenario, the detection DDoS is
notivated by the ISP in order to operate appropriately its network

For that purpose, it requires some collaboration with the hone
network. In Section 3.1.1, the target network requests a mitigation
service fromthe upstreamtransit provider in order to operate its
services

Even though the notivations differ, there are still significant
advant ages for the home network to collaborate. On the hone network
or SOHO perspective such col |l aboration provides the foll ow ng
advantages: 1) If it renpoves the flows contributing to a DDoS
attacks, then it enhances the quality of experience of the users of
the targeted services or the entire hone network. 2) If mitigation is
bei ng handled by the ISP rather then the home network, then it
reduces the managenent of DDoS attacks by the network adm nistrator
whi ch invol ves detection as well as mitigation as well as the

provi sioning of extra resources. 3) If the DDoS detection is based on
i nformati on specific to the hone network, such as for exanple the
description of the services, the hosts capacities or the network
topol ogy, then perform ng the DDoS detection by the honme network

i nstead of the | SP avoids the honme network to | eak private

information to the ISP. In that sense, it better preserves the hone
network or SOHO privacy while enabling a better detection. However,
the request for mtigation nmay still |eak sone informations. | SPs

must not retrieve sensitive data without the consent of the user.
This is usually captured in administrative contracts that are out of
scope of this docunent.

When the CPE suspects an attack, it notifies automatically or the

| SP. The contact address of the DDoS Mtigation service of the |SP
may be hard coded or may be configured nmanually or automatically
(e.g., eventually the DHCP server nmay provide the DDoS nitigation
service via specific DHCP options).

The conmunication to trigger a DDoS nitigation between the hone

network and the ISP is perfornmed using DOTS. The hone network CPE
i mpl ements a DOTS client while the ISP inplenments a DOTS server.

Dobbi ns, et al. Expires April 28, 2018 [ Page 16]



Internet-Draft DOTS Use Cases Cct ober 2017

The DOTS client on the CPE nonitors the status of CPE s resource and
WAN |i nk bandwi dth usage. |f sonething unusual happens based on
preconfi gured throughput, traffic patter, explicit action fromthe
user, or sone heuristics nmethods, the DOTS client sends a DOTS
mtigation request to the ISP DOTS server. Typically, a default
configuration with no additional information associated to the DOTS
nmitigation request is expected. The ISP derives traffic to mtigate
fromthe CPE | P address.

In sone cases, the DOTS nmitigation request contains options such as
sonme | P addresses or prefixes that belongs to a whitelist or a

blacklist. In this case, the white and black lists are not
associ ated to sonme anal ysis performed by the CPE - as the CPE is
clearly not expected to anal yze such attacks. |Instead these are part

of some configuration paraneters. For exanple, in the case of small
busi ness, one may indicate specific legitimate | P addresses such as
those used for VPNs, or third party services the conpany is likely to
set a session. Sinmilarly, the CPE nay provide the | P addresses
targeting the assets to be protected inside the network. Note that
the IP address is the I P address used to reach the asset fromthe
internet, and as such is expected to be globally routable. Such
options may include the IP address as well as a service description
Simlarly to the previous blacklist and whitelist, such information
are likely not derived froma traffic analysis perforned by the CPE,
but instead are nore related to configuration paraneters.

Upon receiving the DOTS nitigation request, the DOTS server
acknow edges its reception and confirns DDoS nmitigation starts or
not. Such feed back is nostly to avoid retransni ssion of the
request.

Note that the ISP is connected to nultiple CPEs and as such the CPE
can potentially perform DDoS attack to the DOIS server. |SP may use
gateways to absorbs the traffic. These gateways, will typically
aggregate a snaller nunber of CPEs and retransnmit to the destination
DOTS Server a selected information. Note that such gateways may
sonmehow act as a DOTS relay, which is inplenented with a DOTS Server
and a DOTS Client. Note also that the case of a | arge DDoS attack
targeting simultaneously nmultiple CPEs is expected to be detected and
mtigated by the upstreamarchitecture, eventually w thout DOTS
alerts sent by each single CPE.

| SP may activate nmitigation for the traffic associated to the CPE
sending the alert or instead to the traffic associated to all CPE
Such decisions are not part of DOIS, but instead depend on the
policies of the ISP
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It is unlikely the CPE will follow the status of the mitigation. The
ISP is only expected to informthe CPE the mitigation has been
st opped.

Upon recei pt of such notification the CPE nay, for exanple, re-
activate the nonitoring jobs and thus is likely to provide sone
further DOTS alert.

3.2.3. DDoS Orchestration

In this use case, one or nmultiple DDoS telenetry systens or

noni toring devices such as a flow telemetry collector nonitor a
network -- typically an ISP network. Upon detection of a DDoS
attack, these telemetry systens alert an orchestrator in charge of
coordi nating the various DDoS nitigation systens within the domain.
The telenetry systens may be configured to provide necessary and
useful pieces of information, such as a prelimnary analysis of the
observation to the orchestrator

The orchestrator analyses the various information it receives from
speci al i zed equi pemrent, and el aborates one or nultiple DDoS
mtigation strategies. |n sone case, a manual confirmation may al so
be required to choose a proposed strategy or to initiate a DDoS
mtigation. The DDoS mitigation nmay consist of nmultiple steps such
as configuring the network, various hardware, or updating already
instantiated DDoS nmitigation functions. In sone cases, some specific
virtual DDoS mitigation functions nust be instantiated and properly
ordered. Eventually, the coordination of the nitigation may involve
external DDoS resources such as a transit provider (Section 3.1.1) or
an MSSP (Section 3.1.4).

The conmuni cations used to trigger a DDoS mitigation between the
telemetry and nonitoring systens and the orchestrator is perforned
using DOTS. The telenetry systens inplenents a DOTS client while the
orchestrator inplenents a DOTS server

The conmmuni cati on between a network administrator and the
orchestrator is also perforned using DOTS. The network adm ni strator
via its web interfaces inplenments a DOIS client, while the
Orchestrator inplenents a DOTS server

The conmuni cati on between the Orchestrator and the DDoS nitigation
systens is perforned using DOTS. The Orchestrator inplenents a DOTS
client while the DDoS mitigation systens inplenent a DOTS server.

The configuration aspects of each DDoS nmitigation system as well as
the instantiations of DDoS nitigation functions or network

Dobbi ns, et al. Expires April 28, 2018 [ Page 18]



Internet-Draft DOTS Use Cases Cct ober 2017

configuration is not part of DOTS. Sinmilarly, the discovery of
avail abl e DDoS mitigation functions is not part of DOTS.

o e oo +
| network |C
| adminis |<-+
| trator | |
S +|
[ (internal)
Fomm e + | St + Fomm e eaaan +
|telenetry/| +->| | C S| DDoS | +
| monitoring|<---> Ochestrator |<--->| mitigation|
| syst ens | C S| | <-+ | systens |
S + T +C| B S +|
| o m e oo - +
I
| (external)
| R R +
| S| DDoS |
+->| mtigation|
| systens [
o e oo +

* Cis for DOTS client functionality
* Sis for DOTS server functionality

Figure 1: DDoS Orchestration

The telenetry systens nonitor various traffic network and perform
their neasurenment tasks. They are configured so that when an event
or sonme neasurements reach a predefined level to report a DOIS
mtigation request to the Ochestrator. The DOTS mitigation request
may be associated with sone el enent such as specific reporting.

Upon receipt of the DOTS nmitigation request fromthe telenetry
system the Orchestrator responds with an acknow edgenent, to avoid
retransm ssion of the request for mtigation. The status of the DDoS
mtigation indicates the Orchestrator is in an anal ysing phase. The
Orchestrator begins collecting various information from various
telemetry systens in order to correlate the neasurenents and provide
an anal ysis of the event. Eventually, the Ochestrator nmay ask
additional information to the telenetry system however, the
collection of these information is performed outside DOTS.

The orchestrator may be configured to start a DDoS mitigation upon

approval froma network adnministrator. The analysis fromthe
orchestrator is reported to the network admi nistrator via a web
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interface. |If the network administrator decides to start the
mtigation, she orders through her web interface a DOIS client to
send a request for DDoS mitigation. This request is expected to be
associated with a context that identifies the DDoS nmitigation

sel ect ed.

Upon receiving the DOTS request for DDoS mitigation fromthe network
adm nistrator, the orchestrator orchestrates the DDoS nitigation
according to the specified strategy. |Its status indicates the DDoS
mtigation is starting while not effective.

Orchestration of the DDoS nmitigation systens works simlarly as
described in Section 3.1.1 and Section 3.1.4. The O chestrator
indicates with its status whether the DDoS Mtigation is effective.

When the DDoS nitigation is finished on the DDoS nitigation systens,
the orchestrator indicates to the Telenmetry systens as well as to the
network administrator the DDoS mitigation is finished.

4. Security Considerations

DOTS is at risk fromthree prinmary attacks: DOIS agent inpersonation
traffic injection, and signaling blocking. Associated security
requirenents and additional ones are defined in
[I-D.ietf-dots-requirenments].

I mpersonation and traffic injection mtigation can be managed t hrough
current secure conmuni cations best practices. DOIS is not subject to
anything newin this area. One consideration could be to minimze
the security technologies in use at any one time. The nore needed,
the greater the risk of failures com ng fromassunptions on one
technol ogy providing protection that it does not in the presence of
anot her technol ogy.

5. | ANA Consi derati ons
No | ANA consi derations exist for this docunment at this tine.
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