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I nt roduction
1. Context and Mdtivation

Di stributed Denial of Service (DDoS) attacks continue to plague
networ k operators around the globe, fromTier-1 service providers on
down to enterprises and small businesses. Attack scal e and frequency
simlarly have continued to increase, in part as a result of software
vulnerabilities leading to reflection and anplification attacks.
Once-staggering attack traffic volune is now the norm and the inpact
of larger-scale attacks attract the attention of international press
agenci es.

The greater inpact of contenporary DDoS attacks has led to increased
focus on coordinated attack response. Many institutions and
enterprises lack the resources or expertise to operate on-prenises
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attack mitigation solutions themselves, or sinply find thensel ves
constrained by Iocal bandwidth linmtations. To address such gaps,
security service providers have begun to offer on-demand traffic
scrubbi ng services, which aimto separate the DDoS traffic from
legitimate traffic and forward only the latter. Today each such
service offers a proprietary invocation interface for subscribers to
request attack mitigation, tying subscribers to proprietary signaling
i mpl ementations while also limting the subset of network el ements
capabl e of participating in the attack mtigation. As a result of
signaling interface inconpatibility, attack responses nmay be
fragmentary or otherw se inconplete, |eaving key players in the
attack path unable to assist in the defense.

The | ack of a common nethod to coordinate a real-tinme response anong
i nvol ved actors and network domains inhibits the speed and

ef fectiveness of DDoS attack mitigation. This docunent describes the
required characteristics of protocols enabling requests for DDoS
attack mitigation, reducing attack inpact and |eading to nore

ef ficient defensive strategies.

DDoS Open Threat Signaling (DOTS) communi cates the need for defensive
action in anticipation of or in response to an attack, but does not
dictate the formany defensive action takes. DOTS supplenents calls
for help with pertinent details about the detected attack, allow ng
entities participating in DOTS to formad hoc, adaptive alliances
agai nst DDoS attacks as described in the DOTS use cases
[I-D.ietf-dots-use-cases]. The requirenents in this docunent are
derived fromthose use cases and [I-D.ietf-dots-architecture].

1.2. Termnol ogy

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Thi s docunent adopts the follow ng terns:

DDoS: A distributed denial -of-service attack, in which traffic
originating fromnultiple sources are directed at a target on a
network. DDoS attacks are intended to cause a negative inpact on
the availability of servers, services, applications, and/or other
functionality of an attack target. Denial-of-service
consi derations are discussed in detail in [RFC4732].

DDoS attack target: A network connected entity with a finite set of

resources, such as network bandwi dth, nenory or CPU, that is the
focus of a DDoS attack. Potential targets include (but not
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limted to) network el enents, network |inks, servers, and
servi ces.

DDoS attack tel enetry: Coll ected neasurenents and behavi or al
characteristics defining the nature of a DDoS attack.

Count erneasure: An action or set of actions taken to recogni ze and
filter out DDoS attack traffic while passing legitimate traffic to
the attack target.

Mtigation: A set of counterneasures enforced against traffic
destined for the target or targets of a detected or reported DDoS
attack, where counterneasure enforcement is managed by an entity
in the network path between attack sources and the attack target.
M tigation methodol ogy is out of scope for this docunent.

Mtigator: An entity, typically a network el enent, capabl e of
performing mtigation of a detected or reported DDoS attack. For
the purposes of this docunent, this entity is a black box capable
of mitigation, making no assunptions about availability or design
of count ermeasures, nor about the programmabl e interface(s)
between this entity and other network el enents. The mitigator and
i nvoked DOTS server are assuned to belong to the sane
admi nistrative entity.

DOTS client: A DOTS-aware software nodul e responsi ble for requesting
attack response coordination with other DOTS-aware el ements.

DOTS server: A DOTS-aware software nodul e handling and responding to
nmessages from DOTS clients. The DOTS server enables mitigation on
behal f of the DOTS client, if requested, by comrunicating the DOIS
client’s request to the mtigator and returning selected mtigator
feedback to the requesting DOIS client. A DOTS server may al so be
col ocated with a nmitigator.

DOTS agent: Any DOTS-aware software nodul e capabl e of participating
in a DOTS signal or data channel. 1t can be a DOIS client, DOTS
server, or, as a logical agent, a DOIS gateway.

DOTS gateway: A DOTS-aware software nodule resulting fromthe
| ogi cal concatenation of a DOTS server and a DOTS client,
anal ogous to a Session Initiation Protocol (SIP) [RFC3261] Back-
to-Back User Agent (B2BUA) [RFC7092]. dient-side DOTS gateways
are DOTS gateways that are in the DOTS client’s domain, while
server-si de DOTS gateways denote DOTS gateways that are in the
DOTS server’s donmain. DOTS gateways are discussed in detail in
[I-D.ietf-dots-architecture].
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Si gnal channel: A bidirectional, nutually authenticated
communi cati on channel between two DOTS agents characterized by
resilience even in conditions |eading to severe packet |oss, such
as a volunetric DDoS attack causing network congestion

DOTS signal: A concise authenticated status/control nessage
transmtted between DOTS agents, used to indicate client’s need
for mtigation, as well as to convey the status of any requested
mtigation.

Heartbeat: A nessage transmitted between DOTS agents over the signa
channel, used as a keep-alive and to neasure peer health.

Data channel: A secure conmunication |ayer between two DOTS agents
used for infrequent bul k exchange of data not easily or
appropriately comuni cated through the signal channel under attack
condi ti ons.

Filter: A specification of a matching network traffic flow or set of
flows. The filter will typically have a policy associated with
it, e.g., rate-limting or discarding matching traffic.

Blacklist: A filter list of addresses, prefixes, and/or other
identifiers indicating sources fromwhich traffic should be
bl ocked, regardless of traffic content.

VWhitelist: A list of addresses, prefixes, and/or other identifiers
i ndi cating sources fromwhich traffic should al ways be al |l owed,
regardl ess of contradictory data gl eaned in a detected attack.

Mul ti-homed DOTS client: A DOTS client exchangi ng messages with
mul ti ple DOTS servers, each in a separate adnministrative domain.

2. Requirenents

This section describes the required features and characteristics of
t he DOTS pr ot ocol

DOTS i s an advisory protocol. An active DDoS attack agai nst the
entity controlling the DOTS client need not be present before
establ i shing a conmuni cati on channel between DOTS agents. | ndeed,
establishing a relationship with peer DOTS agents during nor mal
network conditions provides the foundation for nore rapid attack
response against future attacks, as all interactions setting up DOTS,
i ncludi ng any busi ness or service |level agreenents, are already
conplete. Peer DOTS agents are provisioned to a DOTS client using a
vari ety of manual or dynanic nethods
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The DOTS protocol nust at a mininmum make it possible for a DOTS
client to request a mtigator’s aid nmounting a defense, coordinated
by a DOTS server, against a suspected attack, signaling within or
bet ween donai ns as requested by |ocal operators. DOTS clients should
simlarly be able to withdraw ai d requests. DOTS requires no
justification fromDOTS clients for requests for help, nor do DOTS
clients need to justify withdrawi ng hel p requests: the decision is
local to the DOTS clients’ domain. Milti-homed DOTS clients nust be
able to select the appropriate DOTS server(s) to which a mtigation
request is to be sent. Further multi-hom ng considerations are out
of scope.

Regul ar feedback between DOTS clients and DOTS servers suppl ement the
defensive alliance by maintaining a conmon understandi ng of the DOTS
agents’ health and activity. Bidirectional conmunication between
DOTS clients and DOTS servers is therefore critical

DOTS protocol inplementations face conpeting operational goals when
mai ntai ning this bidirectional comunication stream On the one
hand, the protocol nust be resilient under extrenely hostile network
conditions, providing continued contact between DOTS agents even as
attack traffic saturates the link. Such resiliency nmay be devel oped
several ways, but characteristics such as snall nessage size,
asynchronous, redundant nessage delivery and m ni mal connection

over head (when possible given |ocal network policy) will tend to
contribute to the robustness demanded by a vi able DOTS protocol
Operators of peer DOTS-enabl ed domains nmay enable quality- or class-
of -service traffic tagging to increase the probability of successfu
DOTS signal delivery, but DOTS does not require such policies be in
pl ace. The DOTS solution indeed nust be viable especially in their
absence.

On the other hand, DOTS nust include protections ensuring nessage
confidentiality, integrity and authenticity to keep the protocol from
becom ng another vector for the very attacks it's neant to help fight
off. DOTS clients nust be able to authenticate DOTS servers, and
vice versa, to avoid exposing new attack surfaces when depl oyi ng
DOTS; specifically, to prevent DDoS mitigation in response to DOIS
signaling frombecom ng a new formof attack. |In order to provide
this level of protection, DOIS agents nust have a way to negotiate
and agree upon the terns of protocol security. Attacks against the
transport protocol should not offer a nmeans of attack agai nst the
message confidentiality, integrity and authenticity.

The DOTS server and client nust al so have sone commpn net hod of

defining the scope of any mitigation perforned by the mtigator, as
wel | as nmaking adjustnents to other commonly configurable features,

Mort ensen, et al. Expires May 3, 2018 [ Page 6]



Internet-Draft DOTS Requirenents Cct ober 2017

such as listen port nunbers, exchangi ng bl ack- and white-lists, and
S0 on.

Finally, DOTS should be sufficiently extensible to neet future needs
in coordinated attack defense, although this consideration is
necessarily superseded by the other operational requirenents.

2.1. Ceneral Requirements

GEN-001 Extensibility: Protocols and data nodel s devel oped as part
of DOTS MJUST be extensible in order to keep DOTS adaptable to
operational and proprietary DDoS defenses. Future extensions MJST
be backward conpatible. DOIS protocols MJST use a version numnber
systemto distinguish protocol revisions. |nplenentations of
ol der protocol versions SHOULD ignore information added to DOTS
messages as part of newer protocol versions.

GEN- 002 Resilience and Robustness: The signaling protocol MJIST be
designed to maxinize the probability of signal delivery even under
the severely constrai ned network conditions inposed by particul ar
attack traffic. The protocol MJST be resilient, that is, continue
operating despite nessage | oss and out-of-order or redundant
message delivery. |n support of signaling protocol robustness,
DOTS signal s SHOULD be conveyed over a transport not susceptible
to Head of Line Bl ocking.

GEN-003 Bidirectionality: To support peer health detection, to
mai ntain an open signal channel, and to increase the probability
of signal delivery during attack, the signal channel MJST be
bidirectional, with client and server transmtting signals to each
other at regular intervals, regardl ess of any client request for
mtigation. Unidirectional nessages MJST be supported within the
bi directional signal channel to allow for unsolicited nessage
delivery, enabling asynchronous notifications between agents.

GEN- 004 Bul k Data Exchange: |nfrequent bul k data exchange between
DOTS agents can also significantly augnment attack response
coordi nation, permtting such tasks as popul ation of black- or
white-listed source addresses; address or prefix group aliasing;
exchange of incident reports; and other hinting or configuration
suppl enenting attack response.

As the resilience requirenents for the DOTS signal channel mandate
smal | signal nmessage size, a separate, secure data channe
utilizing a reliable transport protocol MJST be used for bul k data
exchange.
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2.2. Signal Channel Requirements

SI G001 Use of Common Transport Protocols: DOTS MJUST operate over
common wi dely depl oyed and standardi zed transport protocols.
Whi | e connectionl ess transport such as the User Datagram Protoco
(UDP) [RFCO768] SHOULD be used for the signal channel, the
Transm ssion Control Protocol (TCP) [RFC0793] MAY be used if
necessary due to network policy or mddl ebox capabilities or
configurations.

SI G002 Sub-MIU Message Size: To avoid nessage fragnentation and the
consequently decreased probability of nessage delivery over a
congested link, signaling protocol nessage size MJST be kept under
signaling Path Maxi num Transm ssion Unit (PMIU), including the
byte overhead of any encapsul ation, transport headers, and
transport- or nessage-level security.

DOTS agents SHOULD attenpt to learn the PMIU t hrough nmechani sns
such as Path MIU Di scovery [ RFC1191] or Packetization Layer Path
MIU Di scovery [RFC4821]. |If the PMIU cannot be di scovered, DOTS
agents SHOULD assume a PMIU of 1280 bytes. |If |Pv4 support on

| egacy or otherw se unusual networks is a consideration and PMIU
i s unknown, DOTS inplenmentations MAY rely on a PMIU of 576 bytes,
as discussed in [RFCO791] and [ RFC1122].

SI G 003 Channel Health Mnitoring: DOTS agents MJST support exchange
of heartbeat nmessages over the signal channel to nonitor channe
health. Peer DOTS agents SHOULD regul arly send heartbeats to each
other while a mtigation request is active. The heartbeat
interval during active nmitigation is not specified, but SHOULD be
frequent enough to nmaintain any on-path NAT bindi ngs during
mtigation.

To support scenarios in which | oss of heartbeat is used to trigger
mtigation, and to keep the channel active, DOTS clients MAY
solicit heartbeat exchanges after successful nutual

aut henti cation. When DOTS agents are exchangi ng heartbeats and no
mtigation request is active, either agent MAY request changes to
the heartbeat rate. For exanple, a DOTS server night want to
del ay or cease heartbeat exchanges when an active DOTS client has
not requested mitigation, in order to control |oad.

Fol | owi ng nutual authentication, a signal channel MJST be
considered active until a DOTS agent explicitly ends the session
or either DOTS agent fails to receive heartbeats fromthe other
after a nutually agreed upon tineout period has el apsed. Because
heartbeat loss is nmuch nore likely during volunetric attack, DOTS
agents SHOULD avoi d signal channel termi nation when mitigation is
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active and heartbeats are not received by either DOTS agent for an
ext ended period. |In such circumnmstances, DOIS clients MAY attenpt
to reestablish the signal channel. DOTS servers SHOULD nonitor
the attack, using feedback fromthe mitigator and other avail abl e
sources, and MAY use the absence of attack traffic and | ack of
client heartbeats as an indication the signal channel is defunct.

SIG 004 Channel Redirection: In order to increase DOIS operational
flexibility and scalability, DOIS servers SHOULD be able to
redirect DOTS clients to another DOTS server at any tine. DOIS
clients MJUST NOT assune the redirection target DOTS server shares
security state with the redirecting DOTS server. DOTS clients MAY
attenpt abbreviated security negotiation nmethods supported by the
protocol, such as DTLS session resunption, but MJST be prepared to
negotiate new security state with the redirection target DOTS
server.

Due to the increased |ikelihood of packet |oss caused by |ink
congestion during an attack, DOTS servers SHOULD NOT redirect
while nmitigation is enabled during an active attack against a
target in the DOTS client’s domain.

SIG 005 Mtigation Requests and Status: Authorized DOTS clients MJST
be able to request scoped mitigation from DOTS servers. DOTS
servers MJST send mitigation request status in response to DOTS
clients requests for mitigation, and SHOULD accept scoped
mtigation requests fromauthorized DOTS clients. DOIS servers
MAY reject authorized requests for mitigation, but MJST include a
reason for the rejection in the status nessage sent to the client.

Due to the higher l|ikelihood of packet |oss during a DDoS attack,
DOTS servers SHOULD regularly send nmitigation status to authorized
DOTS clients which have requested and been granted mitigation,
regardl ess of client requests for mitigation status.

When DOTS client-requested nitigation is active, DOTS server
status messages SHOULD include the following mitigation netrics:

* Total nunber of packets blocked by the mtigation
* Qurrent nunber of packets per second bl ocked

* Total nunber of bytes bl ocked

* Qurrent nunber of bytes per second bl ocked

DOTS clients MAY take these netrics into account when determ ning
whet her to ask the DOTS server to cease mitigation.
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Once a DOTS client requests mitigation, the client MAY withdraw
that request at any time, regardless of whether mtigation is
currently active. The DOTS server MJST i mmedi ately acknow edge a
DOTS client’s request to stop nmitigation.

To protect against route or DNS flapping caused by a client
rapidly toggling mitigation, and to danpen the effect of
oscillating attacks, DOTS servers MAY allow mitigation to continue
for alimted period after acknow edging a DOTS client’s
withdrawal of a mtigation request. During this period, DOTS
server status nessages SHOULD indicate that mitigation is active
but term nating.

The initial active-but-term nating period is inplenentation-
specific, but SHOULD be sufficiently long to absorb | atency
incurred by route propagation. |If the client requests nmitigation
again before the initial active-but-terninating period el apses,
the DOTS server MAY exponentially increase the active-but-

term nating period up to a maxi mum of 300 seconds (5 mi nutes).
After the active-but-term nating period el apses, the DOIS server
MJST treat the mitigation as term nated, as the DOTS client is no
| onger responsible for the mtigation. For exanple, if there is a
financial relationship between the DOTS client and server domains,
the DOTS client ceases incurring cost at this point.

SIG006 Mtigation Lifetime: DOIS servers MJST support mitigation
lifetimes, and MJUST terminate a mtigation when the lifetinme
el apses. DOTS servers al so MJST support renewal of mitigation
lifetinmes in mtigation requests from DOTS clients, allow ng
clients to extend nmitigation as necessary for the duration of an
att ack.

DOTS servers MJST treat a mtigation term nated due to lifetinme
expiration exactly as if the DOIS client originating the
mtigation had asked to end the nmitigation, including the active-
but-term nating period, as described above in Sl G 005.

DOTS clients SHOULD include a mitigation lifetinme in all
mtigation requests. |If a DOIS client does not include a
mtigation lifetinme in requests for help sent to the DOTS server,
the DOTS server will use a reasonable default as defined by the
pr ot ocol .

DOTS servers SHOULD support indefinite mtigation lifetines,
enabling architectures in which the mtigator is always in the
traffic path to the resources for which the DOTS client is
requesting protection. DOTS clients MJST be prepared to not be
granted mitigations with indefinite lifetimes. DOIS servers MAY
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refuse mtigations with indefinite lifetines, for policy reasons.
The reasons thensel ves are out of scope. |If the DOTS server does
not grant a mtigation request with an indefinite mtigation
lifetinme, it MIUST set the lifetine to a value that is configured
|l ocally. That value MJST be returned in a reply to the requesting
DOTS client.

SIG 007 Mtigation Scope: DOIS clients MJST indicate desired
mtigation scope. The scope type will vary depending on the
resources requiring mtigation. Al DOTS agent inplenentations
MUST support the follow ng required scope types:

* | Pv4 addresses in dotted quad fornmat

* | Pv4 prefixes in CIDR notation [ RFC4632]

* | Pv6 addresses [ RFC4291] [ RFC5952]

* | Pv6e prefixes [ RFC4291] [ RFC5952]

* Domai n names [ RFC1035]

The following nitigation scope types are OPTI ONAL:
* Uni form Resource ldentifiers [ RFC3986]

DOTS agents MJST support mitigation scope aliases, allow ng DOIS
clients and servers to refer to collections of protected resources
by an opaque identifier created through the data channel, direct
configuration, or other means. Donmain name and URI nitigation
scopes may be thought of as a form of scope alias, in which the
addresses to which the domain nane or URI resolve represent the
full scope of the mtigation.

If there is additional information avail able narrow ng the scope
of any requested attack response, such as targeted port range,
protocol, or service, DOTS clients SHOULD i nclude that information
in client signals. DOIS clients MAY al so include additional
attack details. Such supplenmental information is OPTI ONAL, and
DOTS servers MAY ignore it when enabling counterneasures on the
mtigator.

As an active attack evolves, clients MIUST be able to adjust as
necessary the scope of requested mtigation by refining the scope
of resources requiring mtigation.

The DOTS client nay obtain the mitigation scope through direct
provi sioning or through inplenmentation-specific methods of
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2

3.

di scovery. DOTS clients MJST support at | east one nechanismto
obtain mtigiation scope.

SIG008 Mtigation Efficacy: When a nmitigation request by a DOTS
client is active, DOTS clients SHOULD transnit a metric of
perceived nitigation efficacy to the DOTS server. DOIS servers
MAY use the efficacy netric to adjust counternmeasures activated on
a mtigator on behalf of a DOTS client.

SIG 009 Conflict Detection and Notification: Miltiple DOTS clients
controlled by a single adninistrative entity may send conflicting
mtigation requests for pools of protected resources as a result
of misconfiguration, operator error, or conprom sed DOTS clients.
DOTS servers in the same adm nistrative donmain attenpting to honor
conflicting requests may flap network route or DNS information
degrading the networks attenpting to participate in attack
response with the DOTS clients. DOIS servers in a single
admi ni strative domain SHALL detect such conflicting requests, and
SHALL notify the DOTS clients in conflict. The notification
SHOULD i ndi cate the nature and scope of the conflict, for exanple,
the overl apping prefix range in a conflicting mtigation request.

SI G 010: Network Address Translator Traversal: DOTS clients may be
depl oyed behind a Network Address Translator (NAT), and need to
conmuni cate wi th DOTS servers through the NAT. DOTS protocols
MUST therefore be capabl e of traversing NATs.

If UDP is used as the transport for the DOTS signal channel, al
considerations in "Mddl ebox Traversal Quidelines" in [RFC8085]
apply to DOTS. Regardless of transport, DOTS protocols MJST
foll ow established best comobn practices (BCPs) for NAT traversal

Dat a Channel Requirenents

The data channel is intended to be used for bul k data exchanges

bet ween DOTS agents. Unlike the signal channel, which nust operate
nomi nal ly even when confronted with signal degradation due to packet

| oss, the data channel is not expected to be constructed to deal wth
attack conditions. As the primary function of the data channel is
data exchange, a reliable transport is required in order for DOIS
agents to detect data delivery success or failure.

The data channel must be extensible. W anticipate the data channe
wi Il be used for such purposes as configuration or resource

di scovery. For exanple, a DOIS client may subnit to the DOTS server
a collection of prefixes it wants to refer to by alias when
requesting nmitigation, to which the server would respond with a
success status and the new prefix group alias, or an error status and
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nmessage in the event the DOTS client’s data channel request fail ed.
The transactional nature of such data exchanges suggests a separate
set of requirenents for the data channel, while the potentially
sensitive content sent between DOTS agents requires extra precautions
to ensure data privacy and authenticity.

DATA-001 Reliable transport: Messages sent over the data channe
MUST be delivered reliably, in order sent.

DATA-002 Data privacy and integrity: Transni ssions over the data
channel are likely to contain operationally or privacy-sensitive
information or instructions fromthe renote DOTS agent. Theft or
nodi fication of data channel transmi ssions could lead to
informati on | eaks or malicious transactions on behal f of the
sendi ng agent (see Section 4 below). Consequently data sent over
the data channel MJST be encrypted and aut henticated using current
i ndustry best practices. DOIS servers MJST enable neans to
prevent |eaking operationally or privacy-sensitive data. Al though
adm nistrative entities participating in DOTS may detail what data
may be revealed to third-party DOTS agents, such considerations
are not in scope for this docunent.

DATA- 003 Resource Configuration: To help neet the general and signa
channel requirenments in this document, DOTS server inplenmentations
MUST provide an interface to configure resource identifiers, as
described in SIG007. DOTS server inplenentations MAY expose
additional configurability. Additional configurability is
i mpl enent ati on-specific.

DATA- 004 Bl ack- and whitelist nanagenent: DOTS servers MJST provide
met hods for DOTS clients to nanage bl ack- and white-lists of
traffic destined for resources belonging to a client.

For exanple, a DOTS client should be able to create a black- or
whitelist entry; retrieve a list of current entries fromeither
list; update the content of either list; and delete entries as
necessary.

How t he DOTS server authorizes DOTIS client managenent of bl ack-
and white-list entries is inplenentation-specific.

Security requirements
DOTS nust operate within a particularly strict security context, as
an insufficiently protected signal or data channel nmay be subject to

abuse, enabling or supplenenting the very attacks DOTS purports to
mtigate.
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SEC- 001 Peer Miutual Authentication: DOTS agents MJST aut henticate
each other before a DOTS signal or data channel is considered
valid. The method of authentication is not specified, but should
follow current industry best practices with respect to any
crypt ographi ¢ nechani sns to authenticate the renote peer

SEC- 002 Message Confidentiality, Integrity and Authenticity: DOTS
protocol s MIST take steps to protect the confidentiality,
integrity and authenticity of nessages sent between client and
server. Wile specific transport- and nessage-|level security
options are not specified, the protocols MJST foll ow current
i ndustry best practices for encryption and nessage aut hentication

In order for DOTS protocols to remain secure despite advancenents
in cryptanalysis and traffic analysis, DOIS agents MJST be able to
negotiate the terns and nechani sns of protocol security, subject
to the interoperability and signal nessage size requirenents
above.

Wil e the interfaces between downstream DOTS server and upstream
DOTS client within a DOTS gateway are inplementation-specific,
those interfaces neverthel ess MJST provide security equivalent to
that of the signal channels bridged by gateways in the signaling
path. For exanple, when a DOTS gateway consisting of a DOTS
server and DOTS client is running on the sane |ogical device, they
must be within the same process security boundary.

SEC- 003 Message Replay Protection: To prevent a passive attacker
fromcapturing and replayi ng ol d nessages, and thereby potentially
di srupting or influencing the network policy of the receiving DOTS
agent’s domai n, DOTS protocols MJST provide a nethod for replay
detection and prevention.

Wthin the signal channel, nmessages MJST be uniquely identified
such that replayed or duplicated nmessages may be detected and

di scarded. Unique nmitigation requests MJST be processed at nost
once.

SEC- 004 Authorization: DOTS servers MJST authorize all nmessages from
DOTS clients which pertain to nmitigation, configuration
filtering, or status.

DOTS servers MUST reject mitigation requests with scopes which the
DOTS client is not authorized to manage.

Li kewi se, DOTS servers MJST refuse to allow creation, nodification

or deletion of scope aliases and bl ack-/white-lists when the DOIS
client is unauthorized.
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The nodes of authorization are inplenmentation-specific.
2.5. Data Mdel Requirements

The value of DOTS is in standardizing a nmechanismto pernit el enents,
net wor ks or domai ns under threat of DDoS attack to request aid
nmtigating the effects of any such attack. A well-structured DOTS
data nodel is therefore critical to the devel opnment of a successfu
DOTS pr ot ocol

DM 001: Structure: The data nodel structure for the DOTS protoco
may be described by a single nodule, or be divided into rel ated
coll ections of hierarchical modul es and sub-nodules. |f the data
nmodel structure is split across nodul es, those distinct nodul es
MUST al l ow references to describe the overall data nodel’s
structural dependenci es.

DM 002: Versioning: To ensure interoperability between DOTS protoco
i npl enent ati ons, data nodel s MJUST be versioned. The version
nunber of the initial data nodel SHALL be 1. Each published
change to the initial published DOTS data nodel SHALL i ncrenent
the data nodel version by 1.

How t he protocol represents data nodel versions is not defined in
this docunent.

DM 003: Mtigation Status Representation: The data nodel MJST
provide the ability to represent a request for mtigation and the
wi t hdrawal of such a request. The data nodel MJST al so support a
representation of currently requested mtigation status, including
failures and their causes.

DM 004: Mtigation Scope Representation: The data nodel MJST support
representation of a requested mitigation's scope. As mitigation
scope may be represented in several different ways, per SIG 007
above, the data nodel MUST be capabl e of flexible representation
of mitigation scope.

DM 005: Mtigation Lifetine Representation: The data nodel MJST
support representation of a mtigation request’s lifetineg,
including nitigations with no specified end tine.

DM 006: Mtigation Efficacy Representation: The data nodel MJST
support representation of a DOTS client’s understandi ng of the
efficacy of a mtigation enabled through a nmtigation request.

DM 007: Acceptable Signal Loss Representation: The data nodel MJST
be able to represent the DOIS agent’s preference for acceptable
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signal | oss when establishing a signal channel, as described in
GEN- 002.

DM 008: Hearthbeat Interval Representation: The data nodel MJIST be
able to represent the DOIS agent’s preferred heartbeat interval
which the client may include when establishing the signal channel
as described in SI G 003.

DM 009: Relationship to Transport: The DOTS data nodel MJUST NOT
depend on the specifics of any transport to represent fields in
t he nodel

3. Congestion Control Considerations

3.1. Signal Channe
As part of a protocol expected to operate over links affected by DDoS
attack traffic, the DOTS signal channel MJST NOT contribute
significantly to link congestion. To neet the signal channe
requi renents above, DOTS signal channel inplenentations SHOULD
support connectionl ess transports. However, some connectionl ess
transports when depl oyed naively can be a source of network
congestion, as discussed in [ RFC5405]. Signal channe
i mpl ement ati ons usi ng such connectionl ess transports, such as UDP
t heref ore MUST include a congestion control mechani sm

Si gnal channel inplenentations using TCP may rely on built-in TCP
congestion control support.

3.2. Data Channe
As specified in DATA-001, the data channel requires reliable, in-
order nessage delivery. Data channel inplenentations using TCP may
rely on the TCP inplenmentation’s built-in congestion contro
nmechani sns.
4. Security Considerations
DOTS is at risk fromthree primary attacks:
o DOTS agent inpersonation
o Traffic injection

o Signaling bl ocking

The DOTS protocol MJST be designed for mininmal data transfer to
address the blocking risk. Inpersonation and traffic injection

Mort ensen, et al. Expires May 3, 2018 [ Page 16]



Internet-Draft DOTS Requirenents Cct ober 2017
mtigation can be managed t hrough current secure conmmuni cations best
practices. See Section 2.4 above for a detail ed di scussion
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7. Change Log
7.1. 04 revision
2017-03- 13
0 Establish required and optional mitigation scope types
0 Specify nessage size for DOIS signal channe
0 Recast nitigation lifetime as a DOIS server requirenent

o Cdarify DOTS server’s responsibilities after client request to end
mtigation

0 Specify security state handling on redirection

o Signal channel should use transport not susceptible to HOL
bl ocki ng

0 Expanded list of DDoS types to include network |inks
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7.2.

7.3.

7. 4.

03 revision

2016-10- 30

0 Extended SEC-003 to require secure interfaces wthin DOTS
gat eways

0 Changed DATA-003 to Resource Configuration, delegating control of
acceptabl e signal |oss, heartbeat intervals, and nmitigation
lifetime to DOTS client.

0 Added data nodel requirenents reflecting client control over the
above.
02 revision
01 revision

2016- 03-21

0 Reconciled term nology with -00 revision of
[I-D.ietf-dots-use-cases].

o Termnology clarification based on working group feedback

0 Moved security-related requirenents to separate section.

0 Made resilience/robustness prinmary general requirenent to align
with charter.

o Cdarified support for unidirectional comunication within the
bi di recti onal signal channel

0 Added proposed operational requirenment to support session
redirection.

0 Added proposed operational requirenent to support conflict
notification.

0 Added proposed operational requirenment to support mitigation
lifetime in mtigation requests.

0 Added proposed operational requirement to support mitigation
ef ficacy reporting fromDOTS clients.

0 Added proposed operational requirement to cache | ookups of al

ki nds.
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0 Added proposed operational requirenment regardi ng NAT traversal.

0 Renoved redundant nutual authentication requirenent from data
channel requirenents.

7.5. 00 revision
2015-10-15
7.6. Initial revision
2015- 09- 24 Andrew Mortensen
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