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Abst r act
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hosts that roam off of the homenet and still need access to honenet
servi ces
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1. Introduction
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is a key factor

in enabling comunication with hosts, particularly for service

di scovery. In order to provide nane service
mechani snms nust be avail abl e:
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Provi si oni ng of a domain name under whi ch nanes can be published
and services advertised

Associ ating nanmes that are subdonmains of that name with hosts.

Advertising services available on the I ocal network by publishing
resource records on those nanes.

Di stribution of nanes published in that namespace to servers that
can be queried in order to resolve nanes

Correct advertisement of nane servers that can be queried in order
to resol ve nanes

Tinmely renoval of published names and resource records when they
are no longer in use

Homenet adds the foll ow ng considerations:

1.

Lenon

Some nanmes may be published in a broader scope than others. For
exanple, it may be desirable to advertise some honmenet services
to users who are not connected to the honenet. However, it is
unlikely that all services published on the hone network woul d
be appropriate to publish outside of the home network. [|n nmany
cases, no services will be appropriate to publish outside of the
network, but the ability to do so is required.

Users cannot be assunmed to be skilled or know edgeabl e i n nane
service operation, or even to have any sort of nental nodel of
how t hese functions work. Wth the possible exception of policy
deci sions, all of the operations nmentioned here nust reliably
function automatically, w thout any user intervention or
debuggi ng.

Even to the extent that users may provide input on policy, such
as whether a service should or should not be advertised outside
of the hone, the user nust be able to safely provide such input
wi t hout having a correct mental nodel of how naming and service
di scovery work, and wi thout being able to reason about security
in a nuanced way.

Because user intervention cannot be required, nam ng conflicts
nmust be resolved automatically, and, to the extent possible,
transparently.

Where services are adverti sed both on and of f the hone network,

di fferences in naning conventions that nmay vary dependi ng on the
user’s | ocation nust |ikew se be transparent to the end user
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6. Hosts that do not inplenent any honenet-specific capabilities
must still be able to discover and access services on the
honenet, to the extent possible.

7. Devi ces that provide services nust be able to publish those
services on the honmenet, and those services must be avail abl e
fromany part of the homenet, not just the link to which the
device is attached.

8. Honenet explicitly supports nultihom ng--connecting to nore than
one Internet Service Provider--and therefore support for
mul tiple provisioning domains [9] is required to deal with
situations where the DNS may give a different answer depending
on whet her caching resolvers at one | SP or another are queried.

9. Mul ti homed honenets may treat all service provider links as
equi valent, or may treat sone links as prinmary and sone as
backup, either because of differing transit costs or differing
performance. Services advertised off-network may therefore be
advertised for sone |inks and not others.

10. To the extent possible, the honenet shoul d support DNSSEC. |If
the honenet | ocal donmain is not unique, there should still be a
mechani smt hat honenet - aware devi ces can use to bootstrap trust
for a particul ar homenet.

In addition to these considerations, there may be a need to provide
for secure communication between end users and the user interface of
the hone network, as well as to provide secure nane validation (e.qg.
DNSSEC). Secure communications require that the entity being secured
have a name that is unique and can be cryptographically authenticated
within the scope of use of all devices that nmust communicate with
that entity. Because it is very likely that devices connecting to
one honenet will be sufficiently portable that they may connect to
many honenets, the scope of use nust be assuned to be gl obal
Ther ef ore, each homenet nust have a globally unique identifier

1.1. Existing solutions

Previous attenpts to automate nami ng and service discovery in the
context of a home network are able to function with varying degrees
of success depending on the topol ogy of the hone network. For
exanple, Milticast DNS [7] can provide nam ng and service di scovery
[8], but only within a single nulticast domain.

The Donmai n Nane System provides a hierarchical nanespace [1], a

mechani sm for querying nane servers to resolve nanes [2], a mechani sm
for updating nanespaces by addi ng and renoving nanes [4], and a
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mechani sm for discovering services [8]. Unfortunately, DNS provides
no mechani sm for automatically provisioning new namespaces, and
secure updates to nanmespaces require pre-shared keys, which won't
work for an unmanaged network. DHCP can be used to popul ate nanes in
a DNS nanespace; however at present DHCP cannot provision service

di scovery information.

Hybrid Milticast DNS [10] proposes a nechani sm for extending
mul ti cast DNS beyond a single nulticast domain.. However, it has
serious shortcom ngs as a solution to the Honenet naning probl em

The nobst obvi ous shortconing is that it requires that every nulticast
domai n have a separate nane. This then requires that the honenet
generate nanes for every nulticast domain, and requires that the end
user have a nental nodel of the topology of the network in order to
guess on which link a given service may appear. [xxx is this really
true at the U ?]

2. Term nol ogy
Thi s docunment uses the follow ng ternms and abbreviations:
HNR Honenet Router
ISP Internet Service Provider
GNRP d obal Nane Regi stration Provider
3. Honenet Nam ng Dat abase

In order to resolve nanes, there nust be a place where nanes are
stored. There are two ways to go about this: either names are stored
on the devices that own them or they are stored in the network
infrastructure. This isn’t a clean division of responsibility,
however. 1t’'s possible for the device to nmmintain change contro

over its own name, while still performng name resolution for that
name in the network infrastructure.

I f devices maintain change control on their own nanmes, conflicts can
arise. Two devices might present the sane nanme, either because their
default names or the same, or as a result of accidental. Devices can
be attached to nore than one link, in which case we want the sane
name to identify themon both networks. Al though homenets are self-
configuring, user custonization is permtted and useful, and while
some devices may provide a user interface for setting their name, it
may be worthwhile to provide a user interface and underlying support
for allowing the user to specify a device's nane in the honenet
infrastructure
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In order to achieve this, the Homenet Nanmi ng Dat abase (HNDB) provides
a persistent central store into which nanes can be registered.

3.1. dobal Nanme

Every honenet nust be able to have a name in the gl obal DNS hierarchy
whi ch serves as the root of the zone in which the honenet publishes
its public namespaces. Homenets that do not yet have a name in the
gl obal nanespace use the honenet special -use top-Ievel name [TBDl] as
their "global nanme" until they are configured with a gl obal nane.

A honenet’s gl obal nane can be a nane that the honenet user has
registered on their owm in the DNS using a public DNS registrar
However, this is not required and, indeed, presents some operationa
chal l enges. It can also be a subdomain of a domain owned by one of
the user’s ISP, or nanaged by sone DNS service provider that
specifically provides honmenet nami ng services.

For nost end-users, the second or third options will be preferable.

It will allow themto choose an easily-renmenbered honenet donai n nane
under an easily-remenbered service provider subdomain, and will not
require themto nmaintain a DNS registration

Honenets nust support autonatic configuration of the honenet gl oba
name in a secure manner, as well as manual configuration of the nane.
The solution nmust allow a user with a smartphone application or a
user with a web browser to successfully configure the honenet’s

gl obal nane wi thout manual data entry. The security inplications of
this process nust be identified and, to the extent possible,

addr essed.

3.2. Local nanespaces

Every honenet has two or nore non-hierarchical |ocal nanespaces, one
for nanes of hosts--the host nanespace--and one or nore for IP
addresses--t he address nanespaces. A nanespace is a database table
mappi ng each of a set keys to its value. "Local" in this context
means "visible to users of the honenet," as opposed to "public,"”
meani ng vi sible to anyone.

For the host nanespace, the key is the set of labels in a nane,

excl udi ng whatever | abels represent the domai n name of the nanespace.
So for exanple if the homenet’s gl obal nane is "dog-

pi xel . exanpl e. com and t he name being | ooked up is "alice.dog-

pi xel . exanpl e. cont, the key will be "alice"

The | ocal nanmespace nmay be available both in the gl obal DNS nanespace
and under the [TBDl] special -use name. The set of keys is the sane
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in both cases--in the above exanple, the name coul d be either
"al i ce. dog- pi xel . exanpl e.com or ’alice.[TBDl]'. Whichever one of
the two representations is used, the key is sinply "alice’

For each address nanmespace, the key is the locally-significant
portion of the IP address. For exanple, if the local prefix assigned
by an ISP is 2001: DB8: bee7::/48, the name of that address namespace
will be '7.e.e.b.8.b.d.0.1.0.0.2.ip6.arpa’. An |IP address of
2001: db8: bee7::1 would therefore yield a key of
"1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0

Every prefix in use on the homenet has an address nanespace, whether
its subdomain is delegated in the DNS or not. This includes any
public or private IPv4 prefixes in use [3] as well as any ULA
prefixes in use [5], which can’t be delegated [6]. Wen the valid
lifetime for a prefix that had been in use on the honmenet ends, the
address nanespace for that prefix is discarded. Namespaces for
prefixes that are manually configured, like IPv4 public prefixes and
| Pv4 private prefixes, persist as long as the prefix is configured.
Since ULA prefixes have lifetines, the lifetime rule applies to their
addr ess namespaces

In all nanespaces, the value that the key addresses is a sub-table
contai ni ng one or nore RRsets, each of which is identified by its
RRtype. |In the term nology of the DNS protocol, each of these
nanespaces i s anal ogous to a DNS zone (but bear in mnd that fromthe
perspective of DNS queries, the namespace for nanmes may appear to
hosts connected to the honenet as two different zones containing

i dentical data.

However, in addition to DNS zone data, each RRset also has two

nmet adata flags: the public flag and the critical flag. The public
flag indi cates whether the data in this RRset should be publicly
visible. The critical flag indicates whether the service should be
adverti sed even on high-cost internet |inks.

Each RR that contains a nane (e.g, a CNAME or SRV record) either
contains a local nane or a name in the public DNS. Local names can
be subdomai ns of the honenet’s gl obal nanme, yet not be public, if no
RRsets in the nanmespace for nanes is marked public. Local nanmes can
al so be subdonmins of [TBD1]. Names in the public DNS that are not
subdomai ns of the honenet’s gl obal nane can only be added by explicit
action in one of the managenent interfaces described in Section 6.

Each | ocal nanespace is maintained as a distributed database with
copi es on every honenet router. No copy is the naster copy.

Al t hough the | ocal nanespace is non-hierarchical, it is pernissible
for it to contain RRtypes that contain delegations. However, froman

Lenon Expi res January 9, 2017 [ Page 7]



Internet-Draft Honenet Nami ng/ SD Architecture July 2016

operational perspective is is nost likely better for the |oca
nanespace to be at the bottom of the del egation hierarchy, and so we
do not recomend the use of such del egati ons.

3.3. Public namespaces

Every honenet has one or nore public nanespaces. These are subsets
of the I ocal namespaces with the foll owi ng nodifications:

1. Names with no RRsets whose public bits are set are not included
in the public namespace.

2. RRs that contain |IP addresses in the honenet’s ULA prefix are
onmtted.

3. By default, RRs that contain |IPv4 addresses are onmitted, because
| Pv4 doesn’t support renunbering. However, there should be a
whitelist of |Pv4 addresses that nmay be published, so that if the
end user has static |Pv4 addresses, those can be published.
Private | Pv4 addresses, however, are never published.

4. If an RRset is narked best-effort rather than critical, RRs
containing | P addresses that have prefixes assigned by backup
links are onmitted.

5. |If an RRset contains nanes, nanmes that are subdomains of either
the honenet’s gl obal nanme or [TBDl1] are checked in the |ocal host
nanespace to see if they are marked public. [If not, they are
omtted.

Because the public nanespaces are subsets of the |ocal nanespaces
replication is not necessary: each homenet router autonmatically
produces public namespaces by deriving themfromthe | ocal nanmespaces
usi ng the above rules. Answers to queries in the public nanespaces
can be generated on denand. However, it nmay be preferable to

mai ntai n these nanespaces as if they were DNS zones. This nakes it
possible to use DNS zone transfers to offload the contents of public
zones to a secondary service provider, elimnating the need to handl e
arbitrary nunbers of queries fromoff of the homenet.

A nmechanismw || be present that all ows devices that have been
configured to publicly advertise services to indicate to the homenet
that the public bit and/or the backup bit will be set in RRsets that
t hey publi sh.
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3. 4. Maintai ni ng Nanespaces

Honenets support three nethods for maintaining | ocal namespaces.
These rely on Multicast DNS, DNS updates, and any of the nmanagenent
mechani sms nentioned in Section 6.

3.4.1. Milticast DNS

HNRs cooperate to maintain a DNS mirror of the set of names published
by nDNS. This works sinmlarly to the Miulticast DNS Hybrid Proxy
[10]. However, the DNSSD hybrid proxy exposes the topol ogy of the
network in which it operates to the user

In order to avoid this, the honenet solution maintains a host
nanespace for each non-edge link in the homenet. Queries for nanes
in the host nanmespace are | ooked up in the per-link host nanespaces
as well (and trigger nDNS queries as in the hybrid solution). Wen a
cross-link name conflict is present for a name, the nane is presented
with a short nodifier identifying the Iink.

For exanple, if two devices on two separate |inks both advertise the
nane 'janus’ using nDNS, and the nane 'janus’ is not present in the
host nanespace, the two hosts’ nanes are nodified to, for exanple,

"janus-1' and 'janus-2’'. If both devices present the human readabl e
nane 'Janus’, then that name is presented as ’'Janus (1)’ and ’'Janus
(2)’. If the name ’'janus’ appears in the host nanespace, then that

nane is presented just as ’janus’

If a nDNS service advertises a name that appears in the host
namespace, the HNR that hears the advertisenent will defend the nane,
forcing the nDNS service to choose a different nane.

This solution shares a problemthat nmdns hybrid has: user interfaces
on hosts that present nDNS nanes in their nDNS format (e.qg.
"janus.local’) will not have a DNS entry for ’'janus.|ocal’.
Connections to such hosts using the nane presented in the U will
wor k when both hosts are attached to the sanme |ink, but not

ot herw se.

It is preferable that devices that are honenet-aware publish their
nanes usi ng DNS updates rather than using nDNS. nDNS is not
supported as a query nechani smon honmenets, other than in the sense
that honmeneds do not filter nDNS traffic on the local link. Service
di scovery is instead done using DNS service discovery [8]. This
mechani smis supported on all nodern devices that do service

di scovery, so there is no need to rely on nDNS.

Lenon Expi res January 9, 2017 [ Page 9]



Internet-Draft Honenet Nami ng/ SD Architecture July 2016

3.4.2. DNS Update

DNS updates to the resolver on the local link are supported for
addi ng nanes to |local zones. Wen an update is received, if the nanme
bei ng updat ed does not exist, or if the update contains the sane
information as is present in the existing record, then the update is
accepted. |If a conflicting entry exists, the update is rejected.

This update procedure is available to hosts that inplement DNS update
for DNS service discovery, but are not honenet-aware. Hosts cannot
del ete records they have added, nor nodify them such records can
only time out. Updates to server list records require that the host
ref erenced by the update exist, and that the update cone fromthat
host. Such updates are additive, and are renoved autonatically when
t hey becone stale.

Hosts that are honenet-aware generate a KEY record containing a
public key for which they retain the private key. They then publish
their nane in the host namespace, with whatever data they intend to
publish on the nane, and include the KEY record they have generated.
The update is signed using SI0) on the provided key. If a record
al ready exists, and does not contain the sane KEY record, the update
is refused. Oherwise it is accepted.

Honenet - awar e hosts can then update their entries in the address
table and in service tables by using their KEY record with Sl J0).
Entries can be added _and_ deleted. However, only nodifications to
RRs that reference the nane in the host nanespace are allowed; all
other RRs nust be left as they are.

3.5. Recovery fromloss
In principle the names in the zone aren’t precious. |If there are
multiple HNRs and one is replaced, the repl acenent recovers by
copyi ng the I ocal namespaces and other info fromthe others. |If al
are lost, there are a few pieces of persistent data that need to be
recover ed:
o The gl obal nane
o0 The ZSK for both I ocal namespaces
o Nanmes configured statically through the U
Al'l other names were acquired dynam cally, and recovery is sinmply a

matter of waiting for the device to re-announce its nane, which will
happen when the device is power cycled, and al so nay happen when it
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sees a link state transition. The hybrid nDNS inplenmentation wll
al so di scover devices automatically when service queries are nmade.

Devices that nmaintain their state using DNS update, but that are not
honenet -aware, nay or may not update their information when they see
alink state transition. Honenet-aware devices will update whenever
they see a link-state transition, and also update periodically. When
the Honenet configuration has been | ost, HNRs advertise a special ND
option that indicates that nam ng and service di scovery on the
honenet is in a recovery state. Honenet-aware devices will be
sensitive to this ND option, and will update when it is seen.

Honenets will present an standard nanagenment API, reachabl e through
any honenet router, that allows a device that has stored the DNSSEC
ZSK and KSK to re-upload it when it has been lost. This is safest
solution for the end user: the keys can be stored on sone device they
control, under password protection.

ZSKs and KSKs can al so be saved by the ISP or GNRP and re-installed
usi ng one of the managenent APIs. This solution is not preferable,
since it neans that the end user’s security is reliant on the
security of the GNRP or ISP's infrastructure.

If the ZSK and KSK are | ost, they can be regenerated. This requires
that the honenet’s gl obal nanme change: there is no secure way to re-
key in this situation. Once the honenet has been renaned and re-
keyed, all devices that use the honmenet will sinply see it as a

di fferent homenet.

3.6. \Well-known names

Honenets serve a zone under the special -use top-Ievel name [TBD2]
that answers queries for local configuration information and can be
used to advertise services provided by the honenet (as opposed to
services present on the honenet). This provides a standard neans for
queryi ng the homenet that can be assuned by managenent functions and
honenet clients. A registry of well-known nanes for this zone is
defined in | ANA considerations (Section 9). Names and RRs in this
zone are only ever provided by the honenet--this is not a genera

pur pose service di scovery zone.

Al'l resolvers on the honenet will answer questions about nanmes in
this zone. Entries in the zone are guaranteed not to be globally

uni que: different honenets are guaranteed to give independent and
usual ly different answers to queries against this zone. Hosts and
services that use the special nanmes under this TLD are assuned to be
aware that it is a special TLD. |If such hosts cache DNS entries, DNS
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4.

4.

4.

entries under this TLD are di scarded whenever the host detects a
network link state transition

The uui d.[ TBD2] nanme contains a TXT RR that contains the UU D of the
honenet. Each honenet generates its own distinct UU D; honenet
routers on any particular honenet all use the same UUI D, which is
agreed upon using HNCP. |If the honenet has not yet generated a UU D,
queries against this name will return NXDOVAI N.

The gl obal -nane. [ TBD2] nane contains a PTR record that contains the
gl obal nane of the honenet. |f the honmenet does not have a gl oba
nane, queries against this name will return NXDOVAI N.

The gl obal - nane-regi ster. [ TBD2] nane contains one or nore A and/or
AAAA records referencing hosts (typically HNRs) that provide a
RESTful APl over HTTP that can be used to register the gl obal nane of
the honenet, once that name has been confi gured.

The all-resol ver-nanes. [ TBD2] nane contains an NS RRset listing a

gl obal nane for each HNR. It will return NXDOMAIN if the honmenet has
no gl obal nane. These nanes are generated automatically by each HNR
when joi ning the honenet, or when a honenet to which the HNR is
connected establishes a global nane.

Name Resol ution
1. Configuring Resolvers

Hosts on the honenet receive a set of resolver |IP addresses using
either DHCP or RA. | Pv4-only hosts will receive | Pv4 addresses of
resolvers, if available, over DHCP. |Pv6-only hosts will receive
resol ver | Pv6 addresses using either stateful (if available) or
statel ess DHCPv6, or through the domain name option in router
advertisenents. All homenet routers provide resolver infornmation
usi ng both statel ess DHCPv6 and RA; support for stateful DHCPv6 and
DHCPv4 is optional, however if either service is offered, resolver
addresses will be provided using that nmechanismas well. Resolver IP
addresses will always be I P addresses on the local link: every HNRis
required to provide nanme resolution service. This is necessary to
al | ow DNS updat e using presence on-link as a nechanismfor rejecting
of f-network attacks.

2. Configuring Service Discovery

DNS- SD uses several default domains for advertising |ocal zones that
are available for service discovery. These include the '.local
domai n, which is searched using nDNS, and also the IPv4 and | Pv6
reverse zone corresponding to the prefixes in use on the |oca
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networ k. For the honenet, no support for queries against the
".local" zone is provided by HNRs: a ".local" query will be satisfied
or not by services present on the local link. This should not be an
i ssue: all known inplenentations of DNSSD wi Il do uni cast queries
usi ng the DNS protocol

Servi ce discovery is configured using the technique described in
Section 11 of DNS-Based Service Discovery [8]. HNRs will answer
domai n enumerati on ueries against every |Pv4 address prefix
advertised on a honenet |ink, and every |IPv6 address prefix
advertised on a honenet link, including prefixes derived fromthe
homenet’ s ULA(s). VWhenever the "<domai n>" sequence appears in this
section, it references each of the domains mentioned in this

par agr aph.

Honenets advertise the availability of several browsing zones in the
"b. _dns_sd. <donmai n>" subdonai n. The zones advertised are the "well
known" zone (TBD2) and the zone containing the | ocal nanespace. |If
the global nane is available, only that name is advertised for the

| ocal namespace; otherwi se [TBDl] is advertised. Simlarly, if the
gl obal nane is available, it is advertised as the default browsing
and service registration domain under "db. dns_sd. <donai n>",
"r._dns_sd. <domai n>", "dr._dns_sd. <donai n>" and

"I b. _dns_sd. <domai n>"; otherw se, the name [TBDl] is advertised as
the default.

Resol ution of |ocal nanespaces

The | ocal nanespace appears in two places, under [TBD1l] and, if the
honenet has a gl obal nane, under the global nane. Resolution from
i nside the honmenet yields the contents of the |ocal nanespaces;
resol ution outside of the honenet yields the contents of the public
nanespaces. |If there is a global nane for the honenet, RRs
containing nanes in both instances of the |ocal nanespace are
qualified with the global name; otherwi se they are qualified with

[ TBD1] .

Service Discovery Resol ution

Because honenets provide service discovery over DNS, rather than over
nDNS, support for DNS push notifications [11]. Wen a query arrives
for a | ocal namespace, and no data exists in that namespace to answer
the query, that query is retransnmtted as an nDNS query. Data that
exi sts to answer the query in nmdns cached namespaces does not prevent
an nDNS query bei ng i ssued.

If there is data available to answer the query in the host nanmespace
or any of the dnssd cached nanespaces, that data is aggregated and
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returned inmedi ately. |f the host that sent the query requested push
notification, then any nDNS responses that conme in subsequent to the
initial answer are sent as soon as they are received, and al so added
to the cache. This neans that if a name has been published directly
usi ng DNS, no nDNS query for that nane is ever generat ed.

4.5. Local and Public Zones

The honenet’s gl obal nanme serves both as a unique identifier for the
honenet and as a delegation point in the DNS for the zone containing
the honenet’s forward nanespace. There are two versions of the
forward nanespace: the public version and the private version. Both
of these versions of the nanespace appear under the gl obal nane

del egati on, dependi ng on which resolver a host is querying.

The honenet provides two versions of the zone. One is the public
version, and one is the |ocal version. The public version is never
visible on the honmenet (could be an exception for a guest net). The
public version is avail able outside of the honenet. The loca
version is visible on the honenet. \Whenever the zone is updated, it
is signed with the ZSK. Both versions of the zone are signed; the

| ocal signed version always has a serial nunber greater than the
public signed version. [we want to not re-sign the public zone if no
public names in the private zone changed.]

This dual publication nodel relies on hosts connected to the honenet
using the local resolver and not sonme external resolver. Hosts that
use an external resolver will see the public version of the
nanespace. Froma security U design perspective, allow ng queries
from hosts on the honmenet to resolvers off the honenet is risky, and
shoul d be prevented by default. This is because if the user sees

i nconsi stent behavi or on hosts that have external resolvers
configured, they may attenpt to fix this by making all |ocal nanes
public. [If an alternate external resolver is to be used, it should
be configured on the honenet, not on the individual host.

One way to make this work is to intercept all DNS queries to non-
honenet | P addresses, check to see if they reference the | oca
nanespace, and if so resolve themlocally, answering as if fromthe
renote cache. |If the query does not reference a | ocal nanespace, and
is listed as "do not forward" in RFC 6761 or el sewhere, it can be
sent to the intended cache server for resolution wthout any specia
handling for the response. This functionality is not required for
honenet routers, but is likely to present a better user experience.
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4.6. DNSSEC Validation

Al'l nanespaces are signed using the same ZSK. The ZSK is signed by a
KSK, which is ideally kept offline. Validation for the global nane
is done using the normal DNSSEC trust hierarchy. Validation for the
[ TBD1] and [TBD2] zones can be done by fetching the gl obal name from
the [ TBD2] zone, fetching and validating the ZSK usi ng DNSSEC, and
then using that as a trust anchor.

Only honenet-aware hosts will be able to validate nanes in the [ TBD1]
and [ TBD2] zones. The honenet-aware host validates non-gl obal zones
by deternining which honenet it is connected to querying the

uui d. [ TBD2] and gl obal - nane. [ TBD2] nanes. |If there is an answer for
t he gl obal -nane. [ TBD2] query, validation can proceed using the trust
anchor published in the zone that del egates the gl obal name. |If only

the uuid is present, then the honenet-aware host can use trust-on-
first-use to validate that an answer canme fromthe honenet that
presented that UU D. This provides only a linited degree of
trustwort hi ness.

4.7. Support for Miltiple Provisioning Domains

Honenets nust support the Miltiple Provisioning Donmain Architecture
[9]. In order to support this architecture, each honenet router that
provi des name resol uti on nust provide one resolver for each

provi sioni ng domain (PvD). Each honenet router will advertise one
resol ver | P address for each PvD. DNS requests to the resol ver
associated with a particular PvD, e.g. using RA options [12] will be
resol ved using the external resolver(s) provisioned by the service
provi der responsible for that PvD.

The honenet is a separate provisioning domain fromany of the service
providers. The gl obal nane of the honenet can be used as a

provi sioning donain identifier, if one is configured. Honenets
shoul d all ow the nane of the local provisioning domain to be
configured; otherwi se by default it should be "Home Network xxx"
where xxx is the generated portion of the honmenet’s ULA prefix,
represented as a base64 string.

The resol ver for the honenet PvD is offered as the prinmary resol ver
in RAs and through DHCPv4 and DHCPv6. Wen queries are nade to the
homenet - PvD-specific resolver for nanes that are not local to the
homenet, the resolver will use a round-robin technique, alternating
bet ween service providers with each step in the round-robin process,
and then al so between external resolvers at a particul ar service
provider if a service provider provides nore than one. The round-
robi ni ng shoul d be done in such a way that no service provider is
preferred, so if service provider A provides one caching resolver
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(A), and service provider B provides two (Bl, B2), the round robin
order will be (A Bl, A B2), not (A Bl, B2).

Every resol ver provided by the honenet, regardl ess of which
provisioning donain it is intended to serve, will accept updates for
services in the local service nanespace fromhosts on the |local |ink

4.8. Using the Local Nanespace \Wile Away From Hone

Honenet routers do not answer unaut henticated DNS queries from of f
the | ocal network. However, sone applications may benefit fromthe
ability to resolve nanmes in the | ocal namespace while off-network
Theref ore hosts connected to the honenet can register keys in the
host nanespace using DNS Update. Such keys nust be validated by the
end user before queries against the | ocal namespace can be

aut henticated using that key. A host that will nake renote queries
to the |l ocal nanespace caches the nanmes of all DNS servers on the
homenet by querying all-resol ver-nanes. [ TBD2] .

Hosts that require nane resolution fromthe | ocal network must have a
stub resol ver configured to contact the dns server on one or nore
routers in the honenet when resolving nanmes in the host or address
nanespaces. To do this, resolvers nust know the gl obal nanme of the

| ocal namespace, which they can retain from previ ous connections to

t he homenet.

The honenet may not have a stable I P address, so such resolvers
cannot nerely cache the I P address of the honenet routers. |nstead,
they cache the NS record listing the HNRs and use those nanes to
determine the | P addresses of the honenet routers at the time of
resolution. Such |IP addresses can be safely cached for the duration
of the TTL of the A or AAAA record that contained them The nanmes of
the honenet router DNS servers should be randomy generated so that
they can’t be guessed by of f-network attackers.

To nake a honmenet DNS query, the host signs the request using Sl E0)
with the key that they registered to the honenet. The honenet router
first checks the question in the query for validity: it nmust be a
subdomai n of the gl obal name. The honenet router then checks the
nane of the signing key against the list of cached, validated keys;

if that key is cached and validated, then the honenet router attenpts
to validate the SIG0) signature using that key. |If the signature is
valid, then the homenet router answers the query. |If the zone
doesn’t have a trust anchor in the parent zone, the responding server
signs the answer with its own ZSK. The resolver that sent the query
val i dates the response using DNSSEC i f possible, and otherw se using
the ZSK directly.
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5. Publishing the Public Namespace
5.1. Acquiring the d obal Nane

There are two ways to acquire a gl obal nane: the end-user can

regi ster a domain nane using a public dormain name registry, or the
end- user can be assigned a subdomain of a registered domain by a
honenet gl obal nane service provider. We wll refer to this as the
G obal Nane Registration Provider [GNRP]. In either case, the

regi stration process can either be manual or automatic. Honenet
routers support autonatic registration regardl ess of the source of
t he honenet’ s gl obal name, using a RESTful API

5.2. Hidden Primary/Public Secondaries

The default configuration for a honenet’s external nane service is
that the primary server for the zone is not published in an NS record
in the zone's delegation. Instead, the GNRP provides authoritative
nane service for the zone. \Wenever the public zone is updated, the
hi dden primary sends NOTI FY nessages to all the secondaries, using
the zone’s ZSK to sign the nessage

When any of the GNRP secondary servers receives a notify for the
zone, it checks to see that the notify is signed with a valid ZSK for
that zone. |If so, it contacts the |IP address from which the NOTIFY
was send and initiates a zone transfer. Using this |IP address avoids
renunbering i ssues. Upon finishing the zone transfer, the zone is
val i dat ed using each ZSK used to sign it. |If any validation fails,
the new version of the zone is discarded. |f updates have been
recevi ed, but no valid updates received, over a user-settable
interval defaulting to a day (or?), the GNRP will communicate to the
regi stered user that there is a problem

The reverse zone for any prefix del egated by an ISP shoul d be

del egated by that ISP to the hone gateway to which the del egati on was
sent. The list of secondaries for that zone is sent to the hone

gat eway using DHCPv6 prefix del egation. The ZSK is announced to the
ISP in each DHCP PD nessage sent by the hone gateway. Wenever an
update is made to this zone, the hone gateway sends a NOTIFY to each
of the listed secondaries for the del egation, and updates occur as
descri bed above. Once the delegation is established, the ISP wll

not accept a different ZSK unless the prefix and its del egated zone
are reassigned.
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5.

3. PKI security

Al'l conmuni cation with the honenet using HITP is encrypted using
opportuni stic security. |If the honenet is configured with PKI, then
the PKI certificate is used. Honenets should autonmatically acquire a
PKI certificate when a global nane is established. This certificate
shoul d be published in a TLSA record in the host nanespace on any
host names on which HTTP service is offered by HNRs.

5.4. Renunbering

5.

6

6

6

The honenet may renunber at any tine. |P address RRs published in
any nanespace nust never have a TTL that is longer than the valid
lifetime for the prefix fromwhich the I P address was allocated. |If

a particular ISP has deprecated a prefix (its preferred lifetime is
zero), | P addresses derived fromthat prefix are not published in the
any nanespace. |f nore than one prefix is provided by the sane | SP
and sone have different valid lifetimes, only I P addresses in the
prefix or prefixes with the longest valid lifetime are published.

5. ULA
Honenets have at |least one ULA prefix. |f a honenet has two ULA
prefixes, and one is deprecated, addresses in the second ULA prefix
are not published. The default source address selection algorithm
ensures that if a service is available on a ULA, that ULA will be
used rather than the gl obal address. Therefore, no special effort is
made in the DNS to offer only ULAs in response to | ocal queries.
Managenent
1. End-user nmanagenent

Honenets provide two nanagenent nmechani sns for end users: an HITP-
based user interface and an HTTP-based RESTful APl [tbw].

Homenets al so provide a notification for end users. By default, when
an event occurs that requires user attention, the homenet will

attract the user’s attention by triggering captive portal detection
on user devices. Users can also configure specific devices to

recei ved managenent al erts using the RESTful nmanagenent APl; in this
case, no captive portal notification is perforned.

2. Central managenent
Possi bly can be done nostly through RESTful API, but night want

Net conf/Yang as well. Should be possible to have the | ocal nanespace
mastered on an external DNS auth server, e.g. in case a bunch of HNRs
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are actually set up in an org, or in case an | SP wants to provide a
servi ce package for users who would rather not have an entirely self-
operati ng networKk.

7. Privacy Considerations

Private information nmust not |eak out as a result of publishing the
publ i c namespace. The ’'public’ flag on RRsets in honenet-managed
nanespaces prevents | eakage of information that has not been
explicitly marked for publication

The privacy of host information on the local net is left to hosts.
Various mechani sms are available to hosts to ensure that tracking
does not occur if it is not desired. However, devices that need to
have speci al perm ssion to manage the honenet will inevitably revea
sonet hi ng about thensel ves when doing so. It nay be possible to use
sonmet hing |ike HTTP token binding[13] to nmitigate this risk

8. Security Considerations

There are some clear issues with the security nodel described in this
docunment, which will be docunmented in a future version of this
section. A full analysis of the avenues of attack for the security
nmodel presented here have not yet been done, and nust be done before
t he docunent is published.

9. | ANA consi derations

IANA will add a new registry titled Homenet Managenment Wl | - Known
Names, which initially contains:

uuid Universally Unique Identifier--TXT record containing, in base64
encodi ng, a stable, randonmly generated identifier for the homenet
that is statistically unlikely to be shared by any ot her honenet.

gl obal -nane The honenet’s gl obal nanme, represented as a PTR record
to that nane.

gl obal - nane-regi ster The hostnane of the honmenet’s gl obal nane
registry service, with A and/or AAAA records

all-resolver-names A list of all the nanmes of the honenet’s
resolvers for the homenet PvD, represented as an RRset containing
one or nore PTR records.

The 1ANA will allocate two nanes out of the Special -Use Donai n Nanes
registry
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TBD1 Suggested val ue: "honenet"
TBD2 Suggested val ue: " _hnsd"
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