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Abstract

Thi s docunent describes an architecture of the | 2NSF franmework using
security function chaining for security policy enforcenment. Security
function chai ning enabl es conposite inspection of network traffic by
steering the traffic through multiple types of network security
functions according to the informati on nodel for NSFs capabilities in
the 12NSF framework. This docunment explains the additiona

conmponents integrated into the | 2NSF franework and their
functionalities to achieve security function chaining. 1t also
describes representative use cases to address mmjor benefits fromthe
proposed architecture.
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1. Introduction

To effectively cope with energi ng sophisticated network attacks, it

i s necessary that various security functions cooperatively anal yze
network traffic [RFC7498][i 2nsf-problenm[nsf-capability-in]. In
addi ti on, depending on the characteristics of network traffic and
their suspiciousness level, the different types of network traffic
need to be anal yzed through the different sets of security functions.
In order to neet such requirements, besides security policy rules for
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i ndi vi dual security functions, we need an additional policy about
service function chaining (SFC) for network security which deternines
a set of security functions through which network traffic packets
shoul d pass for inspection. |In addition, [nsf-capability-inj
proposes an information nodel for NSFs capabilities that enables a
security function to trigger further inspection by executing

addi tional security functions based on its own analysis results
[i2nsf-framework]. However, the current design of the |I2NSF
framewor k does not consider network traffic steering fully in order
to enabl e such chai ni ng between security functions.

In this docunment, we propose an architecture that integrates
addi ti onal conponents from Service Function Chaining (SFC) into the

| 2NSF framework to support security function chaining. W extend the
security controller’s functionalities such that it can interpret a

hi gh-1evel policy of security function chaining into a | owleve
policy and nmanage them It also keeps the track of the avail able
service function (SF) instances for security functions and their
information (e.g., network information and workload), and nekes a
deci sion on which SF instances to use for a given security function
chain/path. Based on the forwarding information provided by the
security controller, the service function forwarder (SFF) perforns
network traffic steering through various required security functions.
A classifier is deployed for the enforcenent of SFC policies given by
the security controller. It perfornms traffic classification based on
the polices so that the traffic passes through the required security
function chain/path by the SFF

bj ective

o Policy configuration for security function chaining: SFC-enabl ed
| 2NSF architecture allows policy configuration and managenent of
security function chaining. Based on the chaining policy,
rel evant network traffic can be anal yzed through various security
functions in a conposite, cooperative manner.

0 Network traffic steering for security function chaining: SFC
enabl ed | 2NSF architecture allows network traffic to be steered
through nultiple required security functions based on the SFC
policy. Mbreover, the |I2NSF i nformati on nodel for NSFs
capabilities [nsf-capability-in] requires a security function to
call another security function for further inspection based on its
own inspection result. To neet this requirenment, SFC- enabled
| 2NSF architecture al so enables traffic forwarding from one
security function to another security function

0 Load bal ancing over security function instances: SFC enabl ed | 2NSF
architecture provides | oad bal ancing of inconming traffic over
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avai |l abl e security function instances by |leveraging the flexible
traffic steering mechanism For this objective, it also perforns
dynamic instantiation of a security function when there are an
excessi ve anmpbunt of requests for that security function

3. Term nol ogy

Thi s docunment uses the follow ng termni nol ogy described in [ RFC7665],
[ RFC7665] [ i 2nsf -t erm nol ogy] [ ONF- SFC- Archi tecture].

(0]

Hyun,

Servi ce Function/ Security Function (SF): A function that is
responsi ble for specific treatment of received packets. A Service
Function can act at various layers of a protocol stack (e.g., at
the network | ayer or other OSI layers) [RFC7665]. 1In this
docunent, SF is used to represent both Service Function and
Security Function. Sanple Security Service Functions are as
follows: Firewall, Intrusion Prevention/Detection System (IPS/

| DS), Deep Packet |nspection (DPl), Application Visibility and
Control (AVC), network virus and mal ware scanni ng, sandbox, Data
Loss Prevention (DLP), Distributed Denial of Service (DDoS)
mtigation and TLS proxy.

Classifier: An elenent that perforns Classification. It uses a
gi ven policy from SFC Policy Mnager.

Service Function Chain (SFC): A service function chain defines an
ordered set of abstract service functions and ordering constraints
that nmust be applied to packets and/or franes and/or flows
selected as a result of classification [ RFC7665].

Servi ce Function Forwarder (SFF): A service function forwarder is
responsible for forwarding traffic to one or nore connected
service functions according to information carried in the SFC
encapsul ation, as well as handling traffic com ng back fromthe
SF. Additionally, an SFF is responsible for delivering traffic to
a classifier when needed and supported, transporting traffic to
another SFF (in the sane or the different type of overlay), and
term nating the Service Function Path (SFP) [RFC7665].

Service Function Path (SFP): The service function path is a
constrai ned specification of where packets assigned to a certain
service function path nust be forwarded. While it may be so
constrained as to identify the exact |ocations for packet
processing, it can also be less specific for such |ocations

[ RFC7665] .

SFC Policy Manager: It is responsible for translating a high-1leve
policy into a lowlevel policy, and performng the configuration
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for SFC-aware nodes, passing the translated policy and
configuration to SFC aware nodes, and maintaining a stabilized
net wor k.

SFC Catal og Manager: It is responsible for keeping the track of
the information of available SF instances. For exanple, the

i nformation includes the supported transport protocols, IP
addresses, and |l ocations for the SF instances.

Control Nodes: It collectively refer to SFC Policy Manager, SFC
Cat al og Manager, SFF, and C assifier

Service Path ldentifier (SPI): It identifies a service path. The
classifier MJST use this identifier for path selection and the
Control Nodes MJST use this identifier to find the next hop
[sfc-nsh].

Service Index (Sl): It provides a location within the service
path. SI MJST be decrenented by service functions or proxy nodes
after perfornming the required services [sfc-nsh].

Net wor k Servi ce Header (NSH): The header is used to carry SFC
related information. Basically, SPI and SI should be conveyed to
the Control Nodes of SFC via this header

SF Forwardi ng Tabl e: SFC Policy Manager maintains this table. It
contains all the forwarding i nformati on on SFC-enabl ed | 2NSF
architecture. Each entry includes SFF identifier, SPI, SI, and
next hop information. For exanple, an entry ("SFF. 1", "SPI: 1",
"Sl:o1", "IP: 192.168.xx.xx") is interpreted as follows: "SFF 1"
should forword the traffic containing "SPI 1" and "SI 1" to

"1 P=192. 168. xx. xx".

Architecture

This section describes an SFC-enabl ed | 2NSF architecture and the
basi ¢ operations of service chaining. It also includes details about
each component of the architecture.

Figure 1 describes the conponents of SFC-enabl ed | 2NSF architecture.
Qur architecture is designed to support a conposite inspection of
traffic packets in transit. According to the inspection result of
each SF, the traffic packets could be steered to another SF for
futher detailed analysis. It is also possible to reflect a high-

| evel SFC-related policy and a configuration fromI2NSF Cient on the
conmponents of the original |2NSF framwork. Moreover, the proposed
architecture provides | oad bal anci ng, auto suppl enentary SF
generation, and the elimination of unused SFs. |n order to achieve
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t hese desi gn purposes, we integrate several conmponents to the
original I2NSF frammrk. |In the follow ng sections, we explain the
details of each component.

B e s s R R e s i e e R R e e s
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[ e R |
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Fi gure 1: SFC-enabl ed | 2NSF
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4.1. SFC Policy Mnager

SFC Policy Manager is a core conponent in our system It is
responsible for the following two things: (1) Interpreting a high-

| evel SFC policy (or configuration) into a |lowlevel SFC policy (or
configuration), which is given by I12NSF Cdient, and delivering the
interpreted policy to Cassifiers for security function chaining. (2)
Generating an SF forwarding table and distributing the fowarding
information to SFF(s) by consulting with SFC Cat al og Manager. As
Figure 1 describes, SFC Policy Manager perforns these additional
functionalities through Consuner-Facing Interface and NSF-Faci ng
Interface.

G ven a high-level SFC policy/configuration froml2NSF Cient via
Consuner - Faci ng I nterface, SFC Policy Manager interprets it into a

| ow| evel policy/configuration conprehensible to Classifier(s), and
then delivers the resulting lowlevel policy to them Mreover, SFC
Pol i cy Manager possibly generates new policies for the flexible
change of traffic steering to rapidly react to the current status of
SFs. For instance, it could generate new rules to forward all
subsequent packets to "Firewall Instance 2" instead of "Firewall
Instance 1" in the case where "Firewall Instance 1" is under

congesti on.

SFC Policy Manager gets information about SFs from SFC Cat al og
Manager to generate SF forwarding table. 1In the table generation
process, SFC Policy Manager considers various criteria such as SFC
policies, SF |oad status, SF physical |ocation, and supported
transport protocols. An entry of the SF forwarding table consists of
SFF ldentifier, SFP, SI, and next hop information. The exanples of
next hop information includes the I P address and supported transport
protocols (e.g., VWXLAN and GRE). These forwarding table updates are
distributed to SFFs with either push or pull nethods.

4.2. SFC Catal og Manager

In Figure 1, SFC Catal og Manager is a component integrated into
Security Controller. It is responsible for the follow ng three
things: (1) Maintaining the information of every avail able SF

i nstance such as | P address, supported transport protocol, service
nane, and | oad status. (2) Responding to the queries of available SF
i nstances from SFC Policy Manager so as to help to generate a
forwarding table entry relevant to a given SFP. (3) Requesting

Devel oper’ s Managenent Systemto dynanmically instantiate

suppl enentary SF instances to avoid service congestion or the
elimnation of an existing SF instance to avoid resource waste.

Hyun, et al. Expires May 3, 2018 [ Page 7]



Internet-Draft SFC- enabl ed | 2NSF Architecture Cct ober 2017

Whenever a new SF instance is registered, Devel oper’s Managenent
System passes the information of the registered SF instance to SFC
Cat al og Manager, so SFC Catal og Manager nmaintains a list of the
informati on of every available SF instance. Once receiving a query
of a certain SFP from SFC Policy Manager, SFC Catal og Manager
searches for all the available SF instances applicable for that SFP
and then returns the search result to SFC Policy Mnager.

In our system each SF instance periodically reports its |oad status
to SFC Catal og Manager. Based on such reports, SFC Catal og Manager
updates the information of the SF instances and manages the pool of
SF i nstances by requesting Devel oper’s Managenent System for the
additional instantiation or elimination of the SF instances.
Consequently, SFC Catal og Manager enabl es efficient resource
utilization by avoiding congestion and resource waste.

4.3. Devel oper’s Managenent System

We extend Devel oper’s Managenment System for additiona
functionalities as follows. As nentioned above, the SFC Catal og
Manager requests the Devel oper’s Managenent Systemto create
addi ti onal SF instances when the existing instances of that service
function are congested. On the other hand, when there are an
excessi ve nunber of instances for a certain service function, the SFC
Pol i cy Manager requests the Devel oper’s Managenent Systemto
elimnate sonme of the SF instances. As a response to such requests,
t he Devel oper’ s Managenent System creates and/or renoves SF
instances. Once it creates a new SF instance or renoves an existing
SF i nstance, the changes nust be notified to the SFC Catal og Manager.

4.4, Cassifier

Classifier is a logical conmponent that may exist as a standal one
conmponent or a subnodul e of another conponent. In our system the
initial classifier is typically located at an entry point like a
border router of the network domain, and perforns the initial
classification of all incoming packets according to the SFC policies,
whi ch are given by SFC policy manager. The classification means
determ ning the SFP t hrough which a given packet should pass. Once
the SFP is decided, the classifier constructs an NSH that specifies
the corresponding SPI and SI, and attaches it to the packet. The
packet will then be forwarded through the deterni ned SFP on the basis
of the NSH information.
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4.5. Service Function Forwarder (SFF)

It is responsible for the following two functionalities: (1)
Forwardi ng the packets to the next SFF/ SF. (2) Handling re-
classification request from SF.

An SFF basically takes forwarding functionality, so it needs to find
the next SF/ SFF for the incoming traffic. It will search its
forwarding table to find the next hop information that corresponds to
the given traffic. |In the case where the SFF finds a target entry on
its forwarding table, it just forwards the traffic to the next SF/ SFF
specified in the next hop information. |f an SFF does not have an
entry for a given packet, it will request the next hop information to
SFC Policy Manager with SFF identifier, SPI, and SI information. The
SFC Policy Manager will respond to the SFF with next hop information
and then the SFF updates its forwarding table with the response,
forwarding the traffic to the next hop

Sonmetimes an SF may want to forward a packet, which is highly
suspi ci ous, to another SF for futher security inspection. This is

referred to as advanced security action in I2NSF. In this situation
if the next SF nay not be the one on the current SFP of the packet,
re-classification is required to change the SFP of the packet. |If

the current SF is capable of re-classifying the packet by itself, the
SF updates the SPI field in the NSH in the packet to serve the
advanced secuity action. Oherwise, if the classifier exists as a

st andal one, the SF appends the inspection result of the packet to the
MetaData field of the NSH and delivers it to the source SFF. The
attached MetaData includes a re-classification request to change the
SFP of the packet to another SFP for stronger inspection. Wen the
SFF receives the traffic requiring re-classification, it forwards the
traffic to the Cassifier where re-classification will be eventually
per f or med.

SFC defines Rendered Service Path (RSP), which represents the
sequence of actual visits by a packet to SFFs and SFs [ RFC7665]. |If
the RSP information of a packet is available, the SFF could check
this RSP informati on to detect whether undesired | oopi ng happened on
the packet. |If the SFF detects looping, it could notify the Security
Controller of this |ooping, and the Security Controller could nodify
rel evant security policy rules to resolve this | ooping.

5. Use Cases
This section introduces three use cases for the SFC-enabl ed | 2NSF
architecture : (1) Dynamic Path Alternation, (2) Enforcing Different

SFPs Dependi ng on Trust Levels, and (3) Effective Load Bal ancing with
Dynamic SF Instantiation.
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5.1. Dynanic Path Alternation

In SFC-enabl ed | 2NSF architecture, a Cl assifier determ nes the
initial SFP of incoming traffic according to the SFC policies. The
classifier then attaches an NSH specifying the determ ned SFP of the
packets, and they are anal yzed through the SFs of the initial SFP
However, SFP is not a static property, so it could be changed
dynanically through re-classification. A typical exanple is for a
certain SF in the initial SFP to detect that the traffic is highly
suspicious (likely to be malicious). 1In this case, the traffic needs
to take stronger inspection through a different SFP which consists of
nmor e sophi sticated SFs.

Figure 2 illustrates an exanmple of such dynamic SFP alternation in a
DDoS attack scenario. SFP-1 represents the default Service Function
Path that the traffic initially follows, and SFP-1 consists of AVC
Firewall, and IDS/IPS. |If the IDS/IPS suspects that the traffic is
attenpting DDoS attacks, it will change the SFP of the traffic from
the default to SFP-2 so that the DDoS attack nitigator can execute a
proper countermeasure agai nst the attack.

Such SFP alternation is possible in the proposed architecture with
re-classification. In Figure 1, to initiate re-classification, the
| DS/ | PS appends its own inspection result to the MetaData field of
NSH and deliver it to the SFF fromwhich it has originally received
the traffic. The SFF then forwards the received traffic including
the inspection result fromthe IDS/IPS to Cassifier for re-
classification. dassifier checks the inspection result and

determi nes the new SFP (SFP-2) associated with the inspection result
in the SFC policy, and updates the NSH with the SPI of SFP-2. The
traffic is forwarded to the DDoS attack nitigator.

SFP-1. AVC. Firewal | : 1 DS/ | PS

__________________________________________________________________ >
- - - -+ +- - -+ R E ok o R E ok o o e e - - -+
| Source|---] AVC |---| Firewall|----- | IDS/IPS |---| Destination
- - - -+ e R e o R e o e R ch ok ok SR
________________________________________ , S e >

\ +- - - -+ /

\ | DbosS | /

\' -+

SFP-2. AVC: Firewal | : DDoS: | DS/ | PS

Figure 2: Dynanmic SFP Alternation Exanpl e
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5.2. Enforcing Different SFPs Dependi ng on Trust Levels

Because the traffic comng froma trusted source is highly likely to
be harm ess, it does not need to be inspected excessively. On the
other hand, the traffic comng froman untrusted source requires an

i n-depth inspection. By applying minimmrequired security functions
to the traffic froma trusted source, it is possible to prevent the
unnecessary waste of resources. In addition, we can concentrate nore
resources on potential malicious traffic. In the SFC enabl ed | 2NSF
architecture, by configuring an SFC Policy to take into account the

| evel s of trust of traffic sources, we can apply different SFPs to
the traffic conming fromdifferent sources

Figure 3(a) and Figure 3(b) represent SFPs applicable to traffic from

trusted and untrusted sources, respectively. |In Figure 3(a), we
assune a |ightweight IDS/IPS which is configured to perform packet
header inspection only. |In this scenario, when receiving the traffic

froma trusted source, the classifier deternmines the SFP in

Figure 3(a) such that the traffic passes through just a sinple

anal ysis by the lightweight IDS/IPS. On the other hand, traffic from
an untrusted source passes nore thorough exam nation through the SFP
in Figure 3(b) which consists of three different types of SFs.

e s e s R e e ok
| Source |[----------- > IDS/IPS |----------- >| Destination
+- - e - -+ +- - e - -+ R o ol I S S

(a) Traffic flow of trusted source

+- - - - -+ +- - - - - - - -+ +- - - - - - -+
| Source | | Anti-Spoofing | | Destination
o4 - - -+ | function | T Ak i R

B A i S e [

R T e et | | S T S S
------- > Firewall |-- ---->  DPI  |--
R e S e e S e

(b) Traffic flow of untrusted source

Figure 3: Different path allocation depending on source of traffic
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5.3. Effective Load Bal ancing with Dynanic SF Instantiation

In a | arge-scal e network domain, there typically exist a | arge nunber
of SF instances that provide various security services. It is

possi ble that a specific SF instance experiences an excessi ve anount
of traffic beyond its capacity. |In this case, it is required to

al l ocate sonme of the traffic to another avail able instance of the
same security function. |If there are no additional instances of the
same security function avail able, we need to create a new SF instance
and then direct the subsequent traffic to the newinstance. 1In this
way, we can avoid service congestion and achi eve nore efficient
resource utilization. This process is conmonly called |oad

bal anci ng.

In the SFC enabl ed |1 2NSF architecture, SFC Catal og Manager perforns
periodic nonitoring of the |load status of available SF instances. In
addition, it is possible to dynami cally generate a new SF instance

t hr ough Devel oper’s Managenent System Wth these functionalities
along with the flexible traffic steering mechanism we can eventually
provi de | oad bal anci ng servi ce.

The follow ng describes the detail ed process of |oad bal anci ng when
congestion occurs at the firewall instance:

1. SFC Catal og Manager detects that the firewall instance is
receiving too nmuch requests. Currently, there are no additiona
firewal | instances avail abl e.

2. SFC Catal og Manager requests Devel oper’s Managenent Systemto

create a new firewal |l instance
3. Devel oper’s Managenent Systemcreates a new firewall instance and
then registers the information of the new firewall instance to

SFC Cat al og Manager.

4. SFC Catal og Manager updates the SFC Information Table to reflect
the new firewall instance, and notifies SFC Policy Manager of
thi s update.

5. Based on the received information, SFC Policy Manager updates the
forwarding information for traffic steering and sends the new
forwarding information to the SFF

6. According to the new forwardi ng i nformation, the SFF forwards the

subsequent traffic to the new firewall instance. As a result, we
can effecively alleviate the burden of the existing firewall
i nst ance.
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7

Di scussi on

The informati on nodel and data nodel of security policy rules in the
| 2NSF franewor k defines an advanced security action as a type of
action to be taken on a packet

[nsf-capability-in[nsf-facing-inf-dnj. Through the advanced
security action, a basic NSF (e.g., firewall) can call a different
type of NSF for nore in-depth security analysis of a packet. If an
NSF triggers an advanced security action on a given packet, the
packet should be forwarded to the NSF dedicated to the advanced
action. That is, the advanced action dynamically determ nes the next
NSF where the packet should go through. So if a forwardi ng conmponent
is configured with the network access information (e.g., |P address,
port nunber) of the next required NSF, it can forward the packet to
the NSF. Wth this advanced security action, it is possible to avoid
the overhead for configuring and nanagi ng the information of security
function chains and pat hs.

In SFC, re-classification is required to support the situation where
the security function path of a packet changes dynamically, and the
classifier is responsible for re-classification tasks to change the
security function path of a packet. But if the classifier exists as
a separate conponent froman NSF, the packet should be first
delivered fromthe NSF to the classifier for re-classification, and
this introduces an additional delay. As already nentioned, the
advanced security action in the i2nsf framework can omt the

requi renent of pre-defined security function chain configuration. |If
there exists no security function chain/path configurations, there is
no need of re-classification as well. That is, the forwarder can

sinply forward the packet to the next required NSF according to the
advanced action determ end by the predesessor NSF, wi thout re-
classification through the classifier.

| mpl enent ati on Consi derations
1. SFC Policy Configuration and Managenent

In the SFCenabl ed | 2NSF architecture, SFC policy configuration and
managenent shoul d be considered to realize NSF chaining for packets.
According to the given SFC policy, a classifier is configured with
the correspondi ng NSF chain/path information, and also an SFF is
configured with a forwarding information table.

The following three interfaces need to be considered for SFC policy
configuration and managenent. First of all, the network

adm nistrator, typically an |I2NSF user, needs to send SFC policy
configuration informati on that should be enforced in the systemto
the security controller. Thus an interface between the network

Hyun, et al. Expires May 3, 2018 [ Page 13]



Internet-Draft SFC- enabl ed | 2NSF Architecture Cct ober 2017

admi ni strator and the security controller should be set up for this
objective. By analyzing the given SFC policy configuration
information, the security controller generates NSF chain/path
information required for classifiers and forwardi ng i nformation table
of NSFs that SFFs require for packet forwarding. An interface

bet ween the security controller and classifier is required to deliver
NSF chain/path information to the classifier. In addition, an
interface between the security controller and SFF is also required to
deliver forwarding information table of NSFs to SFFs.

When there are multiple instances of classifiers and SFFs,

synchroni zing the configuration informati on over themis inportant
for themto have a consistent view of the configuration information.
Therefore it should be considered how to synchronize the
configuration information over the classifiers and SFFs.

7.2. Placenent of Cassifiers

To inplement the SFC-enabl ed | 2NSF architecture, it needs to be
consi dered where to place the classifier. There are three possible
options: NSF, SFF, and a separate conmponent. The first option is
integrating a classifier into every NSF. This approach is good for
re-classification, because each NSF itself can performre-
classification wthout introducing any additional network overhead.
On the other hand, configuring every NSF with NSF chai n/path

i nformati on and mai ntaining their consistency introduce an extra
overhead. The second option is integrating a classifier into a SFF
In general, since the nunber of SFFs is nuch smaller than the nunber
of NSFs, the overhead for configuring and nmanagi ng NSF chai n/ path

i nformati on woul d be smaller than the first option. |In this case,
re-classification of a packet should be done at a SFF rather than an
NSF. The third option is that a classifier operates as a standal one
entity. In this case, whenever re-classificationis required for a
packet, the packet should first stop by the classifier before going
through a SFF, and this is likely to increase packet delivery

| at ency.

7.3. Inplenmentation of Network Tunneling

Tunnel i ng protocols can be utilized to support packet forwarding

bet ween SFF and NSF or SFC proxy [RFC7665] . In this case, it needs
to be considered which tunneling protocol to use, and both SFF and
NSF/ SFC proxy shoul d support the sanme tunneling protocols. [If an NSF
itself should handle the tunneling protocol, it is required to nodify
the NSF i npl enentation to make it understand the tunneling protocol
When there are diverse NSFs devel oped by different vendors, howto
nmodi fy efficiently those NSFs to support the tunneling protocol is an
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8.

critical issue to reduce the nai ntenance cost of NSFs after
depl oynent .

We i npl enent ed network tunnleing based on GRE (Generic Routing
Encapsul ation) protocol to support packet forwardi ng between SFF and
SFC proxy. For the NSH encapsul ation with GRE protocol in |ayer 3,
we referred to the header format defined in [ Network-Service-Header].
Figure 4 shows the format of an entire packet in our inplenmentation
and Figure 5 shows the mapping table of service path identifiers used
in our inplenentation.

[ e e oo +
| L2 header | L3 header(Quter 1P), | GRE header,
| | protocol =47 | PT=0x894F |
| | | |
Fom e o - Fom e e e e oo e e e - +
----------- oo+
NSH, NP=0x1| |
SPI =1 | original packet |
Si=1 | |
----------- e e e e e+

Figure 4: Entire packet format for network tunneling based on GRE

pr ot ocol
Homm - - Fom e e e e e e e e e e ee oo +
| SPI | Network security function [
Homm e o m e e e e e e e eeee oo n +
| 1 | Firewall [
[ S, oo e e e e e e e ao oo - +
| 2 | Firewall->DPI |
Homm - - Fom e e e e e e e e e e ee oo +
| 3 | Firewall->DPl->DDoS netigation]|
Homm e o m e e e e e e e eeee oo n +

Figure 5: Mapping table of service path identifiers
Security Considerations

To enabl e security function chaining in the | 2NSF framework, we adopt
the additional components in the SFC architecture. Thus, this
docunent shares the security considerations of the SFC architecture
that are specified in [ RFC7665] for the purpose of achieving secure
conmmuni cati on anong conponents in the proposed architecture.
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Appendi x A.  Changes fromdraft-hyun-i2nsf-nsf-triggered-steering-03

The foll owi ng changes have been made from draft-hyun-i 2nsf-nsf-
triggered-steering-03:

0 Section 7 has been added to discuss inplenmentation considerations
of the SFC-enabl ed | 2NSF architecture.

o The references have been updated to reflect the | atest documents.
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