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1. Introduction
Information-Centric Networks in general, and Content-Centric
Net wor ki ng (CCN) [15] or Nanmed Data Networking (NDN) [16] in
particul ar, have enmerged as a novel communication paradi gm advocati ng
to retrieve data through their names. This paradi gm pushes content
awareness into the network layer. It is expected to enabl e consumners

to obtain the content they desire in a straightforward and efficient
manner fromthe heterogenous networks they may be connected to. The

CCN/ NDN architecture has introduced innovative ideas and has
stimul ated research in a variety of areas, such as in-network

cachi ng, nane-based routing, multi-path transport, content security,
and so on. One key benefit of requesting content by name is that it

renoves the need to establish a session between the client and a
specific server, and that content can thereby be retrieved from
mul ti pl e sources.
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In parallel, there has been a growing interest from both academ a and
i ndustry to better understand fundanmental aspects of Network Coding
(NC) toward enhanci ng key system performance netrics such as data

t hroughput, robustness and reduction in the required nunber of
transm ssi ons t hrough connected networks, point-to-nultipoint
connections, etc. Typically, NCis a technique nainly used to encode
packets to recover |ost source packets at the receiver, and to
effectively get the desired information in a fully distributed
manner. |In addition, NC can be used for security enhancenents

[2][3][4][5].

NC aggregates nmultiple packets with parts of the sane content
together, and may do this at the source or at other nodes in the
networ k. As such, network coded packets are not connected to a
specific server, as they may have evolved within the network. Since
NC focuses on what information should be encoded in a network packet,
rat her than the specific host where it has been generated, it is in
line with the CCN NDN core networking |ayer (described in nore detai
later on). NC has already been inplenmented for information/content
di ssemnation (e.g. [6][7][8]). NC provides CCN NDN wi th the highly
beneficial potential to effectively dissenminate information in a
conpl etely i ndependent and decentralized manner. [9] first suggested
to exploit NC techniques to enhance key system perfornmances in | CN
and ot hers have considered NC in |ICN use cases such as content

di ssemination [10], seam ess mobility [11], joint caching and network
coding [12][13], lowlatency video stream ng [14], etc.

In this docunent, we consider how NC can be applied to the CCN NDN
architecture and describe the requirenents and potential chall enges
for maki ng CCN/ NDN- based conmmuni cations better using the NC

technol ogy. Please note that providing specific solutions (e.g., NC
optimzation nmethods) to enhance CCN NDN performance netrics by
exploiting NCis out of scope of this docunent.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [1].

2.1. Definitions
The termi nol ogy regarding NC used in this docunment is described
below. It is aligned with RFCs produced by the FEC Framework

(FECFRAME) | ETF Working Groups as well as recent activities in the
Net wor k Codi ng Research Group [18].

Mat suzono, et al. Expi res Septenber 6, 2018 [ Page 3]



Internet-Draft NC f or CCN NDN March 2018

0 Random Li near Coding (RLC): Particul ar case of Linear Coding using
a set of random codi ng coefficients.

0 GCeneration, or (IETF) Block: Wth Block Codes, the set of content
data that are logically grouped into a Bl ock, before doing
encodi ng.

0 Generation Size: Wth Bl ock Codes, the nunber k of content data
bel onging to a Bl ock

0 Encoding Vector: A set of coding coefficients used to generate a
certain coded packet through linear coding. The nunber of nonzero
coefficients in the Coding Vector defines its density

o Finite Field: Finite fields, used in Linear Codes, have the
desired property of having all elenents (except zero) invertible
for + and * and all operations over any elenments do not result in
an overflow or underflow. Exanples of Finite Fields are prine
fields {0..p"m 1}, where p is prine. Mst used fields use p=2 and
are called binary extension fields {0..2"m 1}, where moften
equals 1, 4 or 8 for practical reasons

o Finite Field size: The nunber of elenents in a finite field. For
exanpl e the binary extension field {0..2"m 1} has size g=2"m

o Bl ock Coding: Coding technique where the input Flow(s) nust be
first segmented into a sequence of bl ocks, FEC encodi ng and
decodi ng bei ng perfornmed i ndependently on a per-block basis.

o Sliding Wndow Codi ng or Convol utional Coding: Ceneral class of
codi ng techniques that rely on a sliding encoding window This is
an alternative solution to Bl ock Coding

o0 Fixed or Elastic Sliding Wndow Codi ng: Codi ng techni que that
generates repair data on-the-fly, fromthe set of source data
present in the sliding encoding window at that tine, usually by
usi ng Linear Coding. The sliding window may be either of fixed
size or of variable size over the time (also known as "elastic
sliding w ndow").

o0 Feedback: Feedback information sent by a decodi ng node to a node
(or froma consunmer to a publisher in case of End-to-End Coding).
The nature of information contained in a feedback packet varies,
dependi ng on the use-case. It can provide reception and/or
decoding statistics, or the list of avail abl e source packets
recei ved or decoded, or the list of lost source packets that
shoul d be retransnitted, or a nunber of additional repair packet
needed to have a full rank linear system
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2

2

Concerning CCN NDN, the follow ng term nology and definitions are
used.

0 Consuner: A node requesting content. It initiates conmunication
by sending an interest packets.

0 Publisher: A node providing content. It originally creates or
owns the content.

o0 Forwarding Information Base (FIB): A lookup table in a content
router containing the nane prefix and correspondi ng destination
interface to forward the interest packets.

0 Pending Interest Table (PIT): A | ookup table popul ated by the
i nterest packets containing the name prefix of the requested data,
and the outgoing interface used to forward the received data
packets.

o Content Store (CS): A storage space for a router to cache content
objects. It is also known as in-network cache.

0 Content Cbject: A unit of content data delivered through the CCN
NDN net wor K.

o Content Flow A sequence of content objects associated with the
uni que content nane prefix.

NDN/ CCN Backgr ound

Armed with the term nol ogy above, we briefly explain the key concepts
of CCNVNDN. Both protocols are simlar in principle, and different
on some inplenmentation choices.

In a CCN network, there are two types of packets at the network

| evel : interest and data. The consuner request a content by sending
an "interest" nessage, that carries the name of the data. On
difference to note here in CCN and NDN is that in later versions of
CCN, the interest nmust carry a full nanme, while in NDN it may carry a
nane prefix (and receive in return any data with a name matching this
prefix).

Once a router receives an "interest" nessage, it performs a series of
| ook-up: first it checks in the Content Store if it has a copy of the
requested content available. |If it does, it returns the data and the
transacti on has successfully conpl et ed.

If it does not, it perforns a |look-up of the PIT to see if there is
al ready an outgoing request for the sane data. |If there is not, then
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it creates an entry in the PIT that lists the nanme included in the
interest, and the interfaces fromwhich it received the interest.
This is used later to send the data back, since interest packets do
not carry a source field that identifies the requester. |If there is
already a PIT entry for this nane, then it is updated with the
inconming interface of this new request and the interest is discarded.

After the PIT | ook-up, the interest undergoes a FIB | ookup to sel ect
an outgoing interface. The FIB lists nane prefixes and their
correspondi ng forwarding interfaces, to send the interface towards a
router that possesses a copy of the requested data.

Once a copy of the data is retrieved, it is send back to the
requester(s) using the trail of PIT entries; internmedi ate node renove
the PIT state every time that an interest is satisfied, and may store
the data in their content store

Dat a packets carry sone infornmation to validate the data, in
particular that the data is indeed the one that corresponds to the
nane. This is required since authentication of the object is crucial
in CCN/NDN. However, this step is optional at internmediate routers,
so as to speed up the processing.

The key aspect of CCNVNDN is that the consumer of the content does
not establish a session with a specific server. |Indeed, the node
that returns the content is not aware of the network | ocation of the
requester and the requester is not aware of the network |ocation of
the node that provides the content. This in theory allows the
interests to follow different paths within a network, or even to be
sent over totally different networks.

3. Advantage given by NC and CCN NDN

Both NC for large scale content dissem nation [7] and CCN NDN can
contribute to effective content/information delivery while working
jointly. They both bring simlar benefits such as throughput/
capacity gain and robustness enhancenment. The difference between
their approaches is that, the former considers content flow as

al gebraic information to conbine [17], while the latter focuses on
content/information itself at the networking |layer. Because these
approaches are conplenentary, it is natural to conmbine them The
CCN/ NDN core abstraction at networking |ayer through name nmakes
network stack sinple as it enables applications to take maxi mum
advantage of multiple sinmultaneous connectivities due to its sinpler
relationship with the layer 2 [15].

CCN/ NDN itsel f, however, cannot provide reliable and robust content
di ssemination. This requires some specific CCN/ NDN transport (i.e.
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strategy layer) [15]. NC can enable the CCN NDN transport systemto
effectively distribute and cache data associated with nulti-path data
retrieval. Furthernore, NC may further enhance CCN NDN security
[23]. In this context, it should be natural that there is nmuch room
for considering NC integration into CCN/ NDN transport exploiting in-
network caching and nulti-path transnission [9] and seam ess nobility
[11] [28].

From the perspective of NC transport mechanism NC is divided into
two mmjor categories: one is coherent NC, and the other is non-
coherent NC [30]. In coherent NC, source and destination nodes
exactly know network topol ogy and codi ng operations at internediate
nodes. Wen nultiple consumers are trying to receive the same
content such as live video stream ng, coherent NC could enable the
opti mal throughput by naking the content flow sent over the
constructed optimal nulticast trees [24].

However, it requires fully adjustable and specific name-based routing
mechani sm for CCN/ NDN, and an intense conputational task for centra
coordination. In the case of non-coherent NC that often utilizes
RLC, they do not need to know network topology and internedi ate
codi ng operations. Since non-coherent NC works in a conpletely

i ndependent and decentralized manner, this approach is nore feasible
especially in the large scal e use cases that are intended with CCN
NDN. This docunent thus focuses on non-coherent NC with RLC

4. Requirenents

This section presents the NC requirenents for ICNCCN in terns of
network architecture and protocol. The current docunent focuses on
NC in a bl ock codi ng manner.

4.1. Content Nam ng

Nam ng content objects is as inportant for CCN NDN as naming hosts is
for today's Internet [19]. Before perform ng network coding for
specified content in CCN NDN, the overall content should be split
into small content objects to avoid packet fragmentation that could
cause unnecessary packet processing and degrades throughput. The
size of content objects should be within the allowabl e packet size so
as to avoid packet fragnmentation in CCN NDN network, and then network
codi ng should be applied into a set of the content objects.

Each coded packet MAY have a uni que name as the original content

obj ect has in CCN NDN, since PIT/FIB/CS operati ons need a uni que name
to identify the coded data. As a way of nam ng coded packet, the
encodi ng vector and the identifier of generation can be used as a
part of the content object nanme [10]. For instance, when the bl ock
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size (also called generation size) is k and the encoding vector is
[1,0,0,0], the nane would be like /CCN conivideo-A/ k/1000. This

nam ng schenme is sinple and can support the delivery of coded packets
with exactly the sane operations in the FIB/PIT/CS as for origina
source packets. However, such a nam ng way requires the consuner to
know t he naming structure (through a specific nane resolution schene
for instance) in order for nodes to specify the exact nane of
generated coded data packet to retrieve it. Fromthis point of view,
it could shift the generation of the encoding vector fromthe content
producer onto the content requester.

If a naming schema such as above is used, it would be valuable to
reconsi der whether Interest should carry full names (as in CCN) or
prefixes (as in NDN) as multiple network coded packets could match a
response to a specific prefix for a given generation, such as

/ CCN.comfvideo-A/k. In the latter case allow ng partial nanme

mat chi ng, the content requestor nmay not be able to obtain degrees of
freedom Thus, extensions in the TLV header of the Interest would be
used to specify further network coding information so as to linit
coded packets to be received (for instance, by specifying the encoded
vectors the content requestor receives (also called decoding matrix)
as in[9]). However, it may incur a largely increased size of TLV
header. Wthout such coding information, the forwardi ng node woul d
need to maintain sone records regarding interest packets sent before,
in order to provide new degrees of freedom

Coded packet MAY have a name that indicates that it is a coded
packet, and nove the coding information into a netadata field in the
payl oad (i.e., the nanme includes only data type, original or coded
packet, etc). This however woul d preclude network coding on packets
wi t hout prior decoding them (for instance, in the CS of forwarding
nodes). It would not be beneficial for applications or services that
may not need to understand the packet payload. Due to the
possibility that nultiple coded packets may have a sane nane, as
descri bed above, sone nechani sm needs for the content requestor to
obtain innovative coded packets. It would also require sone
mechanismto insert the nmultiple innovative packets into the CS. |If
the coding informati on of coded packet are encrypted together with
the payl oad (for instance, at source coding), the content requestor
or forwardi ng nodes woul d i ncur extra conputational overhead for
decryption of the packet to interpret the coding information.

4.2. Transport
The pul | -based request-response feature of CCNNDN i s the fundanent al

principle of its transport layer; one Interest retrieves at npbst one
Data packet. It is inportant to not violate this rule, as it would
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open deni al of service attacks issues, and thus the follow ng basic
operation should be considered to apply NC to CCN NDN

4.2.1. Scope of Network Coding

It should be discussed whether the network can update data packets
that are being received in transit, or if only the data that nmatches
an interest can be subject to network coding operations. In the

| atter case, the network coding is perforned on an end-to-end basis
(where one end is the consuner, and the other end is any node that is
able to respond to the Interest). In the former case, NC happens
anywhere in the network that is able to update the data. As CCN NDN
has mechani snms in place to ensure the integrity of the data during
transfer, NCin the network introduce conplexities that would require
speci al consideration for the integrity nechanisns to still work.

Simlarly, caching of network coded packets at internedi ate node nmay
be val uabl e, but may prevent the node caching the coded content to
val i date the content.

4.2.2. Consunmer Qperation

To attain NC benefits associated with in-network cachi ng, consuners
need to issue interests directing the router (or publisher) to
forward innovative coded packets if available. The reason why this
directive is needed is that del ay-sensitive applications such as
live-video stream ng may want to sequentially get original packets
rat her than coded packets cached in routers due to real-tine
constraint. |Issuing such an interest is possible by using optiona
TLV (Type Length Value) header contained in Interest TLV packet
format which allows network elements to add or nodify information on
the fly. Consumer can put an instruction into it, and for instance,
if routers detect that it is better for consumer to get coded packets
rat her than original packets, routers can nodify it to do so. After
receiving interests having the instruction in optional header, the
router with useful coded packets forward them

As anot her sol ution, consuner issues interests specifying unique
nanes for each coded packets. 1In this case, a unified nam ng schene
considering both original and coded packets is required. Mbreover
in the case of NC end-to-end approach, publishers need to get
feedback fromthe correspondi ng receivers to adjust some coding
paraneters. To deal with this, a receiver may have to request a
specific interest name to reach the correspondi ng publisher and put
required information into the optional header
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4.2.3. Router Qperation

Routers need to appropriately handle PIT entries to accommodat e
interests for coded packets as well as original packets. Moreover

in order to decode as necessary, nodes need to know the codi ng vector
used for each coded packet (note: since all the data for a specific
content may not cone through the sane path/network, internediate

nodes may never be able to decode). |In a typical case, the coding
vector used for each coded packet is attached to the header of coded
data. In regard to this point, the generation size (also called

bl ock size) for NC should be set to a reasonable value so that the
total coded packet size including header needed for expressing the
codi ng vector information and data nessage fits into the allowabl e
packet size. It may be useful to use conpression techniques for
codi ng vectors [20][21].

Router may try to forward useful independent coded packets toward
downstream nodes in order to respond to received interests for coded
packets. Routers thus need to determnine whether or not they can
generate useful coded packets for consumers. Assuming that the size

of the Finite Field in use is not relatively small, re-encoding using
enough cached packets has a strong probability of making i ndependent
coded packets [24]. |If router does not have enough cached packets to

new y produce independent coded packets, it relays received interests
to upstream nodes to receive a new original or independent coded
packet and pass it to downstream nodes. |In another possible case,
when receiving interests for only original packets, routers may try
to decode and get all the original packets and store them (if there
are fully avail abl e cache capacity), enabling faster response to the
interests. Since there is a tradeoff between NC encodi ng/ decodi ng
cal cul ation cost and cache capacity, and the usage efficacy of re-
encodi ng or decoding at router, router should need to deternine how
to response to receiving interests according to the use case (e.g.
del ay-sensitive or delay-tolerant application) and the router
situation such as avail abl e cache space and conputational capability.

Sone proposed schenes [10]require that the router maintain a tally of
the interests for a specific name and generation, so as to know how
many degrees of freedom have been provided already for the NC
packets. Scalability and practicality of mmintaining such schene at
i ntermedi ate routers shoul d consi der ed.

To enabl e fast | oss recovery cooperating with in-network caching, a
transport mechani smof in-network | oss detection and recovery
[28][14] at router as well as consumner-driven nechani sm shoul d be
consi der ed.
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4.2.4. Publisher Operation

The procedure for splitting an overall content into small content
objects is responsible for the original publisher. Wen applying NC
for the content, the publisher perforns NC over the content objects
and nam ng processing for the coded packets. |If the producer takes
the lead in determ ning the used encodi ng vectors and generating the
coded packets, there are the two possible end-to-end cases; 1)
content requestors obtain the nanes of coded packets through a
certain nmechanism and send the correspond interests toward the
publisher to get the coded packets al ready generated at the
publisher, and 2) the publisher deternines the encoding vectors after
receiving interests specifying them |In the fornmer case, although
content requestors cannot flexibly specify an encoding vector for
generating the coded packet to retain, but the latency for getting
the coded data can be reduced conpared to the |latter case where

addi tional NC operations need after receiving interests. According
to application requirenment for latency, such NC operation strategy
shoul d be consi der ed.

4.3. In-network Caching

Caching is an essential technique to inprove throughput and | atency
in various applications. In-network caching CCN NDN essentially
supports at network level is highly beneficial by exploiting NCto
enabl e effective nulticast transm ssion [29], nultipath data
retrieval [10] [11], fast loss recovery [14], and so on. However,
there are several issues to be considered.

As a general issue, there are limtations of cache capacity, and
caching policy affects on consumer’s performances [22] [25] [26]. It
is thus highly significant for routers to determ ne which packets
shoul d be cached and di scarded. Since del ay-sensitive applications
often do not require in-network cache for a long period due to their
real -tine constraints, routers have to know t he necessity for caching
recei ved packets to save the caching volune. This could be possible
by putting a flag into optional header of data packets at publisher
side. Wen receiving data packets with the flag meani ng no necessity
for cache, routers just have to forward themto downstream nodes. On
the ot her hand, when receiving original packets or coded packets

wi thout the flag, router may cache them based on a specified

repl acenent policy.

One key aspect of in-network caching is whether or not internediate
nodes can cache NC packets wi thout first decoding them If in-

networ k caches store coded packets, they need to be able to validate
that the packets are not conpromi sed, so as to avoid cache pollution
attacks. Wthout having all the packets in a generation, the cache

Mat suzono, et al. Expi res Septenber 6, 2018 [ Page 11]



Internet-Draft NC f or CCN NDN March 2018

cannot decode the packets to check if it is authenticated. Caching
of coded packets would require sonme nmechanismto validate coded
packets. In addition, when coded packets have a sane nane, it would
al so require some nechanismto identify them

4.4, Seam ess Mbility

Thi s subsection presents how NC can achi eve seanml ess nobility [11]
[28] and clarify the requirenents. A key feature of CCN NDN is that
it is sessionless and that nultiple interests can be send to
different copies of the content in parallel. CCN NDN enables a
consuner to retrieve the content fromnultiple sources that are

di stributed and asynchronous.

In this context, network codi ng provide a nechanismto ensure that
the Interests sent to nultiple copies of the content retrieve

i nnovati ve packets, even in the case of packet |osses on sone of the
pat hs/ networks to these copies. NC adds a reliability layer to CCN
in a distributed and asynchronous manner. One key benefit is that
the Iink between the consunmer and the multiple copies acts as a
virtual |ogical |ink, upon which rate adaptation nmechani smcan be
per f or ned.

This naturally applies to nobility event, where the consuner nay
connect between nultiple access points before a mobility event (make-
bef ore- break handoff). In such nobility event, the consuner is
connected first to the previous access point, then to both the

previ ous and next access points, then finally only to the next access
points. Wth CCN, the consuner only sends interests on the avail abl e
interfaces. Requesting network coded packets ensures that during the
phase where it is connected to the previous and the next APs at the
same time, it does not receive duplicate data, but does not mss on
any content either. By conbining NC with CCN, the consuner receives
addi tional degrees of freedomw th any innovative packet it receives
on either interface.

Further discussion is [TBD.

4.5. Security and Privacy
Thi s subsection describes the requirenent for security and privacy
provided by NC in CCN NDN, such as data integrity especially when
i nternmedi ate nodes performre-encoding, as in the case of hash
restrictions for original data packets, and so on
Net wor k coding i npacts the security nechanisns of CCNNNDN. In

particular, CCN/ NDN is designed to prevent nodification of the Data
packets. Because Data packets for a specific name can be self-
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aut henticated, they can be validated on the delivery path, and can
al so be cached at untrusted internmedi ate nodes. Network codi ng may
bring up issues if intermedi ate nodes are allowed to nodi fy packets
by perform ng additional network coding operations. Internediate
nodes nmay al so be cachi ng network coded packets wi thout having the
ability to performvalidation of the content and therefore open

t hensel ves to cache pollution attacks.

In CCN/ NDN, content objects can be encrypted to support access

control or privacy. |If the coding information of coded packet is
included in the encrypted data payl oad, extra conputational overhead
occurs.

5. Chal |l enges

This section presents several prinmary challenges and research itens
to be considered when applying NC into CCN NDN

5.1. Adopting Convol utional Coding

Several bl ock codi ng approaches have been proposed so far, but there
is still no sufficient discussion and application of convol utiona
codi ng approach (e.g., sliding or elastic w ndow coding) in CCN NDN
Convol utional coding is often appropriate to situations where a fully
or partially reliable delivery of continuous data flows is needed,
especially when these data flows feature realtinme constraints. As in
[31] on an end-to-end basis, it would be advantageous for continuous
content flow to adopt sliding window coding in CCNNDN. In this
case, the publisher needs to appropriately set coding paraneters and
| et content requestor know the information, and content requestor
needs to send interest (i.e., feedback information) about the data
reception status. Since CCN NDN advocat es hop-by-hop conmmruni cati on
it would be worth discussing and investigating how convol uti ona
coding can be applied in a hop-by-hop fashion and the benefits. In
particul ar, assunming that NC could occur at internediate nodes with
some useful data packets stored in the CS as described in the

previ ous section, both the encodi ng wi ndow and CS nmanagenent woul d be
required, and the feasibility and practicality should be considered.

5.2. Rate and Congestion Contro

Addi ng redundancy usi ng coded packets may cause further network
congestion and adversely affect overall throughput performance. In
particular, in a situation where fair bandwi dth sharing is nore
desirabl e, each streamng fl ow nust adapt to the network conditions
to fairly consune the available |ink bandwidth. It is thus

i ndi spensabl e that each content flow cooperatively inplenents
congestion control to adjust the consuned bandwidth to stabilize the
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network condition (i.e., to achieve | ow packet |oss rate, delay, and
jitter).

5.3. Security and Privacy
A variety of security and privacy concerns would exist in NC and CCN
NDN. This subsection focuses on the description of security and
privacy challenges related to NC for CCN/ NDN. [ TBD]

5.4. Routing Scalability

Thi s subsection focuses on the challenges of routing nechani sns such
as scalability and protocol overhead, and so on.

6. Security Considerations
Thi s docunent does not inpact the security of the Internet. Security
considerations related to NC for CCN NDN are described in the
previ ous Secti on.
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