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Abst ract

Information-Centric Networking (I CN) is now reaching technol ogi ca
maturity after nmany years of fundanental research and
experinentation. This docunent provides a nunber of depl oynent
considerations in the interest of helping the ICN community nove
forward to the next step of live deploynments. First, the ngjor

depl oynent configurations for |ICN are described including the key
overl ay and underl ay approaches. Then proposed depl oynment migration
paths are outlined to address major practical issues such as network
and application migration. Next, selected ICN trial experiences are
summari zed. Finally, protocol areas that require further

standardi zation are identified to facilitate future interoperable ICN
depl oynent s.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on July 19, 2018.
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1. Introduction

The 1 CNRG charter identifies deploynent guidelines as an inportant
topic area for the ICN community. Specifically, the charter states
that defining concrete mgration paths for |ICN depl oynents which
avoid forklift upgrades, and defining practical |ICN interworking
configurations with the existing Internet paradigm are key topic
areas that require further investigation [ICNRGCharter]. Also, it is
wel | understood that results and conclusions fromany md to |arge-
scale ICN experinments in the live Internet will also provide usefu
gui dance for depl oynents.

However, so far outside of sone prelinminary investigations such as
[I-D. pai k-icn-depl oynment - consi derations], there has not been nuch
progress on this topic. This document attenpts to fill some of these
gaps by defining clear deploynment configurations for ICN, and

associ ated migration pathways for these configurations. Al so,

sel ected deploynment trial experiences of ICN technology are

sunmari zed. Finally, reconrendati ons are nade for potential future

| ETF standardi zation of key protocol functionality that wll
facilitate interoperable | CN depl oynments goi ng forward.

2. Term nol ogy

Thi s docunent assunmes readers are, in general, famliar with the
terms and concepts that are defined in [RFC7927] and
[I-D.irtf-icnrg-termnology]. In addition, this docunment defines the
foll owi ng term nol ogy:

Depl oynment - In the context of this docunent, deploynent refers to
the final stage of the process of setting up an ICN network that
is (1) ready for useful work (e.g. transnission of end user video
and text) in a live environnent, and (2) integrated and
interoperable with the Internet. W consider the Internet in its
wi dest sense where it enconpasses various access networks (e.qg.
WFi, Mbile radio network), service edge networks (e.g. for edge
computing), transport networks, Content Distribution Networks
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3.

3.

(CDNs), core networks (e.g. Mobile core network), and back-end
processing networks (e.g. Data Centres). However, through out
the docunent we typically limt the discussion to edge networks,
core networks and CDNs for sinplicity.

I nformation-Centric Networking (ICN) - A data-centric network
architecture where accessing data by name is the essential network
primitive. See [I-D.irtf-icnrg-termnology] for further

i nformati on.

Net work Function Virtualization (NFV): A networking approach where
network functions (e.g. firewalls, |oad balancers) are nodul ari zed
as software logic that can run on general purpose hardware, and
thus are specifically decoupled fromthe previous generation of
proprietary and dedi cated hardware. See
[I-D.irtf-nfvrg-gaps-network-virtualization] for further

i nfornation.

Sof t war e- Def i ned Networking (SDN) - A networking approach where
the control and data plane for switches are separated, allow ng
for realizing capabilities such as traffic isolation and
programabl e forwardi ng actions. See [RFC7426] for further

i nfornation.

Depl oynment Confi gurations

In this section, we present various deploynent options for ICN

These are presented as "configurations"” that allow for studying these
options further. Wile this docunment will outline experiences with
various of these configurations (in Section 5), we will not provide
an in-depth technical or commercial evaluation for any of them- for
this we refer to existing literature in this space such as [Tateson].

1. dean-slate ICN

I CN has often been described as a "clean-slate" approach with the
goal to renew or replace the conplete IP infrastructure of the
Internet (e.g., existing applications which are typically tied
directly to the TCP/IP protocol stack, IP routers, etc.). As such
existing routing hardware as well as ancillary services are not taken
for granted. For instance, a Clean-slate |ICN deploynent would see
existing IP routers being replaced by | CN-specific forwardi ng and
routing elenents, such as NFD (Nanmed Data Networking Forwardi ng
Daenon) [NFD], CCN routers [Jacobson] or PURSU T forwardi ng nodes

[ I EEE_Communi cat i ons] .

Whi | e such cl ean-slate replacenent coul d be seen as exclusive for |ICN
depl oynents, some | CN approaches (e.g., [PONT]) also rely on the
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depl oynent of general infrastructure upgrades, here SDN switches.
Such SDN i nfrastructure upgrades, while being possibly utilized for a
Cl ean-sl ate | CN depl oynent woul d not necessary be used exclusively
for such deploynents. Different proposals have been nade for various
I CN approaches to enabl e the operation over an SDN transport

[ Reed] [ CONET] [ C_FLOW .

3.2. ICN-as-an-Overlay

Simlar to other significant changes to the Internet routing fabric,
particularly the transition fromIPv4 to | Pv6 or the introduction of
IP nmulticast, this deploynent configuration foresees the creation of
an |CN overlay. Note that this overlay approach is sonetines,
informally, also referred to as a tunneling approach. The overlay
approach can be inplenented directly such as | CN-over-UDP as
described in [CCNx_UDP]. Alternatively, the overlay can be
acconplished via ICN-in-L2-in-1P as in [| EEE_Communi cati ons] which
describes a recursive |ayering process. Another approach used in the
Networ k of Information (NetInf) is to define a convergence |ayer to
map Netlnf semantics to HTTP [I|-D. kutscher-icnrg-netinf-proto].
Finally, [Overlay_ ICN describes an increnmental approach to depl oying
an I CN architecture based on segregating |ICN user and control plane
traffic which is particularly well-suited to being overlaid on SDN
based net works.

Regardl ess of the flavor, however, the overlay approach results in

i sl ands of |CN deploynments over existing |IP-based infrastructure.
Furthernore, these ICN islands are typically connected to each other
via ICNIP tunnels. In certain scenarios this requires
interoperability between existing IP routing protocols (e.g. OSPF,
RIP, ISIS) and I CN based ones. |CN as-an-Overlay can be depl oyed
over |P infrastructure in either edge or core networks. This overlay
approach is thus very attractive for ICN experinentation and testing
as it allows rapid and easy depl oynent of ICN over existing IP

net wor ks.

3.3. I CN-as-an-Underl ay

Proposal s such as [PONT] and [White] outline the depl oynent option
of using an ICN underlay that would integrate with existing
(external) |P-based networks by depl oying application | ayer gateways
at appropriate locations. The nmain reasons for such a configuration
option is the introduction of ICN technology in given islands (e.g.
inside a CDN or edge |IoT network) to reap the benefits of native |ICN
in ternms of underlying nulticast delivery, nobility support, fast
indirection due to |location independence, in-network conputing and
possi bly nore. The underlay approach thus results in islands of
native | CN depl oyments which are connected to the rest of the
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I nternet through protocol conversion gateways or proxies. Routing
domains are strictly separated. OQutside of the ICNisland, normal IP
routing protocols apply. Wthin the ICN island, |ICN based routing
schenes apply. The gateways transfer the semantic content of the
messages (i.e., |P packet payl oad) between the two routing donmains.

3.3.1. Edge Network

Native I CN networks may be | ocated at the edge of the network which
all ows the possibility of introducing new network architectures and
protocols, and in this context ICNis an attractive option for newer
depl oynents such as IoT [I-D.irtf-icnrg-icniot]. The integration
with the current I P protocol suite takes place at an application
gat eway/ proxy at the edge network boundary, e.g., translating

i ncom ng CoAP request/response transactions [RFC7252] into ICN
message exchanges or vice versa. Furthernore, ICNwll allow
enhancenent of the role of gateways/proxies as |CN nessage security
shoul d be preserved through the protocol translation function of a
gat eway/ proxy and thus offer a substantial gain.

The work in [VSER] positions ICN as an edge service gateway driven by
a generalized ICN based service orchestration systemwith its own
compute and network virtualization controllers to nanage an | CN
infrastructure. The platformalso offers service discovery
capabilities to enable user applications to discover appropriate |CN
service gateways. To exenplify a use case scenario, the [VSER]

pl atform shows the realization of a nulti-party audi o/ vi deo
conferencing service over such a edge cloud depl oynent of ICN routers
realized over commodity hardware platforms. This platformhas al so
been extended to offer seam ess nobility and nobility as a service

[ VSER- Mob] features.

3.3.2. Core Network

In this sub-option, a core network would utilize edge-based protoco
mappi ng onto the native I CN underlay. For instance, [PO NT] proposes
to map HTTP transactions, or some other |P based transactions such as
CoAP, directly onto an | CN-based nessage exchange. This mapping is
realized at the network attachnment point, such as realized in access
poi nts or custoner prem se equipnent, which in turn provides a
standard IP interface to existing user devices. Towards peering

net wor ks, such network attachnment point turns into a nodified border
gat eway/ proxy, preserving the perception of an | P-based core network
towar ds any peering networKk.

The work in [White] proposes a sinmlar deploynent configuration

Here, the target is the use of ICN for content distribution within
CDN server farms, i.e., the protocol mapping is realized at the
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i ngress of the server farmwhere the HTTP-based retrieval request is
served, while the response is delivered through a suitable egress
node transl ation

3.4, ICNas-a-Slice

The objective of Network slicing [NGW]is to nultiplex a general poo
of conpute, storage and bandw dth resources anong multiple services
with exclusive SLA requirenents on transport |evel QS and security.
From a 5G perspective, this also includes slicing the air interface
spectrum resources anong different applications. These services
could include both connectivity services |ike LTE-as-a-service or OTT
services |like VoD or other |0oT services through conposition of a
group of virtual and/or physical network functions. Such a framework
can also be used to realize ICN slices with its own control, service
and forwardi ng plane over which one or nore end-user services can be
del i vered

5G next generation architecture [fiveG 23501] provides the
flexibility to deploy the ICN-as-a-Slice over either the edge (RAN)
or Mobile core network, or the ICN-as-a-Slice may be depl oyed end-to-
end. Further discussions on extending the architecture presented in
[fiveG 23501] and the correspondi ng procedures in [fiveG 23502] to
support | CN has been provided in [I-D.ravi-icnrg-5gc-icn]. Such a
general i zed network slicing framework should be able to offer service
slices to be realized using both IP and ICN. Network slicing wll
rely heavily on network softwarization and progranmability using SDN
NFV technol ogies for efficient utilization of avail abl e resources

wi t hout conpronising on the slice requirenents. Coupled with the
view of ICN functions as being "chai ned service functions" [RFC7665],
an | CN depl oynment within such a slice could also be realized within
the emerging orchestration plane that is targeted for adoption in
future (e.g., 5G Mobile) network deploynments. Finally, it should be
noted that ICNis not creating the network slice, but instead that
the slice is created to run an 5G I CN i nstance [Ravi ndran].

At the level of the specific technol ogies involved, such as ONAP

[ ONAP] that can be used to orchestrate slices, the 5GICN slice
requires conpatibility for instance at the |level of the forwarding/
data plane depending on if it is realized as an overlay or using
programuabl e data planes. Wth SDN energi ng for new network

depl oynents, some | CN approaches will need to integrate with SDN as a
data plane forwarding function, as briefly discussed in Section 3.1
Furt her cross domain ICN slices can al so be realized using franeworks
such as [ ONAP] .
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4.

4.

Depl oyment M gration Pat hs

After outlining the various |ICN deploynment configurations in

Section 3, we now focus on the various mgration paths that will have
i mportance to the various stakehol ders that are usually involved in
the depl oynent of a technology at (ultimately) large scale. W can
identify these stakehol ders as:

o Application providers

o0 |SPs and service providers, both as core as well as access network
providers, and also | CN network providers

0 CDN providers (due to the strong relation of the I CN proposition
to content delivery)

o End device manufacturers and users

Note that our presentation purely focuses on technol ogi cal aspects of
such migration. Econom c or regul atory aspects, such as studied in

[ Tateson], [Techno_Econonmic] and [Internet_Pricing] are |left out of
our discussion.

1. Application and Service Mgration

The internet is full of applications and services, utilizing the

i nnovation capabilities of the many protocols defined over the packet
| evel |IP service. HITP provides one convergence point for these
services with many web devel opnent franeworks based on the senantics
provi ded by the hypertext transfer protocol. In recent years, even
servi ces such as video delivery have been nmigrating fromthe

tradi tional RTP-over-UDP delivery to the various HTTP-1evel stream ng
solutions, such as DASH [ DASH and others. Nonethel ess, many non-
HTTP services exist, all of which need consideration when mgrating
fromthe | P-based internet to an | CN-based one.

The underl ay depl oynent configuration options presented in
Section 3.3.2 and Section 3.3.1 aimat providing sone |evel of
backward conpatibility to this existing ecosystemthrough a proxy
based nessage fl ow nmappi ng nmechani sm (e.g., nmapping of existing
HTTP/ TCP/ | P nmessage flows to HTTP/ TCP/ I P/ I CN nmessage flows). A
rel ated approach of mapping TCP/IP to TCP/ICN nessage flows is
descri bed in [ Mbi seenko]

Alternatively, ICN as an overlay (Section 3.2), as well as |ICN as-
a-Slice (Section 3.4), allow for the introduction of the ful

capabilities of ICN through new application/service interfaces as
wel|l as operations in the network. Wth that, these approaches of
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depl oynent are likely to aimat introducing new application/services
capitalizing on those ICN capabilities.

Finally, [I-D.suthar-icnrg-icn-lte-4g] outlines a dual -stack end user
devi ce approach that is applicable for all deploynment configurations.
Specifically, [I-D.suthar-icnrg-icn-lte-4g] introduces m ddl eware

| ayers (called the Transport Convergence Layer, TCL) in the device
that will dynamically adapt existing applications to either an
underlying I CN protocol stack or standard |IP protocol stack. This

i nvol ves end device signalling with the network to determ ne which
protocol stack instance and associ ated ni ddl eware adaptation |ayers
to utilize for a given application transaction

4.2. Content Delivery Network M gration

A significant nunber of services and applications are devoted to
content delivery in sone form either as video delivery services,
social media platfornms, and many others. Content delivery networks
(CDNs) are deployed to assist these services through localizing the
content requests and therefore reducing | atency and possibly increase
utilization of available bandwi dth as well as reducing the |oad on
origin servers. Simlar to the previous sub-section, the underlay
depl oynent configurations presented in Section 3.3.2 and

Section 3.3.1 aimat providing a nmigration path for existing CDNs.
This is also highlighted in the Bl ER W5 use case docunent
[I-D.ietf-bier-use-cases], specifically with potential benefits in
terns of utilizing nulticast in the delivery of content but also
reducing load on origin as well as delegation server. W returnto
this benefit in the trial experiences in Section 5.

4.3. Edge Network M gration

Edge networks often see the depl oynent of novel network |evel
technology, e.g., in the space of I0T. Such IoT deploynents have for
many years relied, and often still do, on proprietary protocols for
reasons such as increased efficiency, |ack of standardization
incentives and others. UWilizing the underlay depl oynent
configuration in Section 3.3.1, application gateways/proxies can

i ntegrate such edge deploynments into | P-based services, e.g.
utilizing CoAP [ RFC7252] based nachi ne-to-nmachine (MM pl atforns
such as oneM2M [ oneM2M or ot hers.

Anot her area of increased edge network innovation is that of Mbile
(access) networks, particularly in the context of the 5G Mbile
networks. Wth the proliferation of network softwarization (using
technol ogi es |i ke service orchestration frameworks |everagi ng NFV and
SDN concepts) access networks and ot her network segnents, the | CN as-
a-Slice deploynent configuration in Section 3.4 provides a suitable
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nmigration path for integration non-IP-based edge networks into the
overall systemthrough virtue of realizing the relevant (ICN)
protocols in an access network slice.

4.4, Core Network Mgration

Mgrating core networks (e.g., of the Internet or Mbile core
network) requires not only significant infrastructure renewal but
also the fulfillment of the significant performance requirenents,
particularly in terns of throughput. For those parts of the core
network that would see a migration to an SDN-based optical transport
the ICN-as-a-Slice deploynment configuration in Section 3.4 could see
the introduction of native ICN solutions within slices provided by
the SDN- enabl ed transport network or as virtual network functions,
allowing for isolating the ICN traffic while addressing the specific
I CN performance benefits and constraints within such isolated slice.
For ICN solutions that natively work on top of SDN, the underlay
depl oynent configuration in Section 3.3.2 provides an additiona
nmigration path, preserving the |IP-based services and applications at
the edge of the network, while realizing the core network routing
through an ICN solution (possibly itself realized in a slice of the
SDN transport network).

5. Deploynent Trial Experiences

In this section, we will outline trial experiences, often conducted
within international collaborative project efforts. Qur focus here
is on the realization of the various deploynment configurations in
Section 3, and we therefore categorize the trial experiences
according to these deploynent configurations. Wile a |arge body of
work exists at the sinulation or enulation level, we specifically
excl ude these studies fromour presentation to retain the focus on
real life experiences.

5.1. ICN-as-an-Overlay
5.1.1. FP7 PURSU T Efforts

Al t hough the FP7 PURSU T [| EEE_Communi cations] efforts were generally
positioned as a Clean-slate ICN replacenent of IP (Section 3.1), the
project realized its experinental test bed as an L2 VPN based overl ay
bet ween several European, US as well as Asian sites, i.e., follow ng
the overl ay depl oyment configuration presented in Section 3.2.

Sof t war e- based forwarders were utilized for the I CN nessage exchange,
whil e native ICN applications, e.g., for video transm ssions, were
showcased. At the height of the project efforts, about 70+ nodes
were active in the (overlay) network with presentations given at
several conferences as well as to the | CNRG
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5.1.2. FP7 SAIL Tria

The Network of Information (Netlnf) is the approach to Information-
Centric Networking devel oped by the European Union (EU) FP7 SAIL
project (http://ww.sail-project.eu/). Netlnf provides both name-
based forwarding with CCNx-1|i ke semantics and nanme resolution (for
indirection and late-binding). The Netlnf architecture supports

di fferent depl oyment options through its convergence | ayer
abstraction. In its first prototypes and trials, Netlnf was depl oyed
nmostly in an HTTP enbedding and in a UDP overlay follow ng the

overl ay depl oynent configuration in Section 3.2. Reference
[SAIL_Netlnf] describes several trials including a stadium

envi ronnment large crowd scenario and a nulti-site testbed, |everaging
Net I nf’s Routing H nt approach for routing scalability.

5.1.3. NDN Test bed

The Naned Data Networking (NDN) is one of the research projects
funded by the National Science Foundation (NSF) of the USA as part of
the Future Internet Architecture Program The original NDN proposa
was positioned as a Cean-slate ICN replacenent of IP (Section 3.1).
However, in several trials, NDN generally follows the overlay

depl oynent configuration of Section 3.2 to connect institutions over
the public Internet across several continents. The use cases covered
inthe trials include real-tinme video-conferencing, geo-locating, and
interfacing to consuner applications. Typical trials involve up to
100 NDN enabl ed nodes (https://nanmed-data. net/ndn-testbed/) [Jangan].

5.1.4. |1CN2020 Efforts

I CN2020 is an ICN rel ated research project funded by the EU and Japan
as part of the H2020 research and innovation program and N CT
(http://ww.icn2020.0rg/). 1CN2020 has a specific focus to advance
ICN towards real -world depl oynents through innovative applications
and gl obal scal e experinmentation. Both NDN and CCN approaches are
within the scope of the project.

| CN2020 was kicked off in July 2016 and at the end of the first year
rel eased a set of public technical reports [ICN2020]. The report
titled "Deliverable D4.1: 1st yearly report on Testbed and
Experiments (WP4)" contains a detail ed description of the progress
made in both local testbeds as well as federated testbeds. The plan
for the federated testbed includes integrating the NDN testbed, the
CUTEi testbed [RFC7945] [CUTE ] and the GEANT testbed

(https://www. geant.org/) to create an overlay depl oynent
configuration of Section 3.2 over the public Internet.

Rahman, et al. Expires July 19, 2018 [ Page 11]



Internet-Draft Depl oynent Consi derations for I CN January 2018

5.2. I CN-as-an-Underl ay
5.2.1. H2020 PO NT and RIFE Efforts

PO NT and RIFE are two nore ICN rel ated research projects funded by
the EU as part of the H2020 effort. The efforts in the H2020

PO NT+RI FE projects follow the underlay depl oyment configuration in
Section 3.3.2, although this is mxed with utilizing an overl ay

depl oynent to provide nulti-national connectivity. However, underlay
SDN- based depl oynents do exi st at various project partner sites,

e.g., at Essex University, without any overl aying being realized.
Edge- based network attachment points (NAPs) provide the | P/HTTP-1evel
prot ocol mapping onto | CN protocol exchanges, while the SDN underl ay
(or the VPN-based L2 underlay) is used as a transport network.

The multicast as well as service endpoint surrogate benefits in HITP-
based scenarios, such as for HITP-level streaning video delivery,
have been denonstrated in the deployed PO NT test bed with 80+ nodes
being utilized. Denonstrations of this capability have been given to
the 1CNRG in 2016, and public denonstrations were al so provi ded at
events such as Mobile Wrld Congress in 2016 [ MAC Deno]. The trial
has al so been accepted by the ETSI MEC group as a proof-of-concept
with a denonstration at the ETSI MEC Wrld Congress in 2016.

Wil e the afore-nentioned denonstrations all use the overlay

depl oynent, H2020 al so has performed ICN underlay trials. One such
trial involved comrercial end users located in the Primetel network
in Cyprus with the use case centered on | PTV and HLS vi deo

di ssenmination. Another trial was perforned in the community network
of "guifi.net" in the Barcelona region, where the solution was

depl oyed in 40 househol ds, providing general Internet connectivity to
the residents. Standard |IPTV STBs as well as HLS video players were
utilized in accordance with the aimof this depl oynment configuration
nanely to provide application and service mgration

5.2.2. H2020 FLAME Efforts

The H2020 FLAME efforts concentrate on providing an experinenta
ground for the aforenmentioned PONI/RIFE solution ininitially two
city-scale locations, nanely in Bristol and Barcelona. This trial
foll owed the underlay depl oynent configuration in Section 3.3.2 as
per PO NT/ Rl FE approach. Experinents were conducted with the city/
university joint venture Bristol-is-Open (BIO, to ensure the

readi ness of the city-scale SDN transport network for such
experinments. Another trial was for the ETSI MEC PoC. This tria
showcased operational benefits provided by the ICN underlay for the
scenario of a |ocation-based gane. These benefits aimat reduced
network utilization through inproved video delivery performance
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(rmulticast of all captured videos to the service surrogates depl oyed
inthe city at six locations) as well as reduced | atency through the
pl ayout of the video originating fromthe |ocal NAP instead of a
renmote server.

Ensuring the technol ogy readiness and the early trialing of the ICN
capabilities lays the ground for the goal of the H2020 FLAME efforts
to conduct 23 large-scale experinents in the area of Future Media
Internet (FM) throughout 2018 and 2019. Standard nedi a service
functions as well as applications will ultimately utilize the ICN
underlay in the delivery of their experience. The platform which
includes the ICN capabilities, will utilize concepts of SFC
integrated with NFV and SDN capabilities of the infrastructure. The
ultimte goal of these platformefforts is the full integration of
ICN into the overall nedia function platformfor the provisioning of
advanced (nedi a-centric) internet services.

5.2.3. Cabl eLabs Content Delivery System

The work in [White] proposes an underl ay depl oynent configuration
based on Section 3.3.2. The use case is ICN for content distribution
within CDN server farns (which can be quite large and conplex) to

| everage |CN' s superior in-network caching properties. This "island
of ICN' based CDN is then used to service standard HTTP/| P-based
content retrieval request conming fromthe general Internet. This
approach acknow edges that whol e scal e replacenent (see Section 3.1)
of existing HITP/IP end user applications and rel ated Wb
infrastructure is a difficult proposition. [Wite] does not yet
provide results but indicated that experinents will be forthconing.

5.2. 4. NDN | oT Trials

[Baccelli] summarizes the trial of an NDN system adapted specifically
for a wireless 10T scenario. The trial was run with 60 nodes

di stributed over several nulti-story buildings in a university canpus
environnment. The NDN protocols were optinmized to run directly over
6LOWPAN wireless link layers. The performance of the NDN based |oT
system was then conpared to an equival ent systemrunning standard |IP
based 10T protocols. It was found that the NDN based | oT system was
superior in several respects including in terns of energy
consunption, and for RAM and ROM footprints [Baccelli]

[ Anast asi ades] .

5.3. O her Configurations
This section records deploynent trial experiences fromsystens that

do not directly correspond to one of the basic configurations defined
in Section 3.
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5.3.1. Hybrid ICN Trials

Hybrid ICN [Hybrid_ICN-1] [Hybrid_ICN-2] is an approach where the I CN
nanes are nmapped to | Pv6 addresses, and other ICN infornmation is
carried as payload inside the I P packet. This allows standard (I CN
unaware) | P routers to forward packets based on I Pv6 info, but
enables ICN-aware routers to apply ICN semantics. A related open
source effort was kicked off in 2017 (https://w ki.fd.io/view C cn).
The intent of the trials are to show the routing performance
efficiency of the Hybrid ICN router (called the Vector Packet
Processor) over existing |P routers. Results have not yet been
publ i shed but are expected in the near future.

5.4. Summary of Deployment Trials

In summary, there have been significant trials over the years with
all the major ICN protocol flavors (e.g., CCN, NDN, PO NT) using both
the I CN-as-an-Overlay and | CN-as-an-Underl ay depl oynent
configurations. The major limitations of the trials include the fact
that only a linited nunber of applications have been tested.

However, the tested applications include both native |ICN and existing
| P based applications (e.g. video-conferencing and I PTV). Another
limtation of the trials is that all of theminvolve | ess than 1000
users maxi mum

The I1CN-as-a-Slice configuration still has not be trialled primarily
due to the fact that 5G standards are still in flux and not expected
to be stable before the mid-2018 tinme frane. The Cl ean-slate |ICN
approach has obviously never been trialled as conplete repl acenent of
Internet infrastructure (e.g., existing applications, TCP/IP protoco
stack, IP routers, etc.) is no longer considered a viable
alternative. Finally, the Hybrid I CN approach offers an intersting
alternative as it allows ICN semantics to be enbedded in standard

| Pv6 packets and so the packets can be routed through either IP
routers or Hybrid ICN routers. Detailed performance results are
still pending for this alternative.

6. Deploynent |Issues Requiring Further Standardization

The |1 CN Research Chal | enges [ RFC7927] describes key |ICN principles
and technical research topics. As the title suggests, [RFC7927] is
research oriented without a specific focus on depl oynent or
standardi zati on i ssues. This section addresses this open area by

i dentifying key protocol functionality that that may be rel evant for
further standardization effort in IETF. The focus is specifically on
identifying protocols that will facilitate future interoperable ICN
depl oynents correlating to the scenarios identified in the depl oynent
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migration paths in Section 4. The identified |list of potentia
protocol functionality is not exhaustive.

6.1. Protocols for Application and Service Mgration

End user applications and services need a standardi zed approach to
trigger ICN transactions. For exanple, in Internet and Wb
applications today, there are established socket APls, comunication
par adi gns such as REST, common libraries, and best practices. W see
a need to study application requirenents in an | CN environnent
further and, at the sanme tine, develop new APls and best practices
that can take advantage of | CN conmmunication characteristics.

6.2. Protocols for Content Delivery Network M gration

A key issue in CDNs is to quickly find a location of a copy of the
obj ect requested by an end user. In ICN, a Nanmed Data Object (NDO
is typically defined by its nane. There already exists [ RFC6920]
that is suitable for static naming of ICN data objects. O her ways
of encodi ng and representing | CN nanes have been described in
[I-D.irtf-icnrg-ccnxnessages] and [I-D. mosko-icnrg-ccnxuri schene].
Nam ng dynam cally generated data requires different approaches (for
exanpl e, hash di gest based nanes would nornally not work), and there
is lack of established conventions and standards.

Anot her CDN issue for ICNis related to nulticast distribution of
content. Existing CDNs have started using nulticast nechanisns for
certain cases such as for broadcast stream ng TV. However, as

di scussed in Section 5.2.1, certain |ICN approaches provide
substantial inprovenments over |IP multicast, such as the inplicit
support for nulticast retrieval of content in all ICN flavours.

Caching is an inplicit feature in many ICN architectures that can

i nprove performance and availability in several scenarios. The ICN
i n-network cachi ng can augnment nmanaged CDN and inprove its
performance. The details of the interplay between |ICN caching and
managed CDN need further consideration

6.3. Protocols for Edge and Core Network M gration

I CN provides the potential to redesign current edge and core network
computi ng approaches. Leveraging ICN s inherent security and its
ability to make name data and dynanic conputation results avail able

i ndependent of |ocation, can enable a secure, yet |ight-weight
insertion of traffic into the network without relying on redirection
of DNS requests. For this, proxies that translate fromcomonly used
protocols in the general Internet to | CN nessage exchanges in the ICN
domai n could be used for the migration of application and services
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wit hin depl oynents at the network edge but also in core networks.
This is simlar to existing approaches for 10T scenarios where a
proxy transl ates CoAP request/responses to other nessage formats.

For exanple, [RFC8075] specifies proxy nmappi ng between CoAP and HTTP
protocols. However, as nentioned previously, ICNw Il allow us to
evol ve the role of gateways/proxies as |CN nessage security should be
preserved through the protocol translation function of a thus offer a
substantial gain.

Interaction and interoperability between existing IP routing
protocols (e.g., OSPF, RIP, ISIS) and ICN routing approaches(e.qg.
NFD, CCN routers) are expected especially in the overlay approach
Anot her inportant topic is integration of ICN into networks that
support virtualized infrastructure in the formof NFV/ SDN and nost
likely utilizing Service Function Chaining (SFC) as a key protocol
Further work is required to validate this idea and docunent best
practi ces.

Operations and Mai ntenance (OAM) is a crucial area that has not yet
been fully addressed by the ICN research community, but which is
obviously critical for future deployments of ICN. Potential areas
that need investigation include whether the YANG data nodel ling
approach and associ at ed NETCONF/ RESTCONF prot ocol s need any specific
updates for ICN support. Another open area is how to neasure and
benchmar k performance of | CN networks conparable to the sophisticated
techni ques that exist for standard |IP networks, virtualized networks
and data centers. It should be noted that sone initial progress has
been made in the area of ICN network path traceroute facility with
approaches such as CONTRACE [|-D. asaeda-icnrg-contrace] [Contrace].

6.4. Summary of ICN Protocol Gaps and Potential Protocol Efforts
W thout claimng conpl eteness, Table 1 maps the open the open ICN

i ssues identified in this docunent to potential protocol efforts that
coul d address sone aspects of the gap
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oo o o e e e e e e e e e e e e e e e e e e e e e e e e e e me——o - +
| TCN Gap | Potential Protocol Effort |
S o m e m e e e e e e e e e e e e e e e e e e e e e e e mmmmeea oo +
1- Support of HTTP/ CoAP support of I CN semantics
REST APIs
2- Nami ng Dynami ¢ naning of |CN data objects
3- Rout i ng Interactions between IP and ICN routing protocols
4-Mul ticast Miul ticast enhancenents for |CN

di stribution

5-1n-networ k

I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| | ICN Cache placenment and sharing
| caching |
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I

6- NFV/ SDN Integration of ICN with NFV/ SDN and i ncl udi ng
support possi bl e inpacts to SFC
7-1CN Mappi ng of HTTP and ot her protocols onto ICN
mappi ng message exchanges (and vice-versa) while
preserving | CN nessage security
8- OAM YANG nodel s, NETCONF/ RESTCONF pr ot ocol s,
support and network performance nmeasurenents
S o m e m e e e e e e e e e e e e e e e e e e e e e e e mmmmeea oo +

Tabl e 1: Mapping of ICN Gaps to Potential Protocol Efforts
7. Concl usion

Thi s docunment provides high |evel deploynent considerations for the
ICN community. Specifically, the major configurations of possible

| CN depl oynents are identified as (1) O ean-slate ICN replacenment of
existing Internet infrastructure; (2) ICNas-an-Overlay; (3) |ICNas-
an-Underlay; and (4) ICN-as-a-Slice. Existing ICNtrial systens
primarily fall under either the |ICN as-an-Overlay or |CN as-an-
Under | ay confi guration.

In ternms of deploynent migration paths, |ICN-as-an-Underlay offers a
clear migration path for CDN, edge and core networks to go to an ICN
paradigm (e.g., for an 10T deploynent). |ICN-as-an-Overlay is
probably the easiest configuration to deploy as it |eaves the
underlying I P infrastructure essentially untouched. However its
applicability for general deploynent nust be considered on a case by
case basis (e.g., based on if it can run all required applications or
other simlar criteria). ICNas-a-Slice is an attractive depl oynent
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option for future 5G systens (i.e., for 5G radi o and core networks)
which will naturally support network slicing, but this still has to
be validated through actual trial experiences.

For the crucial issue of existing application and service mgration
to ICN, various nmapping schenes are possible to nitigate inpacts.

For exanple, HITP/TCP/IP flows may be mapped to/from | CN nessage
flows at proxies in the I CN-as-an-Underlay configurations |eaving the
massi ve nunber of existing end point applications/services untouched
or minimally inpacted. Also dual stack end user devices that include
m ddl eware to all ow applications to communicate in both | CN node and
standard | P node are an attractive proposition for gradual and
geographi cal ly di scontinuous introduction for all depl oynent
configurations.

There has been significant trial experience with all the major ICN
protocol flavors (e.g., CCN, NDN, PO NT). However, only a limted
nunber of applications have been tested so far, and the maxi mum
number of users in any given trial has been | ess than 1000 users. It
is recomrended that future |ICN depl oynents scale their users
gradual ly and cl osely nonitor network performance as they go above
1000 users.

Finally, this docunment describes a set of technical features in ICN
that warrant potential future |IETF specification work. This will aid
initial and increnmental deploynments to proceed in an interoperable
manner. The fundanmental details of the potential protoco
specification effort, however, are best left for future study by the
appropriate | ETF Wes and/ or BoFs.

8. | ANA Consi derati ons
Thi s docunment requests no | ANA acti ons.
9. Security Considerations

I CN was purposefully designed fromthe start to have certain
intrinsic security properties. The nost well known of which are

aut hentication of delivered content and (optional) encryption of the
content. [RFC7945] has an extensive discussion of various aspects of
I CN security including many which are rel evant to depl oynents.

Speci fically, [RFC7945] points out that | CN access control, privacy,
security of in-network caches, and protection agai nst various network
attacks (e.g. DoS) have not yet been fully devel oped due to the |ack
of real deploynents. [RFC7945] also points out relevant advances
occurring in the ICN research comunity that hold prom se to address
each of the identified security gaps. Lastly, [RFC7945] points out
that as secure communications in the existing Internet (e.g. HITPS)
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10.

11.

becomes the norm that nmajor gaps in ICN security will inevitably
sl ow down the adoption of |CN

In addition to the security findings of [ RFC7945], this docunent has
highlighted that all anticipated | CN depl oynent configurations wll

i nvol ve co-existence with existing Internet infrastructure and
applications. Thus even the basic authentication and encryption
properties of ICN content will need to account for interworking with
non-1 CN content to preserve end-to-end security. For exanple, in the
edge network underlay depl oynment configuration described in

Section 3.3.1, the gateway/proxy that translates HITP or CoAP
request/responses into | CN nessage exchanges will need to support a
nodel to preserve end-to-end security.
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Appendi x A. Change Log

[Note to RFC Editor: Please renmove this section before publication.]

Changes fromrev-04 to rev-05:

(0]

0

(0]

(0]

Added this Change Log in Appendi x A

Renoved references to Hybrid ICN fromsection 3.2 (ICN as-an-
Overlay definition). Instead, consolidated all Hybrid ICNinfo in
the Depl oynment Trial Experiences under a new subsection 5.3 (O her
Configurations).

Updat ed | CN2020 description in Section 5.1.4 with text received
from Mayut an Arunait hurai and Hitoshi Asaeda

Clarified in ICNas-a-Slice description (section 3.4) that it may
be depl oyed on either the Edge (RAN) or Core Network, or the | CN
as-a-Slice my be depl oyed end-to-end through the entire Mbile
net wor k.

Added several new references in various sections.

Various mnor editorial updates.
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