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Abstract

Thi s docunment defines data plane functionality required to inplenent
servi ce segnents and achi eve service chaining with MPLS and | Pv6, as
described in the Segnment Routing architecture.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on April 9, 2018.
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I ntroduction

Segnment Routing (SR) is an architecture based on the source routing
paradi gm that seeks the right bal ance between distributed
intelligence and centralized programuability. SR can be used with an
MPLS or an | Pv6 data plane to steer packets through an ordered I|ist
of instructions, called segnents. These segnents may encode sinple
routing instructions for forwardi ng packets along a specific network
path, or rich behaviors to support use-cases such as service
chai ni ng.

In the context of service chaining, each service, running either on a
physical appliance or in a virtual environnment, is associated with a
segnment, which can then be used in a segnent |ist to steer packets
through the service. Such service segnments may be conbi ned together
in a segnent list to achieve service chaining, but also with other
types of segments as defined in [I-D.ietf-spring-segment-routing].

SR thus provides a fully integrated solution for service chaining,
overlay and underlay optinization. Furthernore, the |Pv6 datapl ane
natively supports netadata transportation as part of the SR

i nformati on attached to the packets.

Thi s docunment describes how SR enabl es service chaining in a sinple
and scal abl e manner, fromthe segnent association to the service up
to the traffic classification and steering into the service chain.
Several SR proxy behaviors are also defined to support SR service
chai ning through | egacy, SR-unaware, services in various

ci rcunst ances

The definition of control plane conponents, such as segnent discovery
and SR policy configuration, is outside the scope of this data pl ane
docunent. These aspects will be defined in a dedicated docunent.
Famliarity with the follow ng | ETF docunents is assuned:

0 Segnent Routing Architecture [I-D.ietf-spring-segnment-routing]

0 Segnent Routing with MPLS data pl ane
[I-D.ietf-spring-segnent-routing-npls]

0 Segnent Routing Header [I-D.ietf-6man-segment-routing-header]

0 SRv6 Network Progranm ng
[I-D.filsfils-spring-srv6-network-progranm ng]
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Ter ni nol ogy
SR-aware service: Service fully capable of processing SR traffic

SR-unawar e service: Service unable to process SR traffic or behaving
incorrectly for such traffic

SR proxy: Proxy handling the SR processing on behal f of an SR-unaware
service

Servi ce Segnent: Segnent associated with a service, either directly
or via an SR proxy

SR SC policy: SR policy, as defined in
[I-D.filsfils-spring-segnment-routing-policy], that includes at |east
one Service Segnment. An SR SC policy nay al so contain other types of
segnments, such as VPN or TE segnents.

SR policy head-end: SR node that classifies and steers traffic into
an SR policy.

Classification and steering

Classification and steering nechanisns are defined in section 12 of
[I-D.filsfils-spring-segnent-routing-policy] and are independent from
the purpose of the SR policy. Froma headend perspective, there is
no di fference whether a policy contains |G, BGP, peering, VPN and
service segnents, or any conbination of these.

As docunented in the above reference, traffic is classified when
entering an SR domain. The SR policy head-end rmay, depending on its
capabilities, classify the packets on a per-destination basis, via
simple FIB entries, or apply nore conmplex policy routing rules
requiring to | ook deeper into the packet. These rules are expected
to support basic policy routing such as 5-tuple nmatching. In
addition, the IPv6 SRH tag field defined in
[I-D.ietf-6man-segnent-routing-header] can be used to identify and
classify packets sharing the same set of properties. Cassified
traffic is then steered into the appropriate SR policy, which is
associated with a weighted set of segnent lists.

SR traffic can be re-classified by an SR endpoint al ong the origina
SR policy (e.g., DPl service) or a transit node intercepting the
traffic. This node is the head-end of a new SR policy that is

i nposed onto the packet, either as a stack of MPLS | abels or as an
| Pv6 and SRH encapsul ati on.
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4.

4.

Servi ces

A service may be a physical appliance running on dedi cated hardware,
a virtualized service inside an isolated environment such as a VM
cont ai ner or namespace, Or any process running on a conpute el ement.
Unl ess ot herwi se stated, this docunent does not nmake any assunption
on the type or execution environnent of a service.

SR enabl es service chaining by assigning a segnent identifier, or

SID, to each service and sequencing these service SIDs in a segnent
list. A service SID may be of local significance or directly
reachabl e from anywhere in the routing domain. The latter is
realized with SR-MPLS by assigning a SID fromthe gl obal |abel block
([I-D.ietf-spring-segment-routing-npls]), or with SRv6 by advertising
the SID locator in the routing protoco
([I1-D.filsfils-spring-srv6-network-programm ng]).

Thi s docunent categorizes services in two types, dependi ng on whet her
they are able to behave properly in the presence of SR information or
not. These are respectively nanmed SR-aware and SR-unaware services.
An SR-aware service can process the SRinformation in the packets it
receives. This neans being able to identify the active segnent as a
| ocal instruction and nove forward in the segnent |ist, but also that
the service own behavior is not hindered due to the presence of SR
information. For exanple, an SR-aware firewall filtering SRv6
traffic based on its final destination nust retrieve that information
fromthe last entry in the SRH rather than the Destination Address
field of the IPv6 header. Any service that does not neet these
criteria is considered as SR-unaware.

1. SR aware services

An SR-aware service is associated with a locally instantiated service
segnment, which is used to steer traffic through it

If the service is configured to intercept all the packets passing

t hrough the appliance, the underlying routing systemonly has to

i mpl ement a default SR endpoint behavi or (SR-MPLS node segnent or
SRv6 End function), and the corresponding SIDwill be used to steer
traffic through the service

If the service requires the packets to be directed to a specific
virtual interface, networking queue or process, a dedicated SR
behavi or may be required to steer the packets to the appropriate

| ocation. The definition of such service-specific functions is out
of the scope of this docunent.
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An SRv6-aware service may also retrieve, store or nodify information
in the SRH TLVs.

4.2. SR-unaware services

An SR-unaware service is not able to process the SRinformation in
the traffic that it receives. It may either drop the traffic or take
erroneous decisions due to the unrecognized routing information. In
order to include such services in an SR SC policy, it is thus
required to renove the SR informati on before the service receives the
packet, or to alter it in such a way that the service can correctly
process the packet.

In this docunment, we define the concept of an SR proxy as an entity,
separate fromthe service, that perforns these nodifications and
handl e the SR processing on behal f of a service. The SR proxy can
run as a separate process on the service appliance, on a virtua
switch or router on the conpute node or on a renote host. 1In this
docunent, we only assune that the proxy is connected to the service
via a layer-2 I|ink.

An SR-unaware service is associated with a service segnent
instantiated on the SR proxy, which is used to steer traffic through
the service. Section 5 describes several SR proxy behaviors to
handl e the SR informati on under various circunstances.

5. SR proxy behaviors

This section describes several SR proxy behaviors designed to enabl e
SR service chai ning through SR-unaware services. A system

i mpl ementi ng one of these functions nmay handle the SR processi ng on
behal f of an SR-unaware service and allows the service to properly
process the traffic that is steered through it.

A service may be |l ocated at any hop in an SR policy, including the

| ast segnment. However, the SR proxy behaviors defined in this
section are dedicated to supporting SR-unaware services at
intermedi ate hops in the segnent list. |In case an SR-unaware service
is at the last segnent, it is sufficient to ensure that the SR
information is ignored (I1Pv6 routing extension header with Segnents
Left equal to 0) or renoved before the packet reaches the service
(MPLS PHP, SRv6 End.D or PSP).

As illustrated on Figure 1, the generic behavior of an SR proxy has
two parts. The first part is in charge of passing traffic fromthe
network to the service. It intercepts the SRtraffic destined for

the service via a locally instantiated service segnent, nodifies it
in such a way that it appears as non-SR traffic to the service, then
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sends it out on a given interface, |FACE-CQUT, connected to the
service. The second part receives the traffic com ng back fromthe
service on FACE-IN, restores the SR information and forwards it
according to the next segnent in the list. Unless otherw se stated
| FACE- QUT and | FACE-I N can represent the sane interface.

T +
| _ |
| Service |
I I
S +
A Non SR |
| traffic |
| %
Fom e e e e - - Fom e - +
+--| IFACE QUT : IFACE IN|--+
SR traffic | +----------- EEEEE T + | SRtraffic
—————————— >| SR proxy [---------->
I I
B +

Figure 1: Generic SR proxy

In the next subsections, the following SR proxy mechani sns are
defi ned:

0 Static proxy

o Dynam c proxy

0 Shared-nmenory proxy
0 Masqueradi ng proxy

Each nmechanismhas its own characteristics and constraints, which are

summari zed in the belowtable. It is up to the operator to select
the best one based on the proxy node capabilities, the service
behavior and the traffic type. It is also possible to use different

proxy mechani sms within the sane service chain.
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5.1. Static SR proxy

The static proxy is an SR endpoi nt behavior for processing SR-MPLS or
SRv6 encapsul ated traffic on behalf of an SR-unaware service. This
proxy thus receives SR traffic that is fornmed of an MPLS | abel stack
or an | Pv6 header on top of an inner packet, which can be Ethernet,

| Pv4 or | Pv6.

A static SR proxy segnent is associated with the foll ow ng mandatory
paraneters

0 |INNER-TYPE: |nner packet type

0 S-ADDR: Ethernet or |P address of the service (only for inner type
| Pv4 and | Pv6)

0 | FACE-QUT: Local interface for sending traffic towards the service

0 |FACE-IN: Local interface receiving the traffic com ng back from
the service

0 CACHE: SR information to be attached on the traffic com ng back
fromthe service

A static SR proxy segnent is thus defined for a specific service

i nner packet type and cached SR information. It is also bound to a
pair of directed interfaces on the proxy. These may be both
directions of a single interface, or opposite directions of two
different interfaces. The latter is recommended in case the service
is to be used as part of a bi-directional SR SC policy. |If the proxy
and the service both support 802.1Q | FACE-QUT and | FACE-IN can al so
represent sub-interfaces.

The first part of this behavior is triggered when the proxy node
recei ves a packet whose active segnent matches a segnent associ ated
with the static proxy behavior. It rempoves the SR information from
t he packet then sends it on a specific interface towards the

associ ated service. This SR information corresponds to the ful

| abel stack for SR-MPLS or to the encapsul ation | Pv6 header with any
attached extension header in the case of SRv6.

The second part is an inbound policy attached to the proxy interface
receiving the traffic returning fromthe service, IFACE-IN. This
policy attaches to the inconming traffic the cached SR i nformation
associated with the SR proxy segnment. |f the proxy segnent uses the
SR- MPLS dat a pl ane, CACHE contains a stack of |abels to be pushed on
top the packets. Wth the SRv6 data plane, CACHE is defined as a
source address, an active segnment and an optional SRH (tag, segments
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left, segment list and netadata). The proxy encapsul ates the packets
with an | Pv6 header that has the source address, the active segnent
as destination address and the SRH as a routing extension header.
After the SR information has been attached, the packets are forwarded
according to the active segnent, which is represented by the top MPLS
| abel or the | Pv6 Destination Address.

In this scenario, there are no restrictions on the operations that
can be perfornmed by the service on the stream of packets. It may
operate at all protocol layers, term nate transport |ayer
connections, generate new packets and initiate transport |ayer
connections. This behavior nmay also be used to integrate an

| Pv4d-only service into an SRv6 policy. However, a static SR proxy
segment can be used in only one service chain at a tine. As opposed
to nost other segment types, a static SR proxy segnent is bound to a
uni que |ist of segnments, which represents a directed SR SC policy.
This is due to the cached SR information being defined in the segnent
configuration. This limtation only prevents nultiple segnent lists
fromusing the same static SR proxy segnent at the sanme tine, but a
single segment |ist can be shared by any nunber of traffic flows.
Besi des, since the returning traffic fromthe service is re-
classified based on the incomng interface, an interface can be used
as receiving interface (IFACE-IN) only for a single SR proxy segnent

at atime. |In the case of a bi-directional SR SC policy, a different
SR proxy segnent and receiving interface are required for the return
direction.

5.1.1. SR-MPLS pseudocode

5.1.1.1. Static proxy for inner type Ethernet - MPLS L2 static proxy
segment

Upon receiving an MPLS packet with top |abel L, where L is an MPLS L2
static proxy segnment, a node N does

1. | F payl oad type is Ethernet THEN

2. Pop all labels

3. Forward t he exposed frane on | FACE- OUT
4. ELSE

5.

Drop the packet

Upon receiving on | FACE-IN an Ethernet frane with a destination
address different than the interface address, a node N does:

1. Push | abels in CACHE on top of the frame Ethernet header
2. Lookup the top | abel and proceed accordingly
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The receiving interface nust be configured in promi scuous node in
order to accept those Ethernet franes.

5.1.1.2.

Upon

ghwNE

Upon

does:

5.1. 2.

5.1.2. 1.

Upon
SI D,

Static proxy for inner type IPv4 - MPLS | Pv4 static proxy
segment

receiving an MPLS packet with top |label L, where L is an MPLS
static proxy segment, a node N does:

| F payl oad type is | Pv4d THEN

Pop all | abels

Forward t he exposed packet on | FACE- QUT towards S- ADDR
ELSE

Drop the packet

receiving a non link-local |Pv4 packet on IFACE-IN, a node N

Push | abel s in CACHE on top of the packet |Pv4 header
Decrenent inner TTL and update checksum
Lookup the top | abel and proceed accordingly

Static proxy for inner type IPv6 - MPLS | Pv6 static proxy
segment

receiving an MPLS packet with top |abel L, where L is an MPLS
static proxy segment, a node N does:

| F payl oad type is | Pv6 THEN

Pop all I abels

Forward t he exposed packet on | FACE- QUT towards S- ADDR
ELSE

Drop the packet

receiving a non link-local |Pv6 packet on I FACE-IN, a node N
Push | abels in CACHE on top of the packet |Pv6 header
Decrenent inner Hop Limt

Lookup the top | abel and proceed accordingly

SRv6 pseudocode

Static proxy for inner type Ethernet - End. AS2

receiving an | Pv6 packet destined for S, where S is an End. AS2
a node N does:
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| F ENH == 59 THEN 7, Refl
Renmove the (outer) |1 Pv6 header and its extension headers
Forward t he exposed frane on | FACE- OUT

ELSE
Drop the packet

grwhE

Ref1: 59 refers to "no next header" as defined by I ANA allocation for
I nternet Protocol Nunbers.

Upon receiving on | FACE-IN an Ethernet frane with a destination
address different than the interface address, a node N does:

| F CACHE. SRH THEN 7, Ref2
Push CACHE. SRH on top of the existing Ethernet header
Set NH val ue of the pushed SRH to 59
Push outer |Pv6 header with SA, DA and traffic class from CACHE
Set outer payload | ength and fl ow | abel
Set NH value to 43 if an SRH was added, or 59 otherwi se
Lookup outer DA in appropriate table and proceed accordingly

NoghkwhE

Ref 2: CACHE. SRH represents the SRH defined in CACHE, if any, for the
static SR proxy segnent associated with | FACE-IN

The receiving interface nust be configured in proni scuous node in
order to accept those Ethernet franes.

5.1.2.2. Static proxy for inner type |IPv4d - End. A4

Upon receiving an | Pv6 packet destined for S, where S is an End. AS4
SI D, a node N does:

IF ENH == 4 THEN ;; Refl
Renove the (outer) 1 Pv6 header and its extensi on headers
Forward t he exposed packet on | FACE- QUT towards S- ADDR

ELSE
Drop the packet

grwhE

Ref1: 4 refers to | Pv4 encapsul ation as defined by | ANA all ocation
for Internet Protocol Numbers.

Upon receiving a non |ink-local |Pv4 packet on I FACE-IN, a node N
does:
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| F CACHE. SRH THEN ;; Ref2
Push CACHE. SRH on top of the existing | Pv4 header
Set NH val ue of the pushed SRHto 4

Push outer |1 Pv6 header with SA, DA and traffic class from CACHE

Set outer payload I ength and fl ow | abel

Set NH value to 43 if an SRH was added, or 4 otherwi se

Decrenment inner TTL and update checksum

Lookup outer DA in appropriate table and proceed accordingly

NoOrLWNE

Ref 2: CACHE. SRH represents the SRH defined in CACHE, if any, for the
static SR proxy segnent associated with | FACE-IN

5.1.2.3. Static proxy for inner type |IPv6 - End. AS6

Upon receiving an | Pv6 packet destined for S, where S is an End. AS6
SI D, a node N does:

IF ENH == 41 THEN 7, Refl
Renmove the (outer) |Pv6 header and its extension headers
Forward t he exposed packet on | FACE- QUT t owards S- ADDR

ELSE
Drop the packet

ghNE

Refl: 41 refers to | Pv6 encapsul ati on as defined by | ANA allocation
for Internet Protocol Numbers.

Upon receiving a non-link-local 1Pv6 packet on I FACE-IN, a node N

does:

1. | F CACHE. SRH THEN i Ref2
2. Push CACHE. SRH on top of the existing | Pv6 header

3. Set NH val ue of the pushed SRH to 41

4. Push outer 1Pv6 header with SA, DA and traffic class from CACHE
5. Set outer payload Iength and flow | abe

6. Set NH value to 43 if an SRH was added, or 41 otherw se

7. Decrenent inner Hop Linmt

8. Lookup outer DA in appropriate table and proceed accordingly

Ref 2: CACHE. SRH represents the SRH defined in CACHE, if any, for the
static SR proxy segnent associated with | FACE-IN

5.2. Dynanmic SR proxy

The dynami c proxy is an inprovenment over the static proxy that
dynanmically learns the SR information before renoving it fromthe
incomng traffic. The sane information can then be re-attached to
the traffic returning fromthe service. As opposed to the static SR
proxy, no CACHE information needs to be configured. Instead, the
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dynanmic SR proxy relies on a |local caching nechani smon the node
instantiating this segment. Therefore, a dynam c proxy segnent
cannot be the | ast segnent in an SR SC policy. As nentioned at the
begi nning of Section 5, a different SR behavior should be used if the
service is neant to be the final destination of an SR SC policy.

Upon receiving a packet whose active segment matches a dynamic SR
proxy function, the proxy node pops the top MPLS | abel or applies the
SRv6 End behavi or, then compares the updated SR information with the
cache entry for the current segnent. |If the cache is enpty or
different, it is updated with the new SR information. The SR
information is then renoved and the inner packet is sent towards the
servi ce.

The cache entry is not mapped to any particul ar packet, but instead
to an SR SC policy identified by the receiving interface (I FACE-IN).
Any non-1link-local |IP packet or non-local Ethernet frame received on
that interface will be re-encapsulated with the cached headers as
described in Section 5.1. The service may thus drop, nodify or
gener ate new packets wi thout affecting the proxy.

5.2.1. SR-MPLS pseudocode

The static proxy SR-MPLS pseudocode is augnented by inserting the
followi ng instructions between lines 1 and 2

ELSE
Drop the packet

1. IF top label S bit is 0 THEN

2. Pop top | abe

3. IF C(IFACE-IN) different fromrenmaining |labels THEN ;; Refl
4, Copy all renmining labels into C(I FACE-1N) i, Ref2
5.

6

Ref 1: A TTL margin can be configured for the top label stack entry to
prevent constant cache updates when nultiple equal-cost paths with
different hop counts are used towards the SR proxy node. |In that
case, a TTL difference smaller than the configured margi n should not
trigger a cache update (provided that the | abels are the sane).

Ref2: C(I1FACE-IN) represents the cache entry associated to the
dynanic SR proxy segnment. It is identified with IFACE-INin order to
efficiently retrieve the right SR information when a packet arrives
on this interface.

In addition, the inbound policy should check that C(IFACE-1N) has

been defined before attenpting to restore the MPLS | abel stack, and
drop the packet otherw se.
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5.2.2. SRv6 pseudocode

The static proxy SRv6 pseudocode is augnmented by inserting the
followi ng instructions between lines 1 and 2

1. IF NH=SRH & SL > 0 THEN

2. Decrenent SL and update the | Pv6 DA with SRH SL]

3. IF C(IFACE-IN) different froml|Pv6 encaps THEN ;; Refl
4. Copy the I Pv6 encaps into C(IFACE-1N) 7 Ref2
5. ELSE

6. Drop the packet

Ref1: "I Pv6 encaps" represents the | Pv6 header and any attached

ext ensi on header.

Ref2: C(I1FACE-IN) represents the cache entry associated to the
dynanic SR proxy segnment. It is identified with IFACE-INin order to
efficiently retrieve the right SR information when a packet arrives
on this interface.

In addition, the inbound policy should check that C(IFACE-1N) has
been defined before attenpting to restore the | Pv6 encapsul ation, and
drop the packet otherw se.

5.3. Shared nenmory SR proxy

The shared nenory proxy is an SR endpoi nt behavior for processing SR
MPLS or SRv6 encapsul ated traffic on behal f of an SR-unaware service.
Thi s proxy behavior |everages a shared-nenory interface with the
service in order to hide the SR information froman SR-unaware
service while keeping it attached to the packet. W assume in this
case that the proxy and the service are running on the same conpute
node. A typical scenario is an SR-capable vrouter running on a
contai ner host and forwarding traffic to virtual services isolated
within their respective container.

More details will be added in a future revision of this docunent.
5.4. Masqueradi ng SR proxy

The masqueradi ng proxy is an SR endpoi nt behavi or for processing SRv6
traffic on behalf of an SR-unaware service. This proxy thus receives
SR traffic that is formed of an | Pv6 header and an SRH on top of an

i nner payl oad. The nmasqueradi ng behavi or is independent fromthe

i nner payl oad type. Hence, the inner payload can be of any type but
it is usually expected to be a transport |ayer packet, such as TCP or
UDP.
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A masquer adi ng SR proxy segnent is associated with the follow ng
mandat ory par anet ers:

0 S-ADDR Ethernet or |IPv6 address of the service
0 | FACE-QUT: Local interface for sending traffic towards the service

0 |IFACE-IN Local interface receiving the traffic com ng back from
the service

A masquer adi ng SR proxy segnent is thus defined for a specific
service and bound to a pair of directed interfaces or sub-interfaces
on the proxy. As opposed to the static and dynanic SR proxies, a
masquer adi ng segnment can be present at the sanme time in any nunber of
SR SC policies and the sane interfaces can be bound to multiple
masquer adi ng proxy segnents. The only restriction is that a
masquer adi ng proxy segnent cannot be the last segnent in an SR SC

policy.

The first part of the masqueradi ng behavior is triggered when the
proxy node receives an | Pv6 packet whose Destination Address matches
a masquer adi ng proxy segnent. The proxy inspects the | Pv6 extension
headers and substitutes the Destination Address with the | ast segnent
in the SRH attached to the | Pv6 header, which represents the fina
destination of the | Pv6 packet. The packet is then sent out towards
the service

The service receives an | Pv6 packet whose source and destination
addresses are respectively the original source and final destination
It does not attenpt to inspect the SRH as RFC2460 specifies that
routi ng extension headers are not examnined or processed by transit
nodes. Instead, the service sinply forwards the packet based on its
current Destination Address. In this scenario, we assune that the
service can only inspect, drop or performlinmted changes to the
packets. For exanple, Intrusion Detection Systens, Deep Packet

I nspectors and non-NAT Firewal | s are anong the services that can be
supported by a masqueradi ng SR proxy. Variants of the masquerading
behavi or are defined in Section 5.4.2 and Section 5.4.3 to support a
wi der range of services.

The second part of the nmasqueradi ng behavior, also called de-
masqueradi ng, is an inbound policy attached to the proxy interface
receiving the traffic returning fromthe service, IFACE-IN. This
policy inspects the inconming traffic and triggers a regular SRv6
endpoi nt processing (End) on any |IPv6 packet that contains an SRH
This processing occurs before any | ookup on the packet Destination
Address is performed and it is sufficient to restore the right active
segnent as the Destination Address of the | Pv6 packet.

Clad, et al. Expires April 9, 2018 [ Page 16]



Internet-Draft Segnent Routing for Service Chaining Cct ober 2017

5.4.1. SRv6 masqueradi ng proxy pseudocode - End. AM

Masquer adi ng: Upon receiving a packet destined for S, where Sis an
End. AM SID, a node N processes it as foll ows.

IF NH=SRH & SL > 0 THEN
Update the 1 Pv6 DA with SRH 0]
Forward t he packet on | FACE- QUT
ELSE
Drop the packet

ghNE

De- masquer adi ng: Upon receiving a non-link-1ocal |Pv6 packet on
ACE-1N, a node N processes it as follows.

1. IF NH=SRH & SL > 0 THEN

2. Decrenent SL

3. Update the 1 Pv6 DA with SRH SL] ;7 Refl
4, Lookup DA in appropriate table and proceed accordingly

Ref 2: This pseudocode can be augnented to support the Penultimate
Segment Poppi ng (PSP) endpoint flavor. The exact pseudocode

nodi fication are provided in

[I-D. filsfils-spring-srv6-network-programi ng].

5.4.2. Variant 1: NAT

Servi ces nodi fying the destination address in the packets they
process, such as NATs, can be supported by a nmasquerading proxy with
the following nodification to the de-nmasqueradi ng pseudocode.

De- masquer adi ng - NAT: Upon receiving a non-link-local |Pv6 packet on
| FACE-I N, a node N processes it as follows.

IF NH=SRH & SL > 0 THEN
Update SRH O] with the | Pv6 DA
Decrenment SL
Update the | Pv6 DA with SRH SL]
Lookup DA in appropriate table and proceed accordingly

ghwNE

5.4.3. Variant 2: Caching
Servi ces generating packets or acting as endpoints for transport
connections can be supported by adding a dynam ¢ cachi ng mechani sm
simlar to the one described in Section 5. 2.

Mre details will be added in a future revision of this docunent.
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6. Illustrations
We consider the network represented in Figure 3 where:
0 A and B are two end hosts using | Pv4
o0 B advertises the prefix 20.0.0.0/8

0 1to 6 are physical or virtual routers supporting | Pv6 and segnent
routing

0 Sl is an SR aware firewal|l service
0 S2 is an SR-unaware | PS service

--3--
/ \

/ \
Ac---le---2ece-be--B5o-6----B
I I
| |

S1 S2
Figure 3: Network with services

Al'l links are configured with an | GP wei ght of 10 except link 2-3
that is set to 20.

We assune that the path 2-3-5 has a | ower |atency than 2-4-5.

Nodes 1 to 6 each advertise in the IGP an | Pv6 prefix Ck::/64, where
k represents the node identifier.

Nodes 1 to 6 are each configured with an SRv6 End segnment Ck::/ 128,
where k represents the node identifier.

Node S1 is configured with an SRv6 SID CF1::/128 such that packets
arriving at S1 with the Destination Address CFl:: are processed by
the service. This SIDis either advertised by S1, if it participates
inthe IGP, or by node 2 on behal f of SI.

Node 5 is also configured with an SRv6 dynami c proxy segnents
(End. AD) C5::AD: F2 for S2.

Node 6 is also configured with an SRv6 End. DX4 segnent C6::D4:B
decapsul ati ng the SRv6 and sending the inner |Pv4 packets towards D.
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Via BGP signaling or an SDN controller, node 1 is programmed with a
route 20.0.0.0/8 via C6::D4:B and a color/community requiring | ow
| atency and services S1 and S2.

Node 1 either locally conputes the path to the egress node or
del egates the conputation to a PCEE As a result, the SRv6
encapsul ation policy < CFl::, C3::, C5::AD:F2, C6::D4:B > is
associated with the route 20.0.0.0/8 on node 1.

Upon receiving a packet P fromnode A and destined to 20.20. 20. 20,
node 1 finds the above table entry and pushes an outer |Pv6 header
with (SA=Cl::, DA=CFl::, NH= SRH) followed by an SRH (C6::D4: B
C5::AD:F2, C3::, CF1::; SL = 3; NH=1Pv4). Node 1 then forwards the
packet to the first destination address CF1::

Node 2 forwards P along the shortest path to S1, based on the | Pv6
destination address CF1::

When S1 receives the packet, it identifies a locally instantiated SID
and applies the firewall filtering rules. |If the packet is not
dropped, the SL value is decrenented and the DA is updated to the
next segment C3::. Sl1 then sends back to node 2 the packet P with (SA
=Cl::, DA=C3::, NH=SRH (C6::D4:B, C5::AD:F2, C3::, CFl::; SL =
2; NH = | Pv4).

Node 2 forwards P along the shortest path to node 3, based on the
| Pv6 destination address C3::

When 3 receives the packet, 3 matches the DAin its local SID table
and finds the bound End function. It thus decrenents the SL val ue
and updates the DA to the next segnment: C5::AD:F2. Node 3 then
forwards packet P with (SA = Cl::, DA = C5::AD: F2, NH = SRH)
(C6::D4:B, C5::AD:F2, C3::, CF1::; SL 1; NH = 1 Pv4) towards node 5.

When 5 receives the packet, 5 matches the DAin its local SID table
and finds the bound function End. AD(S2). It thus perfornms the End
function (decrenment SL and update DA), caches and renoves the outer

| Pv6 header and the SRH, then forwards the inner |Pv4 packet towards
S2.

S2 receives a regular |Pv4 packet headed to 20.20.20.20. It applies
the IPS rules and forwards the packet back to node 5.

When 5 receives the packet on the returning interface (I FACE-IN) for
S2, 5 retrieves the correspondi ng cache entry and pushes the updated
| Pv6 header and SRH. It then forwards P with (SA = Cl::, DA =
C6:D4:B, NH = SRH) (C6::D4:B, C5::AD:F2, C3::, CFl::; SL = 0; NH =

| Pv4) to node 6.
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When 6 receives the packet, 6 matches the DAin its local SID table
and finds the bound function End.DX4. It thus renoves the outer |Pv6
header and forwards the inner |Pv4 packet to node B

7. Metadata
7.1. MPLS data pl ane

The MPLS data pl ane does not provide any native nechanismto attach
nmet adata to a packet.

Wor karounds to carry netadata in an SR-MPLS context will be discussed
in a future version of this document.

7.2. 1Pv6 - SRH TLV objects

The 1 Pv6 SRH TLV objects are designed to carry all sorts of netadata.
In particular, [I-D.ietf-6nan-segnment-routing-header] defines the NSH
carrier TLV as a container for NSH netadat a.

TLV objects can be inmposed by the ingress edge router that steers the
traffic into the SR SC policy.

An SR-aware service nmay inpose, nodify or renove any TLV obj ect
attached to the first SRH, either by directly nodifying the packet
headers or via a control channel between the service and its
forwardi ng pl ane.

An SR-aware service that re-classifies the traffic and steers it into
a new SR SC policy (e.g. DPlI) may attach any TLV object to the new
SRH.

Met adata i nposition and handling will be further discussed in a
future version of this docunent.

7.3. |1Pv6 - SRH tag

The SRH tag identifies a packet as part of a group or class of
packets [I-D.ietf-6man-segnment-routing-header].

In a service chaining context, this field can be used as a sinple
man’ s netadata to encode additional information in the SRH

8. Inplenentation status
The static SR proxy is available for SR-MPLS and SRv6 on vari ous

Cisco hardware and software platforns. Furthernore, the foll ow ng
proxies are avail abl e on open-source software.
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. . +
| VPP | Li nux |
T TSRS TSRS +
| M| Static proxy | Available | In progress
| P I I I
| L | Dynami ¢ proxy | I'n progress | In progress
| S| I I I
| | Shared nenory proxy | I'n progress | In progress
T TSRS TSRS +
[ [ Static proxy | Available | In progress
| I I I
[ | Dynamic proxy - Inner type Ethernet | In progress | |In progress
[ I I I
| | Dynami c proxy - Inner type |Pv4 | Available | Available |
| S| I I I
| R Dynami ¢ proxy - Inner type |Pv6 | Available | Available |
| v | I I I
| 6 | Shared nenory proxy | I'n progress | In progress
[ I I I
| | Masquer adi ng pr oxy | Available | Available
| I I I
[ | Masquerading proxy - NAT vari ant | I'n progress | In progress
| I I I
| | Masquerading proxy - Cache variant | In progress | In progress
'S . . +

9.

10.

Open-source inplenentation status table
Rel ati onship with RFC 7665

The Segnment Routing sol ution addresses a wi der problemthat covers
bot h t opol ogi cal and service chaining policies. The topological and
service instructions can be either deployed in isolation or in
conbination. SR has thus a wider applicability than the architecture
defined in [ RFC7665]. Furthernore, the inherent property of SRis a
statel ess network fabric. In SR there is no state within the fabric
to recognize a flow and associate it with a policy. State is only
present at the ingress edge of the SR domain, where the policy is
encoded into the packets. This is conpletely different from NSH t hat
relies on state configured at every hop of the service chain.

Hence, there is no |linkage between this docunent and [ RFC7665] .
| ANA Consi derations

Thi s docunent has no actions for | ANA
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11.

12.

13.

14.

14.

14.

Security Considerations

The security requirements and nmechani snms described in
[I-D.ietf-spring-segnent-routing] and
[I-D.ietf-6man-segnent-routing-header] also apply to this docunent.
Addi tional considerations will be discussed in future versions of the
docunent .
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