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Abstr act
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1. Introduction

Latency Critical Communication (LCC) applications are increasingly
i mportant, requiring guaranteed | ow | atency comruni cation high-
reliability and ensuring quality of user experience.

Several on-going nechanisns exist for delivering LCC services within
mul ti pl e Standards Devel opnment Organi zations, including: Tine-
Sensitive Networking Task Group [ TSN8021] in | EEE 802.1, 5G
requirenents for next-generation access technol ogy [ TS38913] in 3GPP
and Broadband Assured | P Service [BAS-Architecture] in the BBF.

This draft identifies comobn service requirenents in heterogeneous
networ ks for delivering LCC services, and outlines specific uses
across a spectrum of applications, specifically: cloud-based virtua
reality, renote surgery, and live-TV distribution in virtualized CDN
envi ronment s.

We may scope LCC application requirenents by explicitly focusing on
end-to-end (E2E) service characteristics and capability requirenents
for delivering each specific use case. Furthernore, as the E2E
service usually traverses multiple domains and involves nultiple

| ayers. Yet, existing standards and current discussion typically
focuses on a specific layer, protocol, or link |layer technol ogy.
This focused view | acks an integrated approach or system view on

sol ving the LCC probl em space.

Thi s docunent is intended to stimulate discussion and outlines
specific LCC application requirenments, and proposes an architecture
and enabling functional conponents to address the comon

requi renents di scussed in each use case

2. The Need for Low Latency Comuni cations

Fundanentally, latency is a time interval between the stinulation
and response, or, froma nore general point of view, a tinme delay
bet ween the cause and the effect of change in the system being
observed.

Net work | atency in packet networks is measured either one-way (the
time fromthe source sending a packet to the destination receiving
it), or round-trip delay tinme (the one-way |latency fromsource to
destination plus the one-way |atency fromthe destination back to
the source). Some packets will be dropped, i.e., never delivered,
due to buffer overflows, synchronization failures, etc. Mreover, we
assune that packets that are decoded in error are al so dropped
either by the protocol itself or by higher |ayers. Using the
convention that dropped packets have infinite |atency, we can define
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the reliability as the probability that the | atency does not exceed
a pre-described val ue.

Qur community has recogni zed | ow | at ency networ ki ng as an i nportant
research problem and devoted nmuch attention to tackle the issue
fromvarious perspectives, these include:

0 Processing del ays

o Buffer del ays

0 Transm ssi on del ays

o0 Packet | oss

0 Propagation del ays

There are a nunber of conmon requirenents across |ow | atency use
cases (including 3GPP on C oud RAN, front haul, back haul and by
various application |layers use cases. Additional useful docunents
exi st that provide background and notivation for |ow |atency
networks, including [I-D.arkko-arch-1owlatency] and [I-D. dunbar -
e2e- | atency- ar ch-vi ew and- gaps] .

3. Quantifying Latency

LCC Applications exist for a variety of deploynents, use cases are
assigned into the follow ng categories:

0 Extreme Mobil e Broadband (xMBB): high speed and | ow | atency nobile
br oadband;

o Utra-reliable Machi ne-type Communication (uMiCQ): reliability is
the key service requirenment of these services;

o0 Massi ve Machi ne- Type Conmuni cation (nMIC) and Massive 10T (nloT):
massi ve M2M and | oT connectivity;

o Critical Connections/ Utra Reliable Low Latency Connecti ons
(CridURLLC): low latency and ultra-reliable communications.

The focus of this docunent is to outline requirenments for Cri C/ URLLC
use cases, specifically:

0 Cl oud-based virtual reality;

0 Renote surgery;
o Live-TV distribution in virtualized CDN environnents.
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3.1. Determninism

o Difference between predictable and reliable bounds.

o Behavi or of packet flow, and |oss, and/or packets allowed outside
of the bounds.

3.2. Network KPIs

For each category of use case, specific KPIs are identified for
clustering requirements:

Devi ce density:

o High: 10000 devi ces per knR

0 Medium 1000 - 10000 devices per kn?
0 Low. < 1000 devices per knR

Mobi lity:

0 No: static users

0 Low pedestrians (0-3 knih)

0 Medium slow noving vehicles (3 - 50 knf h)

o High: fast noving vehicles, e.g. cars and trains (> 50 km h)

Infrastructure

o Limted: no infrastructure available or only macro cell coverage
0 Medium density: Small nunber of small cells

o Highly available infrastructure: Big nunber of small cells
avail abl e

Traffic type:
Cont i nuous
Bur sty

Event driven
Peri odi ¢

Al'l types

o

O O0O0Oo

User data rate:

o Very high data rate: 1 Ghps
o Hi gh: 100 Mops - 1 Ghps

o Medium 50 - 100 Mps

o Low. < 50 Mops

Lat ency

o High: > 50 ns

o Medium 10 - 50 ns
o Low 1 - 10 ns

Reliability
0o Low < 95%
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o Medium 95 - 99%
o High: > 99%

Avail ability (related to coverage)
0 Low < 95%
0 Medium 95 - 99%
o Hgh: > 99%
3.3. Service KQ's

Application requirenents, can be nodell ed by user experience (QE),

and qualified by service KQ. Fromusers’ point of view, QOE is the
overall performance of a system It is a neasure of E2E perfornmance
at the services level fromthe user perspective and an indication of

how wel | the system nmeets the user’s needs. There are nany factors

af fecting QOE, such as user expectations, end-to-end system effects,

etc. It is essential to establish a relation between user
expectations and QoS, considered as the ability of the network to
provide a service at a guaranteed performance | evel.

Net work’ s performance can be evaluated with network KPI's such as
delay, jitter, packet loss, etc. For URLLC services, existing KPls
are insufficient to forecast the service quality and refl ect end-
users’ QOE. Hence, it is inmportant to identify useful KPIs to
quantify end-users’ experiences and build the connections between
network KPlI and service KQ, as shown in Figure 1. The KQ for a
gi ven service can be expressed as a function/comnbi nation of the
KPl's, and can be expressed as follow KQ =f(KPI 1, KPI2,...,KPIn).

3.4. Correlating KQ and KPI

. +
| Requi renents |

B Fomm - - - Fomm e oo - +

I I I

I I I
e S + et S e oot
Service KQ [ KQ 1 [ | KQ2 | KQ 3 [
e e ST R + Fommemeeaeas +

I

o e e e e e e e e oo e e e o +

I I I I
Net wor K+---v-+  +---v--+  +-------- V-------- + +-V---+
KPI |KPI1 | | KPI2 | | KPI 3 | |
e EE T RIS + e +

Figure 1: KQ-KPI Correlation
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The energing LCC application services have led to conposite KQ s
use, providing network neasurenent of specific application service
aspects (i.e., the performance of the application or service). As
there is linited experience to guide howto deliver the new LCC
services, the mapping between the KPI and KQ wll require specific

3.5. Application Use Cases
3.5.1. Coud-based Virtual Reality

Virtual Reality (VR), also known as inmersive nmultimedia or
computer-sinmulated reality, is a conputer technology that replicates
an environnment, real or inagined, and sinulates a user’s physica
presence and environnent to allow for user interaction

Al t hough sone aspects of VR are beconing promising, there is stil
bottl eneck that prevents it from being popul ar. Hi gh cost,
especially for higher-end systens that try to reproduce a high-
qual ity experience, is one barrier to success for VR One way to
reduce the cost of local VR conputing, to make it nore affordable
and increase its popularity and general usage, is to offload the
conputations to a cloud-based server. This especially fits the

cl oud- based VR gani ng envi ronment when connecting with multiple

parties.

Fommmm e +

I I I

| VR I I

o oo |

| Device | |

I I I

Fomm e + I
| 11 W\
I I VR I
[ S, + |
[ [ Cl oud [

oo + | | |

| | | VA 1

| W |

- oo |

| Device | |

I I I

S +

Fi gure 2: d oud-based VR Scenario
But then, additional stringent requirenments for the underlying
network are being introduced into the system including high
bandwi dth, low | atency and | ow packet |oss ratio.
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3.5.1.1. Quality of Experience Requirenents

To make the VR world realistic, the VR notion-to-photon latency is
reconmended to be | ess than 20ms. However, the network transnission
latency is limted within 5ms because other VR processing (i.e.,
tracki ng, rendering, and displaying) |atency al nost consunmes 15ns.
To achieve this, the VR cloud is proposed to be depl oyed at the
edge of operator network.

Regar di ng bandwi dth requirements, high-end VR systens typically use
a display frame rate of 75-90 frames per second on dual HD or 4K

di splays, which can result in traffic rates four to eight tinmes that
for regular HD or 4K video respectively. O course, |ow packet |oss
is required to prevent video freezes or dropouts.

T T +
| Nare | Elenents |
B Fom e e e e e +
| Service type | Crid URLLC [
- e +
| Bandwi dt h [ Mo/ s] | 4K 25Mo/ s |
[ | 8K 100 Mo/s |
[ | 12K 418 M/ s |
B Fom e e e e e +
[ | 4K 16 Mops |
| Bi t rat e( Mps) | 8K 64 Mips |
| | 12K 279 Mops |
N T ——_ T +
| Lat ency | 5 s |
B Fom e e e e e +
|Reliability | Hgh (five 9) [
e e +

Figure 3: doud VR Service Type
3.5.2. Renpte Surgery

Renote surgery (also known as tel esurgery) is the ability for a
doctor to performsurgery on a patient even though they are not
physically in the same location. It further includes the high-speed
conmuni cati on networ ks, connecting the surgical robot in one

| ocation to the surgeon console at another |ocation manipul ating the
robot through an operation.

Renote tel esurgery allows the specialized surgeons to be avail able
to the patients worldwi de, w thout the need for patients to travel

beyond their | ocal hospital. Imagine a doctor in an urban city,
perform ng an urgent procedure on a patient in an inaccessible rural
ar ea.

3.5.2.1. Quality of Experience Requirenents
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a
| east

ency Services

including very reliable connection (99.999% availability),
sufficient bandwidth to ensure adequate video resolution as required

by the renote surgeon controlling the robot,
i nstant aneous reaction to the actions

| atency allowi ng the feel of
of the surgeons and of course as |
variation (i.e., jitter) allow ng
| at ency.

o e e e e e e e e e e =
| Bi trate(Mps)

e
| Lat ency

e e e e e e e e e e e e e ==
|Reliability

o e e e e e e e e e e =

as little as possible

ittle as possible | atency
system or hunan correction of the

o e e o - +
| Elenents |
Fom e e e e e +
| Crid URLLC [
o e e o - +
| Up to 1Md/s for |
| control comuands |
s +
| 8K 64 Mips |
e e e e oo oo +
| 30 ns |
o e e e o - +
| High (five 9) [
s +

Figure 4: Renote Surgery Service Type

3.5.3. Live-TV Distribution in Virtualized CDN environnents

Li ve-TV si gna
operator needs to support.

distribution is a growi ng service that a network
The bandwi dt h needed to convey a video

streamis determned by its quality. Evolution from standard
definition (SD) and high definition (HD) quality formats towards

Utra-H gh Definition (UHD) fornmat

have to be carried across an | P network,

nmigration fromtraditional Seria
transm ssion to all-1P environnment

s, including 2K and 4K UHD wi | |
thus requiring the
Digital Interfaces (SD)
S.

Various paradi gns exist to provide cost-effective scalable live-TV

di stribution. Specifically,

in live-TV distribution

unconpr essed

video streamformats are used before the video is produced. Once the

vi deo has been produced, distribut

ion to end-users is based on

conmpressed video streans, which quality is adapted to the one that

fits better the user’s device (i.e.

formats).

, conpressed SD, HD or UHD

Content Delivery Networks (CDN) can be considered as a suitable
option for live-TV content delivery by nmeans of the standardized

MPEG Dynani ¢ Adapti ve Stream ng over

Expires Apri

HTTP ( MPEG DASH) techni que.

3.5.3.1. Quality of Experience Requirenents
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Transport quality (packet loss, jitter) highly inpacts on users’
quality of experience (QE). Undesired effects such as pixelization,
tiling, frane freezing, or blue screen can appear if transport
quality is slightly degraded.

Monitoring at different |evels (network, conputing, service) and
appl yi ng | ocal /gl obal KDD procedures enabl e dynanmi ¢ adapti ve CDN
reconfiguration, i.e. scaling up/down HTTP servers, reassigning
users, increasing CDN |inks capacity, etc.

) s +
| Nane | Elenents |
S e e e e oo oo +
| Service type | Cid URLLC |
e e e e oo o e e e o - +
| Bandwi dt h [ Mo/ s] | Low 1-4 Mo/s SD |

| | Med 10 Mo/s HD |
| | High 25 Md/s UHD |

S e e e e oo oo +
| Lat ency | Hi gh 50-100s ns |
e e e e oo o e e e o - +
|Jitter | Stringent <1 ms |
) s +
|Reliability | Hgh (five 9) [
S e e e e oo oo +
| Avai l ability | Moderate (99% |
e e e e oo o e e e o - +
| Mobility - UE Speed| Up to 50knih |
) s +
| Area Traffic | Normal 1s Gb/s |
[ | Hotspot 10s Go/s |
e e e e o n o e e o - +
| Sensor Net wor k | No |
Fom e e e e oo o e e o - +
| Massi ve Type | No |
B Fom e e e e e +
| Devi ce Direct | No [
e e e e o n o e e o - +
| Coverage Required | Standard |
Fom e e e e oo o e e o - +
| Energy Consunption | No |

Critical | |
S e e e e oo oo +
| Type of Use Equip. | Conventional |
e e e e oo o e e e o - +

4. Measurenent of Latency

Various Internet nmeasurenent nethods have been proposed to identify
| at ency between end hosts. Active network neasurenents, which
i nvol ve sending a stream of measurenent data traversed al ong
arbitrary paths over a network, including the Internet, are anongst
the nmore popul ar nmet hods to provision end-to-end quality-of-service.
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Accur at e networ k nmeasurenent woul d require nmesh neasurenent of all
network links to collect sufficient network | atency infornmation for
network path construction based on active nmeasurenent nethods. It
takes a longer time; thus, it may be possible for a small group of
nodes but not for |arger nunber of nodes. |naccurate measurenent
over lossy network with long inter-packet delays would becone an
i ssue, and not support real-tine applications that require tine
sensitive information for network path decisions.

In the [I-D. dunbar-e2e-1atency-arch-vi ew and-gaps], several key
| atency factors are |listed as bel ow

0 Generation: delay between physical event and availability of data
o Transmni ssion: signal propagation, initial signal encoding

0 Processing: Forwardi ng, encodi ng/ decodi ng, NAT, encryption
aut henti cation, conpress, error coding, signal translation

o Multiplexing: Delays needed to support sharing; Shared channe
acqui sition, output queuing, connection establishnent

0 Groupi ng: Reduces frequency of control information and processing;
Packeti zati on, nessage aggregation

From the network point of view, only the last four |latency factors
are highly relevant to the network characteristic and need to be
nmeasur ed.

The E2E performance has been focused on connection-1ess
technol ogi es, the requirenents of neasuring and maintaining "flow'
state for end-user have gaps.

Measur ement of network del ay, performance guarantees, dynam c path
adaption, and throughput optimzation, all exist but are generally
technol ogy specific.

4.1. End-to-end Latency

A One-way Delay Metric for IPPM is defined for packets across

I nternet paths based on notions introduced in the | PPM framework
with detailed introduction on the nmeasurement mnethodol ogy, error
anal ysis and rel evant statistics. The result can be used to

i ndi cate the performance of specific application and the
congestion state on the path traversed.

I P Flow I nformation Export (IPFIX) Protocol serves as a

means for transmtting Traffic Flow information over the network
froman | PFl X Exporting Process to an | PFl X Col |l ecting Process.
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| PPM or | PFI X shoul d be sufficient for the controller of distributed
control plane to nake the necessary optim zation or bandw dth
control, assuming |IPFIX and | PPM can neasure segnent, interface, and
chassis/fabric time. But if not, the extension of existing |PPM
(metrics) may be needed.

In addition, other existing technol ogies, such as One-Way Active
Measur ement Protocol (OMMP) and Two- WAy Active Measurenent Protoco
(TWAMP), are focused on providing one way and two way | P perfornmance
metrics. Latency is one of metrics that can be used for End-to-End
determnistic | atency provisioning.

Usi ng OMMP/ TWAMP protocol s or extension on that to support
measurenent of flow |atency performance is al so feasible.

4.2. Per Link Latency

Latency related to Iink can be conputed as the ratio between the
link I ength and the propagation speed over the specific nedi um of
the 1ink.

The link capacities along the path as well as the way in which the
avai l abl e capacity is used can have inpact on the |atency. \Wenever
the link capacity is low, the tine of getting data out of network
card to onto the nediumwi |l be high. Furthernore, capacity is often
shared and only a snmall proportion of the capacity nay be avail abl e
to a specific flow, this is the case when links are congested.

4.3. Per Node Latency

The links along a network path are connected by network nodes, such
as core switches and routers. Transit through each node adds to the
path latency, this type of latency is referred to as

swi t chi ng/ f orwardi ng | at ency.

To achieve optim zed end-to-end | ow | atency services, each network
node al ong the path needs to neasure the latency netric on it. Using
OMMP / TWAMP and/ or extension on that, each network node needs to
record accurate nmeasurenents and thus requires accurate tine
synchroni zati on, which also contributes |atency on the network node.

4.4. Reporting Per Link and Per Node Latency
Basically, the latency information needs to be reported fromthe
network node to the controller or OAM handl er [ RFC7491] to keep the

end-to-end | atency under bound. A tenplate that defines the LCC
connection attributes, |atency, |loss and etc, nust be used.
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In addition, an interface or nechanismto report such |atency
performance information is necessary. A sinple approach can be an
interface fromnetwork device to controller, which collects all the
| atency performance information of each network node, and then nake
a decision howto serve the flow at each network node

4.5, Isolating Latency Disruption

When congestion occurs, it is often not being detected until it has
al ready induced latency. Early detection of the onset of congestion
all ows the controllers to reduce their transm ssion rate quickly.
This could use del ay based inference of congestion or early explicit
notification of congestion by the network.

However, the congestion occurred link should be separated with other
links and thus will not disrupt the other links. One feasible way is
to reserve dedicated network resources to the specific link (for a
specific application) and thus isolate the usage of the dedicated
net work resources from ot her |inks.

5. Mechanisns to achieve low |l atency flows

The network infrastructure will need advanced interaction with LLC
applications. The network will need insight into which types of
applications are being transported, and traffic classification and
path control to ensure SLAs expected by the applications are net.
Several techniques exist to achieve this, and are discussed in the
foll owi ng sub-sections.

5.1. Path Conputation

The Pat h Conputation El enent (PCE) was devel oped to provide path
comput ation services for path controlled networks. The nmay be used
to provide path conmputation and policy enforcement for LCC
applications and services.

The PCE operates on a view of the network topology stored in the
Traffic Engi neering Database (TED). The TED is a data store of

topol ogy i nformati on about network nodes and |inks, and capacity and
metrics such as link performance (latency, |atency-variation, and
packet |oss). The TED may be further augmented with status

i nformati on about existing services as well.

The PCE would facilitate the setting up of LCC application paths by
conmputing a path based on the end-to-end network performance
criteria.

5.2. Traffic Engineering
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Traffic engineering techniques, including Miltiprotocol Labe
Switching (MPLS) Traffic Engineering (MPLS-TE), are conmnonly
depl oyed by operators.

MPLS-TE all ows for a TE schene where the ingress node of a |abel
swi tched path (LSP) can calculate the nost efficient route
(including latency mninzation) through the network toward the
egress router of the LSP

The operator typically has a pre-planning task to nmonitor the

physi cal |ayout of the network for capacity planning and network
visualization foll owed by estimati on of possible TE settings of the
Iinks, knowi ng how nmuch an | GP setting affects the traffic fl ow and
path. Modification of TE settings to reduce | atency based on network
conditions is possible, but introduces potential network instability
i f changes are frequent.

Overall, TE technologies cone with [imtations such as scalability,
operational conplexity, protocol overhead, and supervi sed network
optinization. Al though, recent enhancenents to MPLS-TE exist, the

i nteracti on between applications and network infrastructure is stil
not sufficient for the LLC chall enges.

5.3. Coloring

It is possible to build colored paths through the network with the
colors representing | ow bandw dth, |ow delay, high cost, affinities.
Application traffic can then be assigned to those paths based on
traffic placenment profile.

Li nk coloring could be used to classify specific |low | atency |inks
for LLC applications, and assigned to a |ogical topology for the
del ay-sensitive application traffic.

MPLS- TE al so supports this function, often described as
adm ni strative groups "colors” or "link colors". Furthernore, |ink
coloring is supported in IP networks with the use of MI-aware | GPs.

5.4. Queue Managenent

Depl oyi ng queue managenent techni ques, such as Active Queue
Management (AQV), in the network may facilitate |atency reduction
reduce network latency. It may be useful to distinguish between two
rel ated classes of algorithns: "queue nmanagenent" versus
"schedul i ng" al gorithns.

0 Queue managenent al gorithns nmanage the | ength of packet queues by
mar ki ng or droppi ng packets when necessary or appropriate
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0 Scheduling algorithns determ ne which packet to send next and are
used primarily to nanage the allocation of bandw dth anong fl ows.

The two nechanisns are |l oosely related, they address different
performance i ssues and operate on different tinescales.

As interactive applications (e.g. voice over IP, real tine video
stream ng and financial transactions) run in the Internet, high
| atency and | atency variation degrade application performance.

Depl oying intelligent queue managenent and schedul i ng schenes to
control latency and | atency variation, would provide desirable and
predi ctabl e behavior to end-to-end connections for applications

5.5. Latency Managenent
Lat ency managenent techni ques incl ude:

0 XoDel (Controlled Delay) and FQ CoDel (Fl owQueue-CoDel) Controlled
Del ay (CoDel) are queue nmanagenent technologies to set limts per
packet for del ay

0 Fl omQueue- CoDel (FQ CoDel) is a hybrid packet schedul er/ AQV
algorithmfor fighting application |atency across the Internet. It
is based on a two-tier Deficit Round Robin (DRR) queue schedul er
with the CoDel AQM al gorithm operating on each sub-queue

6. Functional Architecture for LCC
A basic architecture for LCC operation will be required. These will

i nclude the necessary conponents to nanage the | atency service,
underl ay packet and transport comunications infrastructure.
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6.1. LCC Functional Conponents

7. Alternatives to Low Latency Networking

Mtigation

Several strategies and techni ques exist for reducing or negating
network | atency for sonme tinme sensitive applications.

7.2. Resource Placenent

There is a trend of placing resources in |ocations that woul d reduce
or negate service and application |atency.

One approach to support nore dynam c placenent of functions,
enabling the LLC application, close to the user is to introduce
Virtualized Network Functions (NFV) at the edge of the network, near
the LCC application users to reduce end-to-end |latency, tine-to-
response, and unnecessary utilization of the core network
infrastructure
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Speci fic technol ogy threads devel opi ng edge resource placenent, via
virtual functions, include Mbile Edge Conputing (MEC) and Fog
Conputi ng.

7.3. Application and Resource Pipelining
To be di scussed.

7.4. Prediction
To be di scussed.

7.5. Buffering
Reduci ng swi tch queue length, or buffer occupancy, is the nost
direct way to tackle the latency problem Packet forwarders could
use deep buffers to handle bursty traffic. However, they nust ensure
that this does not becone detrinental to |atency performance. As TCP
relies on packet drops for congestion control, it introduces
overhead for the application.

8. Security Considerations
The following Iist provides some security chall enges and
considerations in designing and building network infrastructure for
LLC applications:

o ldentification and authentication of the entities involved in the
LLC service

0 Access control to the different entities that need to be connected
and capabl e of creating LLC services

0 Processes and nechani sns to guarantee availability of LLC network
resources and protect them against attack

8.1 Privacy and Regul atory |ssues
o ldentification of endpoints
o Data protection to guarantee the security (confidentiality,
integrity, availability, authenticity) and privacy of the
information carried by the network for the LCC service

9. | ANA Consi derations

10. References
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