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Abst ract

In order to transmt

| Pv6 packets on | EEE 802.11 networks running

out side the context of a basic service set (OCB, earlier "802.11p")
there is a need to define a few paraneters such as the supported
Maxi mum Transni ssion Unit size on the 802.11-0OCB |ink, the header
format preceding the | Pv6 header, the Type value within it, and
others. This docunment describes these paraneters for |IPv6 and | EEE

802. 11- OCB net wor ks;

it portrays the layering of IPv6 on 802.11-CCB

simlarly to other known 802.11 and Ethernet |ayers - by using an
Et hernet Adaptation Layer.

Status of This Meno

This Internet-Draft

is submtted in full conformance with the

provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering

Task Force (IETF).

Note that other groups may al so distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi mum of six nonths

and nay be updat ed,

repl aced, or obsol eted by other docunents at any

time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 19, 2018.
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1. Introduction

Thi s docunent describes the transm ssion of |Pv6 packets on | EEE Std
802. 11- OCB networ ks [| EEE-802. 11-2016] (a.k.a "802.11p" see

Appendi x B). This involves the layering of |Pv6 networking on top of
the | EEE 802.11 MAC | ayer, with an LLC layer. Conpared to running

| Pv6 over the Ethernet MAC |l ayer, there is no nodification expected
to | EEE Std 802.11 MAC and Logi cal Link sublayers: 1Pv6 works fine
directly over 802.11-COCB too, with an LLC | ayer

The 1 Pv6 network | ayer operates on 802.11-0CB in the sane nanner as
operating on Ethernet, but there are two kinds of exceptions:

0 Exceptions due to different operation of 1Pv6 network | ayer on
802. 11 than on Ethernet. To satisfy these exceptions, this
docunent describes an Ethernet Adaptation Layer between Ethernet
headers and 802.11 headers. The Ethernet Adaptation Layer is
descri bed Section 4.2.1. The operation of IP on Ethernet is
described in [RFC1042], [RFC2464] and
[1-D. hi nden- 6man-rfc2464bi s] .

0 Exceptions due to the OCB nature of 802.11-0CB conpared to 802. 11.
This has inpacts on security, privacy, subnet structure and
handover behaviour. For security and privacy recommendati ons see
Section 5 and Section 4.5. The subnet structure is described in
Section 4.6. The handover behaviour on OCB links is not described
in this docunent.

In the published literature, nmany docunents describe aspects and
problems related to running | Pv6 over 802.11- CCB
[I-D.ietf-ipwave-vehi cul ar-networ ki ng-survey].

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
WFi: Wreless Fidelity.

OBRU (On-Board Router Unit): an OBRU is al nost always situated in a
vehicle; it is a conputer with at least two P real or virtua
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interfaces; at |least one I[P interface runs in OCB node of 802.11. It
MAY be an | P Router.

OBU (On-Board Unit): termdefined outside the | ETF.

RSRU (Road- Side Router Unit): an RSRU is al nost always situated in a
box fixed along the road. An RSRU has at |east two distinct |P-
enabl ed interfaces; at |least one interface is operated in node OCB of
| EEE 802.11 and is IP-enabled. An RSRU is simlar to a Wreless
Term nation Point (WIP), as defined in [ RFC5415], or an Access Point
(AP), as defined in | EEE docunents, or an Access Network Router (ANR)
defined in [RFC3753], with one key particularity: the wreless PHY/
MAC | ayer of at |east one of its |IP-enabled interfaces is configured
to operate in 802.11-0CB node. The RSRU communi cates with the OBRU
in the vehicle over 802.11 wireless link operating in OCB node. An
RSRU MAY be connected to the Internet, and MAY be an | P Router. Wen
it is connected to the Internet, the termV2l (Vehicle to Internet)
is relevant.

RSU (Road-Side Unit): an RSU operates in 802.11-0OCB node. A RSU
broadcasts data to OBUs or exchanges data with OBUs in its
conmmuni cati ons zone. An RSU may provide channel assignnents and
operating instructions to OBUs in its comruni cati ons zone, when
required. The basic functional blocks of an RSU are: interna
comput er processing, permanent storage capability, an integrated GPS
receiver for positioning and tinmng and an interface that supports
both I Pv4 and | Pv6 connectivity, conpliant with 802.3at. An OCB
interface of an RSU MAY be | P-enabl ed sinmultaneously to bei ng WAVE-
enabl ed or GeoNetwor ki ng-enabl ed (MAY support sinultaneously

Et her Types 0x86DD for |Pv6 _and_ 0x88DC for WAVE and 0x8947 for
GeoNetworking). The difference between RSU and RSRU is that an RSU
is likely to have one single OCB interface which is likely not IP
enabl ed, whereas an RSRU is likely to have one or nore OCB interfaces
whi ch are al nost al ways | P-enabl ed; noreover, an RSRU does | P
forwardi ng, whereas an RSU does not.

OCB (outside the context of a basic service set - BSS): A node of
operation in which a STA is not a nenber of a BSS and does not
utilize IEEE Std 802.11 authentication, association, or data
confidentiality.

802.11-OCB: node specified in | EEE Std 802. 11- 2016 when the M B
attribute dot110CBActivited is true. The OCB node requires

transm ssion of QoS data frames (| EEE Std 802.11e), half-cl ocked
operation (I EEE Std 802.11j), and use of 5.9 GHz frequency band.

Not a: any inplenentation should conply with standards and regul ati ons
set in the different countries for using that frequency band.
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3. Conmmuni cation Scenari os where | EEE 802. 11- OCB Li nks are Used

The | EEE 802. 11- OCB Net wor ks are used for vehi cul ar comuni cati ons,
as "Wrel ess Access in Vehicular Environnments’. The |IP communication
scenarios for these environnents have been described in severa
docunents; in particular, we refer the reader to
[I-D.ietf-ipwave-vehi cul ar-networki ng-survey], that lists some
scenarios and requirenments for IP in Intelligent Transportation
Systens.

The link nodel is the followi ng: STA --- 802.11-0CB --- STA. In

vehi cul ar networks, STAs can be RSRUs and/or OBRUs. While 802.11- OCB
is clearly specified, and the use of |IPv6 over such link is not

radi cally new, the operating environnent (vehicular networks) brings
i n new perspectives.

The mechani sns for formng and term nating, discovering, peering and
mobi | ity managenent for 802.11-OCB |links are not described in this
docunent .

4. 1 Pv6 over 802.11-0CB
4.1. Maxi mum Transni ssion Unit (MrU)

The default MIU for | P packets on 802.11-CCB is 1500 octets. It is
the sane value as | Pv6 packets on Ethernet links, as specified in

[ RFC2464]. This value of the MIU respects the reconmendation t hat
every link on the Internet nust have a mininmum MU of 1280 octets
(stated in [RFC8200], and the reconmendations therein, especially
with respect to fragnmentation). |If |Pv6 packets of size larger than
1500 bytes are sent on an 802.11-CCB interface card then the I P stack
will fragment. |In case there are IP fragnments, the field "Sequence
nunber” of the 802.11 Data header containing the IP fragment field is
i ncreased.

Non-| P packets such as WAVE Short Message Protocol (WSMP) can be
delivered on 802.11-0CB links. Specifications of these packets are
out of scope of this docunent, and do not inpose any linit on the MU
size, allowing an arbitrary nunber of ’'containers’. Non-IP packets
such as ETSI GeoNetworki ng packets have an MIU of 1492 bytes. The
operation of |Pv6 over GeoNetworking is specified at

[ ETSI - | Pv6- GeoNet wor ki ng] .

4.2. Frane Format
| P packets are transmitted over 802.11-0OCB as standard Ethernet

packets. As with all 802.11 franes, an Ethernet adaptation layer is
used with 802.11-0CB as well. This Ethernet Adaptation Layer
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performng 802. 11-to-Ethernet is described in Section 4.2.1. The
Et hernet Type code (EtherType) for 1Pv6 is 0x86DD (hexadeci mal 86DD
or ot herw se #86DD).

The Frane format for transmitting | Pv6 on 802.11-OCB networks is the
same as transmitting | Pv6 on Ethernet networks, and is described in
section 3 of [RFC2464].

1000011011011101
is the binary representation of the EtherType val ue 0x86DD

4.2.1. FEthernet Adaptation Layer

An ’adaptation’ layer is inserted between a MAC | ayer and the

Net working layer. This is used to transform sone paraneters between
their formexpected by the I P stack and the form provided by the MAC
| ayer.

An Et hernet Adaptation Layer nakes an 802.11 MAC | ook to IP

Net working layer as a nore traditional Ethernet layer. At reception
this layer takes as input the | EEE 802.11 Data Header and the
Logi cal -Li nk Layer Control Header and produces an Ethernet |l Header
At sending, the reverse operation is perforned.

The operation of the Ethernet Adaptation Layer is depicted by the
doubl e arrow in Figure 1.

o e e TS S TS R +
| 802.11 Data Header | LLC Header | | Pv6 Header | Payload |.11 Trailer
Fom e e S o m e T R +
\ / \ /

R e e /

Figure 1: Operation of the Ethernet Adaptation Layer

The Receiver and Transmtter Address fields in the 802.11 Data Header
contain the sane values as the Destination and the Source Address
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fields in the Ethernet |l Header, respectively. The value of the
Type field in the LLC Header is the same as the value of the Type
field in the Ethernet Il Header.

The ".11 Trailer" contains solely a 4-byte Frane Check Sequence.

Additionally, the Ethernet Adaptation Layer performs operations in
relation to IP fragnmentati on and MIU. One of these operations is
briefly described in Section 4. 1.

In OCB node, |Pv6 packets MAY be transmitted either as "I EEE 802. 11
Data" or alternatively as "I EEE 802.11 QoS Data", as illustrated in
Fi gure 2.

e e e e e e oo oo e e e - e e e - Fomm e - [ S +
| 802.11 Data Header | LLC Header | IPv6 Header | Payload |.11 Trailer
oo S S TR Fom e e oo - +
or

e e e e e e oo oo e e e - e e e - Fomm e - [ S +
| 802.11 QS Data Hdr| LLC Header | IPv6 Header | Payload |.11 Trailer
oo S S TR Fom e e oo - +

Figure 2: 802.11 Data Header or 802.11 QoS Data Header

The distinction between the two formats is given by the value of the
field "Type/ Subtype". The value of the field "Type/ Subtype" in the
802. 11 Data header is 0x0020. The value of the field "Type/ Subtype"
in the 802.11 QS header is 0x0028.

The mappi ng between qos-related fields in the | Pv6 header (e.qg.
"Traffic Cass", "Flow label") and fields in the "802.11 QS Data
Header" (e.g. "QoS Control") are not specified in this docunent.
Qui dance for a potential mapping is provided in
[I-D.ietf-tsvwg-ieee-802-11], although it is not specific to OCB
nmode.

The pl acenment of |Pv6 networking |ayer on Ethernet Adaptation Layer
is illustrated in Figure 3.
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B s o e T e e s i T St R S S R
| | Pv6 |
B Th sl i S S S S T S i P S
[ Et hernet Adaptation Layer [
B s i T o e T i e S
| 802.11 WF MAC [
B s o e T e e s i T St R S S R
| 802.11 WFi PHY |
B Th sl i S S S S T S i P S

Figure 3: Ethernet Adaptation Layer stacked with other |ayers

(in the above figure, a WFi profile is represented; this is used
al so for OCB profile.)

O her alternative views of |ayering are EtherType Protoco
Di scrim nation (EPD), see Appendi x E, and SNAP see [ RFC1042].

4. 3. Li nk- Local Addresses

The link-local address of an 802.11-OCB interface is forned in the
sane manner as on an Ethernet interface. This manner is described in
section 5 of [RFC2464]. Additionally, if stable identifiers are
needed, it is recommended to follow the Recommendati on on Stable |IPv6
Interface Identifiers [RFC8064]. Additionally, if semantically
opaque Interface ldentifiers are needed, a potential nethod for
generating semantically opaque Interface ldentifiers with | Pv6

St at el ess Address Autoconfiguration is given in [RFC7217].

4. 4. Address Mappi ng
For unicast as for multicast, there is no change fromthe unicast and
mul ti cast address mapping format of Ethernet interfaces, as defined
by sections 6 and 7 of [RFC2464].

4.4.1. Address Mapping -- Unicast

The procedure for mapping | Pv6 uni cast addresses into Ethernet |ink-
| ayer addresses is described in [ RFC4861].

4.4.2. Address Mapping -- Muilticast
The multicast address mapping is performed according to the nmethod
specified in section 7 of [RFC2464]. The nmeani ng of the val ue "3333"

mentioned in that section 7 of [RFC2464] is defined in section 2.3.1
of [RFC7042].
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Transmitting | Pv6 packets to nulticast destinations over 802.11 |inks
proved to have sone performance issues

[1-D. perkins-intarea-mnmulticast-ieee802]. These issues nmay be
exacerbated in OCB node. Solutions for these problens should

consi der the OCB node of operation

4.5. Statel ess Autoconfiguration

The Interface ldentifier for an 802.11-OCB interface is formed using
the same rules as the Interface Identifier for an Ethernet interface;
this is described in section 4 of [RFC2464]. No changes are needed,

but sonme care nust be taken when considering the use of the Stateless
Addr ess Aut o-Configuration procedure.

The bits in the interface identifier have no generic neaning and the
identifier should be treated as an opaque value. The bits
"Universal’ and "Group’ in the identifier of an 802.11-COCB interface
are significant, as this is an | EEE |link-layer address. The details
of this significance are described in [ RFC7136].

As with all Ethernet and 802.11 interface identifiers ([RFC7721]),
the identifier of an 802.11-COCB interface may involve privacy, MAC
address spoofing and | P address hijacking risks. A vehicle enbarking
an OBU or an OBRU whose egress interface is 802.11-0CB nmay expose
itself to eavesdroppi ng and subsequent correlation of data; this may
reveal data considered private by the vehicle owner; there is a risk
of being tracked; see the privacy considerations described in
Appendi x F.

If stable Interface lIdentifiers are needed in order to form | Pv6
addresses on 802.11-0OCB links, it is recommended to follow the
recomendation in [ RFC8064]. Additionally, if senmantically opaque
Interface Identifiers are needed, a potential method for generating
semantically opaque Interface Identifiers with |Pv6 Statel ess Address
Aut oconfiguration is given in [ RFC7217].

4.6. Subnet Structure

A subnet is formed by the external 802.11-0OCB interfaces of vehicles
that are in close range (not their on-board interfaces). This
epheneral subnet structure is strongly influenced by the nobility of
vehicl es: the 802.11 hidden node effects appear. On another hand,
the structure of the internal subnets in each car is relatively

st abl e.

The 802. 11 networks in OCB nbde nmay be considered as 'ad-hoc

networks. The addressing nodel for such networks is described in
[ RFC5889] .
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An addressing nodel involves several types of addresses, like

G obal | y-uni que Addresses (GUA), Link-Local Addresses (LL) and Uni que
Local Addresses (ULA). The subnet structure in ’'ad-hoc’ networks may
have characteristics that lead to difficulty of using GUAs derived
froma received prefix, but the LL addresses nay be easier to use
since the prefix is constant.

5. Security Considerations

Any security nechanismat the I P layer or above that nay be carried
out for the general case of IPv6 nmay also be carried out for |Pv6
operating over 802.11-QCCB

The OCB operation is stripped off of all existing 802.11 link-Iayer
security nechanisns. There is no encryption applied bel ow the
network | ayer running on 802.11-0OCB. At application layer, the | EEE
1609. 2 docunent [| EEE-1609. 2] does provide security services for
certain applications to use; application-Ilayer nmechani sms are out-of -
scope of this docunent. On another hand, a security mechani sm

provi ded at networking | ayer, such as |Psec [ RFC4301], may provide
data security protection to a wi der range of applications.

802. 11- OCB does not provide any cryptographic protection, because it
operates outside the context of a BSS (no Association Request/
Response, no Chal | enge nessages). Any attacker can therefore just
sit in the near range of vehicles, sniff the network (just set the
interface card’ s frequency to the proper range) and perform attacks
wi t hout needing to physically break any wall. Such a link is |ess
protected than comonly used links (wired link or protected 802.11).

The potential attack vectors are: MAC address spoofing, |IP address
and session hijacking and privacy violation.

Wthin the | Psec Security Architecture [ RFC4301], the I Psec AH and
ESP headers [ RFC4302] and [ RFC4303] respectively, its multicast

ext ensi ons [ RFC5374], HITPS [ RFC2818] and SeND [ RFC3971] protocols
can be used to protect conmunications. Further, the assistance of
proper Public Key Infrastructure (PKI) protocols [RFC4210] is
necessary to establish credentials. More |IETF protocols are
available in the tool box of the IP security protocol designer.
Certain ETSI protocols related to security protocols in Intelligent
Transportation Systenms are described in [ETSI-sec-archi].

As with all Ethernet and 802.11 interface identifiers, there may

exi st privacy risks in the use of 802.11-0OCB interface identifiers.
Moreover, in outdoors vehicular settings, the privacy risks are nore
important than in indoors settings. Newrisks are induced by the
possibility of attacker sniffers deployed al ong routes which listen
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for I P packets of vehicles passing by. For this reason, in the

802. 11- OCB depl oynents, there is a strong necessity to use protection
tool s such as dynamically changi ng MAC addresses. This may help
mtigate privacy risks to a certain level. On another hand, it may
have an inpact in the way typical |Pv6 address auto-configuration is
performed for vehicles (SLAAC would rely on MAC addresses and woul d
hence dynanically change the affected I P address), in the way the

| Pv6 Privacy addresses were used, and other effects.
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Appendi x A. ChangelLog

The changes are listed in reverse chronol ogi cal order, nost recent
changes appearing at the top of the list.

Fromdraft-ietf-ipwave-ipv6-over-80211loch-10 to draft-ietf-ipwave-
i pv6-over-80211och-11

0

(0]

Short ened the paragraph on form ng/terni nating 802. 11- OCB |i nks.

Moved the draft tsvwg-ieee-802-11 to Informative References.

Fromdraft-ietf-ipwave-ipv6-over-8021locbh-09 to draft-ietf-ipwave-
i pv6-over-80211och-10

(0]

(0]

Renoved text requesting a new Goup ID for nmulticast for OCB

Added a clarification of the neaning of value "3333" in the
section Address Mapping -- Milticast.

Added note clarifying that in Europe the regional authority is not
ETSI, but "ECC/ CEPT based on ENs from ETSI"

Added note stating that the manner in which two STAtions set their
conmuni cati on channel is not described in this docunent.
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0 Added a time qualifier to state that the "each node is represented
uniquely at a certain point in tine."

0 Renoved text "This section nay need to be noved" (the "Reliability
Requi renments" section). This section stays there at this tine.

0 Inthe termdefinition "802.11-CCB" added a note stating that "any
i mpl ement ation should conply with standards and regul ations set in
the different countries for using that frequency band."

0 Inthe RSU termdefinition, added a sentence explaining the
di fference between RSU and RSRU:. in terns of nunber of interfaces
and | P forwarding.

0 Replaced "with at least two IP interfaces” with "with at |east two
real or virtual IP interfaces".

0 Added a termin the Terminology for "OBU'. However the definition
is left enpty, as this termis defined outside | ETF.

0 Added a clarification that it is an OBU or an OBRU in this phrase
"A vehicle enbarking an OBU or an OBRU".

0 Checked the entire docunent for a consistent use of terns OBU and
OBRU.

0 Added note saying that "'p’ is a letter identifying the
Amendment " .

0 Substituted | ower case for capitals SHALL or MIUST in the
Appendi ces.

0 Added reference to RFCr042, hel pful in the 3333 expl anation
Renoved reference to individual subn ssion draft-petrescu-its-
scenario-reqs and added reference to draft-ietf-ipwave-vehicul ar-
net wor ki ng- sur vey.

0 Added figure captions, figure nunbers, and references to figure
nunbers instead of "below . Replaced "section Section"” with
"section" throughout.

o M nor typographical errors.

Fromdraft-ietf-ipwave-ipv6-over-80211och-08 to draft-ietf-ipwave-
i pv6-over -80211och- 09

o Significantly shortened the Address Mapping sections, by text
copi ed from RFC2464, and rather referring to it.
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(o]

(0]

0

(0]

Moved the EPD description to an Appendix on its own.
Shortened the Introduction and the Abstract.

Moved the tutorial section of OCB node introduced to .11, into an
appendi X.

Renoved t he statenent that suggests that for routing purposes a
prefix exchange mechani sm coul d be needed.

Renmoved refs to RFC3963, RFC4429 and RFC6775; these are about ND
M P/ NEMO and oDAD; they were referred in the handover discussion
section, which is out.

Updated a reference fromindividual submission to nowa Wsitemin
| PWAVE: t he survey docunent.

Added termdefinition for WFi.
Updat ed t he aut horshi p and expanded the Contributors section

Corrected typographical errors.

Fromdraft-ietf-ipwave-ipv6-over-8021locbh-07 to draft-ietf-ipwave-
i pv6-over-80211och- 08

(0]

(0]

Renoved t he per-channel 1Pv6 prohibition text.

Corrected typographical errors.

Fromdraft-ietf-ipwave-ipv6-over-80211locbh-06 to draft-ietf-ipwave-
i pv6-over -80211och- 07

(0]

Added new terns: OBRU and RSRU ('R for Router). Refined the
existing terns RSU and OBU, which are no | onger used throughout
t he documnent.

I mproved definition of term"802.11-COCB".

Clarified that OCB does not "strip" security, but that the
operation in OCB node is "stripped off of all .11 security".

Clarified that theoretical OCB bandw dth speed is 54nbits, but
that a comonly observed bandwidth in I P-over-OCB is 12nbit/s

Corrected typographical errors, and inproved sone phrasing.
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Fromdraft-ietf-ipwave-ipv6-over-8021locbh-05 to draft-ietf-ipwave-
i pv6- over -80211och- 06

(0]

Updat ed references of 802.11-0CB docunent from-2012 to the | EEE
802. 11- 2016.

In the LL address section, and in SLAAC section, added references
to 7217 opaque |1 Ds and 8064 stable IIDs.

Fromdraft-ietf-ipwave-ipv6-over-80211loch-04 to draft-ietf-ipwave-
i pv6-over-80211och- 05

(0]

(0]

Lengt hened the title and cl eanded the abstract.

Added text suggesting LLs may be easy to use on OCB, rather than
GUAs based on received prefix.

Added the risks of spoofing and hijacking.

Renoved t he text specul ation on adoption of the TSA nessage.
Clarified that the ND protocol is used.

Clarified what it means "No associ ati on needed”

Added sone text about how two STAs di scover each ot her.

Added nention of external (OCB) and internal network (stable), in
the subnet structure section

Added phrase explaining that both .11 Data and .11 QoS Data
headers are currently being used, and may be used in the future.

Moved the packet capture exanple into an Appendi x |nplenentation
St at us.

Suggested noving the reliability requirenments appendi x out into
anot her docunent.

Added a | ANA Consi serations section, with content, requesting for
a new nulticast group "all OCB interfaces"

Added new OBU term inproved the RSU termdefinition, removed the
ETTC term repl aced nore occurences of 802.11p, 802.11 OCB with
802. 11- OCB

Ref er ences:
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* Added an informational reference to ETSI's | Pv6-over-
GeoNet wor ki ng.

* Added nore references to | ETF and ETSI security protocols.

*  Updated sone references froml-Dto RFC, and fromold RFC to
new RFC nunbers

* Added reference to nulticast extensions to | Psec architecture
RFC.

* Added a reference to 2464-bis.
*  Renmpved FCC informative references, because not used.
Updated the affiliation of one author

Ref ornmul ati on of some phrases for better readability, and
correction of typographical errors.

Fromdraft-ietf-ipwave-ipv6-over-80211loch-03 to draft-ietf-ipwave-
i pv6-over-80211och- 04

(0]

(0]

(0]

(0]

Renmoved a few informative references pointing to Dx draft | EEE
1609 documents.

Renoved outdated informative references to ETSI docunents.
Added citations to | EEE 1609.2, .3 and .4-2016

M nor textual issues.

Fromdraft-ietf-ipwave-ipv6-over-80211loch-02 to draft-ietf-ipwave-
i pv6-over-80211och- 03

(0]

Keep the previous text on nultiple addresses, so renove tal k about
M P6, NEMOv6 and MCoA.

Clarified that a 'Beacon’ is an | EEE 802. 11 frane Beacon

Clarified the figure showing Infrastructure node and OCB node side
by side.

Added a reference to the IP Security Architecture RFC

Detai |l ed the | Pv6-per-channel prohibition paragraph which reflects
the discussion at the last | ETF | PWNAVE WG neeti ng.
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(o]

(0]

Added section "Address Mapping -- Unicast".
Added the ".11 Trailer" to pictures of 802.11 franes.
Added text about SNAP carrying the Ethertype.

New RSU definition allowing for it be both a Router and not
necessarily a Router sonme tines.

M nor textual issues.

Fromdraft-ietf-ipwave-ipv6-over-8021locbh-01 to draft-ietf-ipwave-
i pv6-over-80211och- 02

(0]

(0]

Repl aced al nost all occurences of 802.11p with 802.11-QOCB, |eaving
only when expl anation of evol uti on was necessary.

Shortened by renoving paraneter details froma paragraph in the
I ntroducti on.

Moved a reference from Normative to Informative

Added text in intro clarifying there is no handover spec at |EEE
and that 1609.2 does provide security services.

Nanmed the contents the fields of the Ethernetll header (including
the Ethertype bitstring).

I nproved rel ati onship between two paragraphs describing the
i ncrease of the Sequence Nunber in 802.11 header upon |IP
fragment ati on.

Added brief clarification of "tracking"

Fromdraft-ietf-ipwave-ipv6-over-80211och-00 to draft-ietf-ipwave-
i pv6-over-80211och-01

0

(0]

I ntroduced nmessage exchange diagramillustrating differences
bet ween 802. 11 and 802. 11 in OCB node.

I ntroduced an appendi x listing for information the set of 802.11
messages that may be transmitted in OCB node

Renmoved appendi x sections "Privacy Requirenents", "Authentication
Requi rements” and "Security Certificate Generation".

Renoved appendi x section "Non | P Communi cati ons"
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0 Introductory phrase in the Security Considerations section.
0 Inproved the definition of "OCB"

0 Introduced theoretical stacked |ayers about |Pv6 and | EEE | ayers
i ncl udi ng EPD.

0 Renoved the appendi x describing the details of prohibiting |IPv6 on
certain channels relevant to 802. 11- CCB

0 Added a brief reference in the privacy text about a precise clause
in | EEE 1609. 3 and . 4.

o Carified the definition of a Road Side Unit.
0 Renoved the discussion about security of WSA (because is non-1P)
0 Renoved nentioning of the GeoNetworking di scussion

o Mved references to scientific articles to a separate ’'overvi ew
draft, and referred to it.

Appendi x B. 802.11p

The term "802. 11p" is an earlier definition. The behaviour of
"802.11p" networks is rolled in the docunent | EEE Std 802.11-2016

In that docunment the term 802.11p di sappears. |Instead, each 802.11p
feature is conditioned by the Managenent |nfornation Base (M B)
attribute "OCBActivated". Whenever OCBActivated is set to true the
| EEE Std 802.11 OCB state is activated. For exanple, an 802.11
STAti on operating outside the context of a basic service set has the
OCBActivated flag set. Such a station, when it has the flag set,
uses a BSS identifier equal to ff:ff:ff:ff:ff:ff.

Appendi x C. Aspects introduced by the OCB node to 802.11

In the | EEE 802.11-OCB node, all nodes in the wirel ess range can
directly communi cate with each other without involving authentication
or association procedures. At link layer, it is necessary to set the
same channel nunber (or frequency) on two stations that need to
comuni cate with each other. The manner in which stations set their
channel nunber is not specified in this docunent. Stations STAl and
STA2 can exchange | P packets if they are set on the sane channel. At
I P layer, they then discover each other by using the |IPv6 Nei ghbor

Di scovery protocol

Briefly, the | EEE 802.11- OCB node has the followi ng properties:
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0 The use by each node of a 'wildcard’

BSSID is set to 1)

o No | EEE 802.11 Beacon franmes are transnitted

| Pv6-over-80211- OCB

BSSID (i.e.,

Cct ober 2017

each bit of the

0 No authentication is required in order to be able to comunicate

0o No association is needed in order to be able to comuni cate

0 No encryption is provided in order to be able to conmunicate

0o Flag dot 110CBActivated is set to true

Al'l the nodes in the radio conmunication range (OBRU and RSRU)
receive all the messages transmtted (OBRU and RSRU) within the radio
The eventual conflict(s) are resolved by the

conmuni cati ons range.
MAC CDMA functi on.

The message exchange diagramin Figure 4 illustrates a conparison

between traditional 802.11 and 802.11 in OCB node.
messages can be | P packets such as HTTP or others.

managenent and contr ol

specified in the 802.11 standard. For information,

" Dat a’
O her 802.11

frames (non IP) may be transnitted, as

t he nanes of

these nessages as currently specified by the 802.11 standard are

listed in Appendix G

STA

I

| <------ Beacon ---
I

| ---- Probe Req. --
| <--- Probe Res. --
I

|---- Auth Req. ---
| <--- Auth Res. ---
I

|---- Asso Req. ---
| <--- Asso Res. ---
I

| <------ Data -----
| <------ Data -----

(i) 802.11 Infrastructure node

AP STA1

I I
____| |< ______

I I
---> I
- |

I I
---> I
- I

I I
---> I
- |

I I
---> I
---> I

(ii) 802.11-OCB node

Figure 4: Difference between nessages exchanged on 802.11 (left) and

Petrescu, et al.

802.11-OCB (right)
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The interface 802.11-0CB was specified in | EEE Std 802.11p (TM -2010
[ 1 EEE- 802. 11p-2010] as an anendnent to | EEE Std 802.11 (TM -2007
titled "Amrendnment 6: Wrel ess Access in Vehicular Environnents”

Since then, this amendnent has been integrated in | EEE 802. 11(TM
-2012 and -2016 [ EEE-802.11-2016].

I n docurment 802.11-2016, anything qualified specifically as
"OCBActivated", or "outside the context of a basic service" set to be
true, then it is actually referring to OCB aspects introduced to

802. 11.

In order to delineate the aspects introduced by 802.11-0CB to 802. 11,
we refer to the earlier [|EEE-802.11p-2010]. The amendnent is
concerned w th vehicul ar comruni cations, where the wireless link is
simlar to that of Wreless LAN (using a PHY | ayer specified by

802. 11a/ b/ g/ n), but which needs to cope with the high nobility factor
i nherent in scenarios of comunications between noving vehicles, and
bet ween vehicles and fixed infrastructure depl oyed al ong roads.

While 'p’ is aletter identifying the Amendnment, just like "a, b, ¢
and 'n’ are, 'p’ is concerned nore with MAC nodifications, and a
little with PHY nodifications; the others are nmainly about PHY

nodi fications. It is possible in practice to conbine a’'p’ MAC with
an 'a' PHY by operating outside the context of a BSS with OFDM at
5.4GHz and 5. 9GHz.

The 802.11-0OCB links are specified to be compatible as nuch as

possi ble with the behaviour of 802.11a/b/g/n and future generation

| EEE WLAN |inks. Fromthe |IP perspective, an 802.11-0CB MAC | ayer
offers practically the sane interface to IP as the WFi and Ethernet

| ayers do (802.11a/b/g/n and 802.3). A packet sent by an OBRU nay be
received by one or multiple RSRUs. The link-layer resolution is
performed by using the | Pv6 Nei ghbor Discovery protocol

To support this simlarity statenent (IPv6 is |ayered on top of LLC
on top of 802.11-CCB, in the sane way that IPv6 is |ayered on top of
LLC on top of 802.11la/b/g/n (for W.AN) or layered on top of LLC on
top of 802.3 (for Ethernet)) it is useful to analyze the differences
bet ween 802. 11-OCB and 802.11 specifications. During this analysis,
we note that whereas 802.11-COCB lists relatively conmpl ex and nunerous
changes to the MAC | ayer (and very little to the PHY |ayer), there
are only a few characteristics which may be inportant for an

i mpl ementation transmtting | Pv6 packets on 802.11-OCB |i nks.

The nmost inportant 802.11- OCB poi nt which influences the | Pv6
functioning is the OCB characteristic; an additional, |ess direct

i nfluence, is the maxi mum bandwi dth afforded by the PHY nodul ati on/
denodul ati on nethods and channel access specified by 802.11-0CB. The
maxi mum bandwi dth theoretically possible in 802.11-0OCB is 54 Mit/s
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(when using, for exanple, the follow ng paraneters: 20 MHz channel
nmodul ati on 64-QAM coding rate Ris 3/4); in practice of |P-over-
802. 11-OCB a commonly observed figure is 12Miit/s; this bandw dth
all ows the operation of a wide range of protocols relying on |IPv6.

(0]

Operation Qutside the Context of a BSS (OCB): the (earlier
802.11p) 802.11-OCB links are operated wi thout a Basic Service Set
(BSS). This means that the frames | EEE 802. 11 Beacon, Associ ation
Request / Response, Aut hentication Request/Response, and simlar

are not used. The used identifier of BSS (BSSID) has a
hexadeci mal val ue always Oxffffffffffff (48 *1' bits, represented
as MAC address ff:ff:ff.ff:ff.ff, or otherwise the 'wldcard

BSSI D), as opposed to an arbitrary BSSID val ue set by

adm nistrator (e.g. ' M-Hone-AccessPoint’). The OCB operation -
nanely the | ack of beacon-based scanning and | ack of

aut hentication - should be taken into account when the Mbile | Pv6
protocol [RFC6275] and the protocols for IP |ayer security

[ RFC4A301] are used. The way these protocols adapt to OCB is not
described in this docunent.

Timng Advertisenent: is a new nessage defined in 802.11- CCB

whi ch does not exist in 802.11a/b/g/n. This nessage is used by
stations to informother stations about the value of time. It is
simlar to the tine as delivered by a G\SS system (Galil eo, GPS
...) or by a cellular system This nmessage is optional for

i mpl enent at i on.

Frequency range: this is a characteristic of the PHY layer, wth
al rost no inpact on the interface between MAC and | P. However, it
is worth considering that the frequency range is regulated by a
regional authority (ARCEP, ECC/ CEPT based on ENs from ETSI, FCC,
etc.); as part of the regulation process, specific applications
are associated with specific frequency ranges. In the case of
802. 11-OCB, the regul ator associates a set of frequency ranges, or
slots within a band, to the use of applications of vehicular
communi cations, in a band known as "5.9GH#z". The 5.9GHz band is
different fromthe 2.4GHz and 5G4z bands used by Wrel ess LAN
However, as with Wreless LAN, the operation of 802.11-CCB in
"5.9GHz" bands is exenpt fromowning a license in EU (in US the
5.9GHz is a licensed band of spectrum for the fixed
infrastructure an explicit FCC authorization is required; for an
on-board device a 'licensed-by-rule’ concept applies: rule
certification conformty is required.) Technical conditions are
different than those of the bands "2.4G+#" or "5GHz". The all owed
power levels, and inplicitly the maxi mum al |l owed di st ance between
vehicles, is of 33dBm for 802.11-OCB (in Europe), conpared to 20
dBm for Wreless LAN 802.11a/b/g/n; this |leads to a maxi num

di stance of approximtely 1km conpared to approximately 50m
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Additionally, specific conditions related to congestion avoi dance,
j anmi ng avoi dance, and radar detection are inposed on the use of
DSRC (in US) and on the use of frequencies for Intelligent
Transportation Systens (in EU), conpared to Wreless LAN
(802. 11a/ b/ g/ n).

o ’'Half-rate' encoding: as the frequency range, this paraneter is
related to PHY, and thus has not nuch inpact on the interface
between the I P | ayer and the MAC | ayer

0 |In vehicular comunications using 802.11-OCB |inks, there are
strong privacy requirenents with respect to addressing. Wile the
802. 11- OCB st andard does not specify anything in particular with
respect to MAC addresses, in these settings there exists a strong
need for dynam c change of these addresses (as opposed to the non-
vehi cul ar settings - real wall protection - where fixed MAC
addresses do not currently pose sone privacy risks). This is
further described in Section 5. A relevant function is described
in | EEE 1609. 3-2016 [I| EEE-1609. 3], clause 5.5.1 and | EEE
1609. 4- 2016 [ | EEE-1609. 4], clause 6.7.

O her aspects particular to 802.11-0CB, which are also particular to
802. 11 (e.g. the 'hidden node’ operation), nay have an influence on
the use of transm ssion of |Pv6 packets on 802.11-OCB networks. The
OCB subnet structure is described in Section 4.6.

Appendi x D. Changes Needed on a software driver 802.11a to beconme a
802.11-OCB dri ver

The 802. 11p anendnment nodifies both the 802.11 stack’s physical and
MAC | ayers but all the induced nodifications can be quite easily
obt ai ned by nodifying an existing 802.11a ad-hoc stack

Conditions for a 802.1l1a hardware to be 802.11-OCB conpli ant:

0 The PHY entity shall be an orthogonal frequency division
mul ti plexing (OFDM system |t nust support the frequency bands
on which the regul ator recomrends the use of |ITS conmuni cati ons,
for exanple using | EEE 802. 11-OCB | ayer, in France: 5875M+z to
5925MHz.

0 The OFDM system nmust provide a "hal f-cl ocked" operation using 10
MHz channel spaci ngs.

o0 The chip transnmit spectrum nmask nust be conpliant to the "Transmt

spectrum mask"” fromthe | EEE 802. 11p anendnent (but experi nmental
environnents tol erate otherwi se).
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0 The chip should be able to transmt up to 44.8 dBm when used by
the US governnent in the United States, and up to 33 dBmin
Eur ope; other regional conditions apply.

Changes needed on the network stack in OCB node:
0 Physical layer:

* The chip nmust use the Orthogonal Frequency Miltiple Access
(OFDM encodi ng node.

*  The chip nmust be set in half-node rate node (the internal clock
frequency is divided by two).

* The chip nmust use dedicated channels and should all ow the use
of higher emi ssion powers. This nmay require nodifications to
the | ocal conputer file that describes regul atory domains
rules, if used by the kernel to enforce |ocal specific
restrictions. Such nodifications to the |ocal conputer file
must respect the |ocation-specific regulatory rules.

MAC | ayer:

* Al managenent franes (beacons, join, |eave, and others)
em ssion and reception nust be disabl ed except for frames of
subtype Action and Timng Advertisenent (defined bel ow).

*  No encryption key or nethod nust be used.

* Packet emission and reception nust be perforned as in ad-hoc
node, using the wildcard BSSID (ff:ff:ff:ff:ff:ff).

* The functions related to joining a BSS (Associ ati on Request/
Response) and for authentication (Authentication Request/Reply,
Chal | enge) are not call ed.

* The beacon interval is always set to O (zero).

* Timng Advertisenent frames, defined in the amendnent, should
be supported. The upper |ayer should be able to trigger such
frames emission and to retrieve information contained in
recei ved Tinming Advertisenents.

Appendi x E. Ether Type Protocol Discrimnation (EPD)
A nore theoretical and detailed view of |ayer stacking, and

interfaces between the IP layer and 802.11-OCB |l ayers, is illustrated
in Figure 5. The IP layer operates on top of the EtherType Protoco
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Discrimnation (EPD); this Discrimnation layer is described in | EEE
Std 802. 3-2012; the interface between IPv6 and EPD is the LLC SAP
(Link Layer Control Service Access Point).

T i S T i S S S e 1

| Pv6 [
+- - - - - - R e i T T
{ LLC SAP 1} 802.11- CCB
oo - - - }+-+-+-+-+-+-+-+ Boundary
I EPD I I I
I | MME | I
+-+-+-{ MAC SAP  }+-+-+| MME_SAP |
| MAC Subl ayer | | | 802.11-0CB
| and ch. coord. | | SME | Services
+- - +-{ PHY_SAP  }+- +- +- +- +- +- +- | [
I | PLME | I
| PHY Layer [ PLME_SAP |
T e i i It R NI SR R R S S R S el (R e

Figure 5: EtherType Protocol Discrimnation

Appendi x F. Design Considerations

F.

1.

The networ ks defined by 802.11-0OCB are in many ways simlar to other
networ ks of the 802.11 famly. |In theory, the encapsul ation of |Pv6
over 802.11-0CB could be very simlar to the operation of |Pv6 over
other networks of the 802.11 family. However, the high nobility,
strong link asymmetry and very short connecti on nmakes the 802.11- CCB
link significantly different fromother 802.11 networks. Also, the
aut onoti ve applications have specific requirenents for reliability,
security and privacy, which further add to the particularity of the
802.11-CCB | i nk.

Vehicle I D

In autonotive networks it is required that each node is represented
uniquely at a certain point in tine. Accordingly, a vehicle nust be
identified by at |east one unique identifier. The current
specification at ETSI and at | EEE 1609 identifies a vehicle by its
MAC address, which is obtained fromthe 802.11-CCB Network Interface
Card (N C.

In case nultiple 802.11-0OCB NICs are present in one car, inplicitely
multiple vehicle IDs will be generated. Additionally, some software
generates a random MAC address each tine the conputer boots; this
constitutes an additional difficulty.
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A mechanimto uniquely identify a vehicle irrespectively to the
multiplicity of NICs, or frequent MAC address generation, is
necessary.

F.2. Reliability Requirenents

The dynami cal | y changi ng topol ogy, short connectivity, nobile
transmitter and receivers, different antenna heights, and nany-to-
many conmuni cation types, make | EEE 802.11-OCB links significantly
different fromother | EEE 802.11 Iinks. Any |IPv6 nechani sm operating
on | EEE 802. 11-OCB | i nk rmust support strong |ink asymmetry, spatio-
tenporal link quality, fast address resolution and transm ssion

| EEE 802.11-COCB strongly differs fromother 802.11 systens to operate
outside of the context of a Basic Service Set. This neans in
practice that | EEE 802. 11- OCB does not rely on a Base Station for al
Basi ¢ Service Set nmanagenent. In particular, |EEE 802.11-0CB shal

not use beacons. Any |Pv6 nechanismrequiring L2 services from|EEE
802. 11 beacons mnust support an alternative service.

Channel scanni ng being disabled, |Pv6 over |EEE 802. 11- OCB nust
i npl ement a nechanismfor transnmtter and receiver to converge to a
comon channel

Aut henti cati on not being possible, 1Pv6 over |EEE 802.11-OCB nust
i npl ement an distributed nechanismto authenticate transmtters and
receivers without the support of a DHCP server

Ti me synchroni zati on not being available, |Pv6 over | EEE 802. 11- OCB
must i npl enent a higher |layer nmechanismfor tine synchronization
between transnitters and receivers w thout the support of a NTP
server.

The | EEE 802.11-OCB link being asymetric, |Pv6 over |EEE 802.11- CCB
nmust di sabl e managenent nechani sns requesti ng acknow edgenents or
replies.

The | EEE 802.11-0OCB link having a short duration time, |Pv6 over |EEE
802. 11- OCB shoul d i npl ement fast |1Pv6 nobility managenent nechani sns.

F.3. Miltiple interfaces

There are considerations for 2 or nore | EEE 802. 11-OCB interface
cards per vehicle. For each vehicle taking part in road traffic, one
| EEE 802.11-COCB interface card could be fully allocated for Non IP
safety-critical communication. Any other |EEE 802.11-0CB may be used
for other type of traffic.
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The node of operation of these other wireless interfaces is not
clearly defined yet. One possibility is to consider each card as an
i ndependent network interface, with a specific MAC Address and a set
of I Pv6 addresses. Another possibility is to consider the set of
these wireless interfaces as a single network interface (not
including the | EEE 802. 11-OCB interface used by Non |IP safety
critical comrunications). This will require specific logic to
ensure, for example, that packets nmeant for a vehicle in front are
actually sent by the radio in the front, or that nmultiple copies of
the sane packet received by nmultiple interfaces are treated as a
single packet. Treating each wireless interface as a separate
network interface pushes such issues to the application |ayer

Certain privacy requirenents inply that if these nultiple interfaces
are represented by many network interface, a single renunbering event
shal | cause renunbering of all these interfaces. |[|f one MAC changed
and anot her stayed constant, external observers would be able to
correlate old and new val ues, and the privacy benefits of

randomni zati on woul d be | ost.

The privacy requirenents of Non IP safety-critical conmunications
inply that if a change of pseudonyne occurs, renunbering of all other
interfaces shall al so occur

F.4. MAC Address Generation

When designing the | Pv6 over 802.11-COCB address mappi ng, we assume
that the MAC Addresses change during well defined "renunbering
events". The 48 bits randoni zed MAC addresses will have the

foll owi ng characteristics:

o Bit "Local/d obal" set to "locally admi ni st ered"
o Bit "Unicast/Milticast" set to "Unicast".

0 46 rermaining bits set to a random val ue, using a random nunber
generator that neets the requirenents of [RFC4086].

The way to neet the random zation requirenents is to retain 46 bits
fromthe output of a strong hash function, such as SHA256, taking as
input a 256 bit local secret, the "nonminal" MAC Address of the
interface, and a representation of the date and tinme of the
renunberi ng event.
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Appendi x G | EEE 802. 11 Messages Transnitted in OCB node

For information, at the tine of witing, this is the Iist of |EEE
802. 11 nmessages that may be transmtted in OCB node, i.e. when
dot 110CBActi vated is true in a STA

o The STA may send managenent franmes of subtype Action and, if the
STA maintains a TSF Tiner, subtype Timng Advertisenent;

o The STA may send control franes, except those of subtype PS-Poll
CF-End, and CF-End pl us CFAck;

o The STA may send data frames of subtype Data, Null, QoS Data, and
QS Nul .

Appendi x H I nplenentation Status

This section describes an exanple of an |IPv6 Packet captured over a
| EEE 802. 11-QOCB |i nk

By way of exanple we show that there is no nodification in the
headers when transnitted over 802.11-0OCB networks - they are
transmitted |like any other 802.11 and Ethernet packets.

W descri be an experinent of capturing an | Pv6 packet on an
802.11-0CB link. In topology depicted in Figure 6, the packet is an
| Pv6 Router Advertisenent. This packet is emtted by a Router on its
802. 11-OCB interface. The packet is captured on the Host, using a
networ k protocol analyzer (e.g. Wreshark); the capture is perforned
intw different nodes: direct node and 'nonitor’ node. The topol ogy
used during the capture is depicted bel ow

| | 802. 11- OCB Li nk | |

Fi gure 6: Topol ogy for capturing | P packets on 802.11- CCB

During several capture operations running froma few nonments to
several hours, no nmessage relevant to the BSSID contexts were
captured (no Associ ati on Request/Response, Authentication Reg/ Resp
Beacon). This shows that the operation of 802.11-0OCB is outside the
context of a BSSID
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Overall, the captured nessage is identical with a capture of an | Pv6
packet emitted on a 802.11b interface. The contents are precisely
simlar.

H 1. Capture in Monitor Mde

The | Pv6 RA packet captured in nonitor node is illustrated bel ow.

The radi o tap header provides nore flexibility for reporting the
characteristics of franes. The Radiotap Header is prepended by this
particul ar stack and operating systemon the Host nachine to the RA
packet received fromthe network (the Radi otap Header is not present
on the air). The inplenentation-dependent Radiotap Header is usefu
for piggybacking PHY information fromthe chip’'s registers as data in
a packet understandabl e by userland applications using Socket
interfaces (the PHY interface can be, for exanple: power |evels, data
rate, ratio of signal to noise).

The packet present on the air is forned by | EEE 802. 11 Data Header
Logi cal Link Control Header, |Pv6 Base Header and | CMPv6 Header

Radi ot ap Header vO

B E e r e s i s i o T T s S S S S 2
| Header Revision| Header Pad [ Header |ength [
B i s T T S T et S S T S I T s sl s ol ST S S S
| Present fl ags [
B T i S S i S T h T i S S S S e
| Data Rate | Pad |
B E e r e s i s i o T T s S S S S 2

| EEE 802. 11 Data Header

B i S S T s i S T st i S S S S S S S S i

| Type/ Subtype and Frame Ctrl | Dur ati on

T T e o i e e TR S e e L E o o H S

[ Recei ver Address..

i S e e e i e S S e R Ch o o SR
Recei ver Address | Transmitter Address..

B i S S T s i S T st i S S S S S S S S i
Transmitter Address

B T e it T s i e e i NI SR

BSS 1d..

i S e e e i e S S e R Ch o o SR
BSS Id | Frag Nunber and Seq Number

B i S S T s i S T st i S S S S S S S S i

Logi cal -Li nk Control Header
B E e r e s i s i o T T s S S S S 2
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[ DSAP | 1] SSAP | Control field | Og. code...
B T T i I T T o S S S e b S S S
Organi zati onal Code | Type

B S T S S S ks S S S S S S S S A e Tk

| Pv6 Base Header
R R e R e s s e o S S e R e o o

| Version| Traffic d ass | Fl ow Label
B T s T S i S S S i (T S I S S S o S i
[ Payl oad Length | Next Header | Hop Limt

s s T e O O i it o S i s ot i S S S S S S D O
Sour ce Address

I
+
I
+
I
+
I
+
I
+
I
+
I
+
o I
Desti nati on Address +
I
+
I
+

I
+
I
+
I
+
I
T S T I i S i S ek
I
+
I
+
I
+
I
+-

B S T i S S e e e e s s i S S e S o

Rout er Adverti senent

B E e r e s i s i o T T s S S S S 2
| Type | Code | Checksum |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Cur Hop Limt |MQ Reserved | Router Lifetine |
B T i S S i S T h T i S S S S e
| Reachabl e Ti e |
B E e r e s i s i o T T s S S S S 2
[ Retrans Ti mer [
B i s T T S T et S S T S I T s sl s ol ST S S S
L

Options ...

R i el S

The value of the Data Rate field in the Radiotap header is set to 6
Md/s. This indicates the rate at which this RA was recei ved.

The val ue of the Transmitter address in the | EEE 802. 11 Data Header

is set to a 48bit value. The value of the destination address is
33:33:00:00:00:1 (all-nodes nulticast address). The value of the BSS
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Id fieldis ff:ff:ff:ff:ff:ff, which is recogni zed by the network
prot ocol anal yzer as being "broadcast". The Fragnent nunmber and
sequence nunber fields are together set to 0x90C6.

The val ue of the Organi zation Code field in the Logical-Link Contro
Header is set to 0x0, recognized as "Encapsul ated Ethernet". The
val ue of the Type field is 0x86DD (hexadeci nmal 86DD, or otherw se
#86DD), recogni zed as "I Pv6".

A Router Advertisenment is periodically sent by the router to

mul ticast group address ff02::1. It is an icnp packet type 134. The
| Pv6 Nei ghbor Discovery’'s Router Advertisenent nessage contains an
8-bit field reserved for single-bit flags, as described in [ RFC4861].

The 1 Pv6 header contains the link |ocal address of the router
(source) configured via EU -64 algorithm and destination address set
to ff02::1. Recent versions of network protocol analyzers (e.g.

W reshark) provide additional informations for an IP address, if a
geol ocal i zati on database is present. 1In this example, the

geol ocal i zati on database is absent, and the "Geol P" information is
set to unknown for both source and destinati on addresses (although
the 1 Pv6 source and destinati on addresses are set to useful values).
This "Geol P" can be a useful information to |l ook up the city,
country, AS nunber, and other information for an | P address.

The Ethernet Type field in the logical-link control header is set to
0x86dd which indicates that the frane transports an | Pv6 packet. In
the | EEE 802. 11 data, the destination address is 33:33:00:00:00: 01
which is the corresponding nulticast MAC address. The BSSid is a
broadcast address of ff:ff:ff:ff:ff:ff. Due to the short link
duration between vehicles and the roadside infrastructure, there is
no need in | EEE 802.11-OCB to wait for the conpletion of association
and aut hentication procedures before exchangi ng data. |EEE

802. 11- OCB enabl ed nodes use the wildcard BSSID (a value of all 1s)
and nay start comuni cating as soon as they arrive on the

conmuni cati on channel

H 2. Capture in Normal Mode
The sane | Pv6 Router Advertisenment packet described above (nonitor

node) is captured on the Host, in the Normal node, and depicted
bel ow.
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Et hernet |1 Header

B T T i I T T o S S S e b S S S
| Destination...

B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
...Destination | Sour ce. . .

B E e r e s i s i o T T s S S S S 2
...Source

B T T i I T T o S S S e b S S S

| Type

B i T s i S S S

| Pv6 Base Header
R R e R e s s e o S S e R e o o

| Version| Traffic dass | Fl ow Label
B T s T S i S S S i (T S I S S S o S i
[ Payl oad Length | Next Header | Hop Limt

s s T e O O i it o S i s ot i S S S S S S D O
Sour ce Address

I
+
I
+
I
+
I
+
I
+
I
+
I
+
o I
Desti nati on Address +
I
+
I
+

I
+
I
+
I
+
I
T S T I i S i S ek
I
+
I
+
I
+
I
+-

B S T i S S e e e e s s i S S e S o

Rout er Adverti senment

B E e r e s i s i o T T s S S S S 2
| Type | Code | Checksum |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Cur Hop Limt |MQ Reserved | Router Lifetine |
B T i S S i S T h T i S S S S e
| Reachabl e Ti ne |
B E e r e s i s i o T T s S S S S 2
| Retrans Ti ner |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Opti ons

R i et R S R e e

+

+
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One notices that the Radi otap Header, the | EEE 802. 11 Data Header and
the Logical -Link Control Headers are not present. On the other hand,
a new header named Ethernet Il Header is present.

The Destination and Source addresses in the Ethernet |l header
contain the sane values as the fields Receiver Address and
Transmitter Address present in the | EEE 802. 11 Data Header in the
"nonitor" node capture

The value of the Type field in the Ethernet Il header is 0x86DD
(recogni zed as "IPv6"); this value is the sane value as the val ue of
the field Type in the Logical-Link Control Header in the "nonitor"
nmode capture.

The know edgeabl e experinenter will no doubt notice the sinmlarity of
this Ethernet Il Header with a capture in normal node on a pure
Et hernet cable interface.

An Adaptation layer is inserted on top of a pure | EEE 802.11 MAC
| ayer, in order to adapt packets, before delivering the payl oad data
to the applications. It adapts 802.11 LLC/ MAC headers to Ethernet |

headers. In further detail, this adaptation consists in the
elimnation of the Radiotap, 802.11 and LLC headers, and in the
insertion of the Ethernet Il header. In this way, |Pv6 runs straight

over LLC over the 802.11-0CB MAC |l ayer; this is further confirmed by
the use of the unique Type 0x86DD.
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1. Introduction

This document provides a baseline for using IPv6 to communicate among
nodes in range of one another over a single IEEE 802.11-OCB link
[IEEE-802.11-2016] (a.k.a., "802.11p" see Appendix A, Appendix B and
Appendix C) with minimal changes to existing stacks. Moreover, the
document identifies limitations of such usage. Concretely, the
document describes the layering of IPv6 networking on top of the IEEE
Std 802.11 MAC layer or an IEEE Std 802.3 MAC layer with a frame
translation underneath. The resulting stack is derived from IPvé6
over Ethernet [RFC2464], but operates over 802.11-0CB to provide at
least P2P (Point to Point) connectivity using IPv6 ND and link-local
addresses.

The IPv6 network layer operates on 802.11-OCB in the same manner as
operating on Ethernet with the following exceptions:

o Exceptions due to different operation of IPv6 network layer on
802.11 than on Ethernet. The operation of IP on Ethernet is
described in [RFC1042] and [RFC2464].

o Exceptions due to the OCB nature of 802.11-OCB compared to 802.11.
This has impacts on security, privacy, subnet structure and
movement detection. Security and privacy recommendations are
discussed in Section 5 and Section 4.4. The subnet structure is
described in Section 4.6. The movement detection on OCB links is
not described in this document. Likewise, ND Extensions and
IPWAVE optimizations for vehicular communications are not in
scope. The expectation is that further specifications will be
edited to cover more complex vehicular networking scenarios.

The reader may refer to [I-D.ietf-ipwave-vehicular—-networking] for an
overview of problems related to running IPv6 over 802.11-OCB. It is
out of scope of this document to reiterate those.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
"OPTIONAL" in this document are to be interpreted as described in BCP
14 [RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here.

The document makes uses of the following terms: IP-OBU (Internet

Protocol On-Board Unit): an IP-OBU denotes a computer situated in a
vehicle such as a car, bicycle, or similar. It has at least one IP
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interface that runs in mode OCB of 802.11, and that has an "OBU"
transceiver. See the definition of the term "OBU" in section
Appendix H.

IP-RSU (IP Road-Side Unit): an IP-RSU is situated along the road. It
has at least two distinct IP-enabled interfaces. The wireless PHY/
MAC layer of at least one of its IP-enabled interfaces is configured
to operate in 802.11-0CB mode. An IP-RSU communicates with the IP-
OBU in the vehicle over 802.11 wireless link operating in OCB mode.
An IP-RSU is similar to an Access Network Router (ANR) defined in
[RFC3753], and a Wireless Termination Point (WTP) defined in
[RFC5415].

OCB (outside the context of a basic service set - BSS): is a mode of
operation in which a STA is not a member of a BSS and does not
utilize IEEE Std 802.11 authentication, association, or data
confidentiality.

802.11-0CB: refers to the mode specified in IEEE Std 802.11-2016 when
the MIB attribute dotllOCBActivited is ’true’.

3. Communication Scenarios where IEEE 802.11-0OCB Links are Used

The IEEE 802.11-0OCB networks are used for vehicular communications,
as 'Wireless Access in Vehicular Environments’. 1In particular, we
refer the reader to [I-D.ietf-ipwave-vehicular—-networking], that
lists some scenarios and requirements for IP in Intelligent
Transportation Systems (ITS).

The link model is the following: STA --- 802.11-OCB --- STA. 1In
vehicular networks, STAs can be IP-RSUs and/or IP-OBUs. All links
are assumed to be P2P and multiple links can be on one radio
interface. While 802.11-0CB is clearly specified, and a legacy IPv6
stack can operate on such links, the use of the operating environment
(vehicular networks) brings in new perspectives.

4. 1IPv6 over 802.11-0CB

4.1. Maximum Transmission Unit (MTU)
The default MTU for IP packets on 802.11-0CB is inherited from
[RFC2464] and is, as such, 1500 octets. As noted in [RFC8200], every
link on the Internet must have a minimum MTU of 1280 octets, as well

as follow the other recommendations, especially with regard to
fragmentation.
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4.2. Frame Format

IP packets MUST be transmitted over 802.11-OCB media as QoS Data
frames whose format is specified in IEEE 802.11 spec
[IEEE-802.11-2016].

The IPv6 packet transmitted on 802.11-OCB are immediately preceded by
a Logical Link Control (LLC) header and an 802.11 header. 1In the LLC
header, and in accordance with the EtherType Protocol Discrimination
(EPD, see Appendix D), the value of the Type field MUST be set to
0x86DD (IPv6). The mapping to the 802.11 data service SHOULD use a
"priority’ value of 1 (QoS with a ’Background’ user priority),
reserving higher priority values for safety-critical and time-—
sensitive traffic, including the ones listed in [ETSI-sec-archi].

To simplify the Application Programming Interface (API) between the
operating system and the 802.11-OCB media, device drivers MAY
implement IPv6-over—-Ethernet as per [RFC2464] and then a frame
translation from 802.3 to 802.11 in order to minimize the code
changes.

4.3. Link-Local Addresses

There are several types of IPv6 addresses [RFC4291], [RFC4193], that
may be assigned to an 802.11-OCB interface. Among these types of
addresses only the IPv6 link-local addresses can be formed using an
EUI-64 identifier, in particular during transition time, (the time
spent before an interface starts using a different address than the
LL one).

If the IPv6 link-local address is formed using an EUI-64 identifier,
then the mechanism of forming that address is the same mechanism as
used to form an IPv6 link-local address on Ethernet links. Moreover,
whether or not the interface identifier is derived from the EUI-64
identifier, its length is 64 bits as is the case for Ethernet
[RFC2464] .

4.4. Stateless Autoconfiguration

The steps a host takes in deciding how to autoconfigure its
interfaces in IPv6 are described in [RFC4862]. This section
describes the formation of Interface Identifiers for IPv6 addresses
of type ’"Global’ or ’'Unique Local’. Interface Identifiers for IPv6
address of type ’Link-Local’ are discussed in Section 4.3.

The RECOMMENDED method for forming stable Interface Identifiers

(IIDs) is described in [RFC8064]. The method of forming IIDs
described in Section 4 of [RFC2464] MAY be used during transition
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time, in particular for IPv6 link-local addresses. Regardless of how
to form the IID, its length is 64 bits, similarely to IPv6 over
Ethernet [RFC2464].

The bits in the IID have no specific meaning and the identifier
should be treated as an opaque value. The bits ’Universal’ and
"Group’ in the identifier of an 802.11-0OCB interface are significant,
as this is an IEEE link-layer address. The details of this
significance are described in [RFC7136].

Semantically opaque IIDs, instead of meaningful IIDs derived from a
valid and meaningful MAC address ([RFC2464], Section 4), help avoid
certain privacy risks (see the risks mentioned in Section 5.1.1). If
semantically opaque IIDs are needed, they may be generated using the
method for generating semantically opaque IIDs with IPv6 Stateless
Address Autoconfiguration given in [RFC7217]. Typically, an opagque
IID is formed starting from identifiers different than the MAC
addresses, and from cryptographically strong material. Thus, privacy
sensitive information is absent from Interface IDs, because it is
impossible to calculate back the initial value from which the
Interface ID was first generated.

Some applications that use IPv6 packets on 802.11-0OCB links (among
other link types) may benefit from IPv6 addresses whose IIDs don’t
change too often. It is RECOMMENDED to use the mechanisms described
in RFC 7217 to permit the use of Stable IIDs that do not change
within one subnet prefix. A possible source for the Net-Iface
Parameter is a virtual interface name, or logical interface name,
that is decided by a local administrator.

4.5. Address Mapping
Unicast and multicast address mapping MUST follow the procedures
specified for Ethernet interfaces specified in Sections 6 and 7 of
[REFC2464] .

4.5.1. Address Mapping —-- Unicast

This document is scoped for Address Resolution (AR) and Duplicate
Address Detection (DAD) per [RFC4862].

4.5.2. Address Mapping —-- Multicast
The multicast address mapping is performed according to the method

specified in section 7 of [RFC2464]. The meaning of the value "3333"
mentioned there is defined in section 2.3.1 of [RFC7042].
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Transmitting IPv6 packets to multicast destinations over 802.11 links
proved to have some performance issues
[I-D.ietf-mboned-ieee802-mcast-problems]. These issues may be
exacerbated in OCB mode. A future improvement to this specification
should consider solutions for these problems.

4.6. Subnet Structure

When vehicles are in close range, a subnet may be formed over
802.11-0CB interfaces (not by their in-vehicle interfaces). A Prefix
List conceptual data structure ([RFC4861] Section 5.1) is maintained
for each 802.11-0CB interface.

IPv6 Neighbor Discovery protocol (ND) requires reflexive properties
(bidirectional connectivity) which is generally, though not always,
the case for P2P OCB links. 1IPv6 ND also requires transitive
properties for DAD and AR, so an IPv6 subnet can be mapped on an OCB
network only if all nodes in the network share a single physical
broadcast domain. The extension to IPv6 ND operating on a subnet
that covers multiple OCB links and not fully overlapping (NBMA) is
not in scope. Finally, IPv6 ND requires a permanent connectivity of
all nodes in the subnet to defend their addresses, in other words
very stable network conditions.

The structure of this subnet is ephemeral, in that it is strongly
influenced by the mobility of vehicles: the hidden terminal effects
appear; the 802.11 networks in OCB mode may be considered as ’ad-hoc’
networks with an addressing model as described in [RFC5889]. On
another hand, the structure of the internal subnets in each vehicle
is relatively stable.

As recommended in [RFC5889], when the timing requirements are very
strict (e.g., fast-drive-through IP-RSU coverage), no on-link subnet
prefix should be configured on an 802.11-0OCB interface. 1In such
cases, the exclusive use of IPv6 link-local addresses is RECOMMENDED.

Additionally, even if the timing requirements are not very strict
(e.g., the moving subnet formed by two following vehicles is stable,
a fixed IP-RSU is absent), the subnet is disconnected from the
Internet (i.e., a default route is absent), and the addressing peers
are equally qualified (that is, it is impossible to determine that
some vehicle owns and distributes addresses to others) the use of
link—-local addresses is RECOMMENDED.

The baseline ND protocol [RFC4861] MUST be supported over 802.11-0CB

links. Transmitting ND packets may prove to have some performance
issues as mentioned in Section 4.5.2, and Appendix I. These issues
may be exacerbated in OCB mode. Solutions for these problems should
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consider the OCB mode of operation. Future solutions to OCB should
consider solutions for avoiding broadcast. The best of current
knowledge indicates the kinds of issues that may arise with ND in OCB
mode; they are described in Appendix I.

Protocols like Mobile IPv6 [RFC6275] , [RFC3963] and DNAv6 [RFC6059],
which depend on a timely movement detection, might need additional
tuning work to handle the lack of link-layer notifications during
handover. This is for further study.

5. Security Considerations

Any security mechanism at the IP layer or above that may be carried
out for the general case of IPv6 may also be carried out for IPv6
operating over 802.11-0CB.

The OCB operation does not use existing 802.11 link-layer security
mechanisms. There is no encryption applied below the network layer
running on 802.11-0OCB. At the application layer, the IEEE 1609.2
document [IEEE-1609.2] provides security services for certain
applications to use; application-layer mechanisms are out of scope of
this document. On another hand, a security mechanism provided at
networking layer, such as IPsec [RFC4301], may provide data security
protection to a wider range of applications.

802.11-0CB does not provide any cryptographic protection, because it
operates outside the context of a BSS (no Association Request/

Response, no Challenge messages). Therefore, an attacker can sniff
or inject traffic while within range of a vehicle or IP-RSU (by
setting an interface card’s frequency to the proper range). Also, an

attacker may not heed to legal limits for radio power and can use a
very sensitive directional antenna; if attackers wishe to attack a
given exchange they do not necessarily need to be in close physical

proximity. Hence, such a link is less protected than commonly used
links (wired link or aforementioned 802.11 links with link-layer
security) .

Therefore, any node can join a subnet, directly communicate with any
nodes on the subset to include potentially impersonating another
node. This design allows for a number of threats outlined in
Section 3 of [RFC6959]. While not widely deployed, SeND [RFC3971],
[REC3972] is a solution that can address Spoof-Based Attack Vectors.

5.1. Privacy Considerations
As with all Ethernet and 802.11 interface identifiers ([RFC77211),

the identifier of an 802.11-OCB interface may involve privacy, MAC
address spoofing and IP hijacking risks. A vehicle embarking an IP-
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OBU whose egress interface is 802.11-OCB may expose itself to
eavesdropping and subsequent correlation of data. This may reveal
data considered private by the vehicle owner; there is a risk of
being tracked. In outdoors public environments, where vehicles
typically circulate, the privacy risks are more important than in
indoors settings. It is highly likely that attacker sniffers are
deployed along routes which listen for IEEE frames, including IP
packets, of vehicles passing by. For this reason, in the 802.11-0CB
deployments, there is a strong necessity to use protection tools such
as dynamically changing MAC addresses Section 5.2, semantically
opaque Interface Identifiers and stable Interface Identifiers
Section 4.4. An example of change policy is to change the MAC
address of the OCB interface each time the system boots up. This may
help mitigate privacy risks to a certain level. Furthermore, for
privacy concerns, ([RFC8065]) recommends using an address generation
scheme rather than addresses generated from a fixed link-layer
address. However, there are some specificities related to vehicles.
Since roaming is an important characteristic of moving vehicles, the
use of the same Link-Local Address over time can indicate the
presence of the same vehicle in different places and thus leads to
location tracking. Hence, a vehicle should get hints about a change
of environment (e.g. , engine running, GPS, etc..) and renew the IID
in its LLAs.

5.1.1. Privacy Risks of Meaningful info in Interface IDs

The privacy risks of using MAC addresses displayed in Interface
Identifiers are important. The IPv6 packets can be captured easily
in the Internet and on-link in public roads. For this reason, an
attacker may realize many attacks on privacy. One such attack on
802.11-0CB is to capture, store and correlate Company ID information
present in MAC addresses of many cars (e.g. listen for Router
Advertisements, or other IPv6 application data packets, and record
the value of the source address in these packets). Further
correlation of this information with other data captured by other
means, or other visual information (car color, others) may constitute
privacy risks.

5.2. MAC Address and Interface ID Generation
In 802.11-0CB networks, the MAC addresses may change during well
defined renumbering events. In the moment the MAC address is changed
on an 802.11-0OCB interface all the Interface Identifiers of IPv6

addresses assigned to that interface MUST change.

Implementations should use a policy dictating when the MAC address is
changed on the 802.11-0CB interface. For more information on the
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motivation of this policy please refer to the privacy discussion in
Appendix B.

A ’"randomized’ MAC address has the following characteristics:
o Bit "Local/Global" set to "locally administered".
o Bit "Unicast/Multicast" set to "Unicast".

o The 46 remaining bits are set to a random value, using a random
number generator that meets the requirements of [RFC4086].

To meet the randomization requirements for the 46 remaining bits, a
hash function may be used. For example, the [SHA256] hash function
may be used with input a 256 bit local secret, the ’'nominal’ MAC
Address of the interface, and a representation of the date and time
of the renumbering event.

A randomized Interface ID has the same characteristics of a
randomized MAC address, except the length in bits.

5.3. Pseudonymization impact on confidentiality and trust
Vehicles ’and drivers’ privacy relies on pseudonymization mechanisms
such as the ones described in Section 5.2. This pseudonymization
means that upper-layer protocols and applications SHOULD NOT rely on
layer—-2 or layer-3 addresses to assume that the other participant can
be trusted.

6. IANA Considerations
No request to IANA.
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Appendix A. 802.1l1lp

The term "802.11p" is an earlier definition. The behaviour of
"802.11p" networks is rolled in the document IEEE Std 802.11-2016.
In that document the term 802.11lp disappears. Instead, each 802.11lp
feature is conditioned by the IEEE Management Information Base (MIB)
attribute "OCBActivated" [IEEE-802.11-2016]. Whenever OCBActivated
is set to true the IEEE Std 802.11-0CB state is activated. For
example, an 802.11 STAtion operating outside the context of a basic
service set has the OCBActivated flag set. Such a station, when it
has the flag set, uses a BSS identifier equal to ff:ff:ff:ff:ff:ff.

Appendix B. Aspects introduced by the OCB mode to 802.11

In the IEEE 802.11-0OCB mode, all nodes in the wireless range can
directly communicate with each other without involving authentication
or association procedures. In OCB mode, the manner in which channels
are selected and used is simplified compared to when in BSS mode.
Contrary to BSS mode, at link layer, it is necessary to set
statically the same channel number (or frequency) on two stations
that need to communicate with each other (in BSS mode this channel
set operation is performed automatically during ’scanning’). The
manner in which stations set their channel number in OCB mode is not
specified in this document. Stations STAl and STA2 can exchange IP
packets only if they are set on the same channel. At IP layer, they
then discover each other by using the IPv6 Neighbor Discovery
protocol. The allocation of a particular channel for a particular
use is defined statically in standards authored by ETSI (in Europe),
FCC in America, and similar organisations in South Korea, Japan and
other parts of the world.

Briefly, the IEEE 802.11-OCB mode has the following properties:
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o No IEEE 802.11 Beacon frames are transmitted
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., each bit of the

o No authentication is required in order to be able to communicate

o No association is needed in order to be able to communicate

o No encryption is provided in order to be able to communicate

o Flag dotllOCBActivated is set to true

All the nodes in the radio communication range
receive all the messages transmitted
The eventual conflict (s)

radio communications range.
the MAC CDMA function.

(IP

—OBU and IP-RSU)

(IP-OBU and IP-RSU) within the

are resolved by

The message exchange diagram in Figure 1 illustrates a comparison
between traditional 802.11 and 802.11 in OCB mode.
messages can be IP packets such as HTTP or others.

management and control frames
specified in the 802.11 standard.

The ’'Data’
Other 802.11

(non IP) may be transmitted, as
For information,

the names of

these messages as currently specified by the 802.11 standard are

listed in Appendix

E.

STA AP STAl STAZ2
<= Beacon ——————- <= Data ———=———- >
———— Probe Req. ————- > <—————= Data ———————- >
<-—— Probe Res. —————-

<—————- Data ——————— >
—-——— Auth Req. —————- >
<-—-— Auth Res. ——————- <—————= Data ———————- >
—-——-— Asso Req. —————-— > <—————= Data —-=——=———- >
<--—- Asso Res. ——————-
<—————- Data ——————— >
<—————- Data —-——————- >
<= Data ———————- > <—————= Data ———=———- >
(i) 802.11 Infrastructure mode (ii) 802.11-0OCB mode
Figure 1: Difference between messages exchanged on 802.11 (left) and
802.11-0CB (right)
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The interface 802.11-0OCB was specified in IEEE Std 802.11lp (TM) -2010
[IEEE-802.11p-2010] as an amendment to IEEE Std 802.11 (TM) -2007,
titled "Amendment 6: Wireless Access in Vehicular Environments".
Since then, this amendment has been integrated in IEEE 802.11 (TM)
-2012 and -2016 [IEEE-802.11-2016].

In document 802.11-2016, anything qualified specifically as
"OCBActivated", or "outside the context of a basic service" set to be
true, then it is actually referring to OCB aspects introduced to
802.11.

In order to delineate the aspects introduced by 802.11-0CB to 802.11,
we refer to the earlier [IEEE-802.11p-2010]. The amendment is
concerned with vehicular communications, where the wireless link is
similar to that of Wireless LAN (using a PHY layer specified by
802.1la/b/g/n), but which needs to cope with the high mobility factor
inherent in scenarios of communications between moving vehicles, and
between vehicles and fixed infrastructure deployed along roads.

While ’"p’ is a letter identifying the Amendment, just like ’a, b, g’
and 'n’ are, ’'p’ is concerned more with MAC modifications, and a
little with PHY modifications; the others are mainly about PHY
modifications. It is possible in practice to combine a ’'p’ MAC with
an "a’ PHY by operating outside the context of a BSS with OFDM at
5.4GHz and 5.9GHz.

The 802.11-0CB links are specified to be compatible as much as
possible with the behaviour of 802.1la/b/g/n and future generation
IEEE WLAN links. From the IP perspective, an 802.11-0OCB MAC layer
offers practically the same interface to IP as the 802.l1la/b/g/n and
802.3. A packet sent by an IP-OBU may be received by one or multiple
IP-RSUs. The link-layer resolution is performed by using the IPv6
Neighbor Discovery protocol.

To support this similarity statement (IPv6 is layered on top of LLC
on top of 802.11-0CB, in the same way that IPv6 is layered on top of
LLC on top of 802.l1la/b/g/n (for WLAN) or layered on top of LLC on
top of 802.3 (for Ethernet)) it is useful to analyze the differences
between 802.11-0OCB and 802.11 specifications. During this analysis,
we note that whereas 802.11-0OCB lists relatively complex and numerous
changes to the MAC layer (and very little to the PHY layer), there
are only a few characteristics which may be important for an
implementation transmitting IPv6 packets on 802.11-0OCB links.

The most important 802.11-OCB point which influences the IPv6
functioning is the OCB characteristic; an additional, less direct
influence, is the maximum bandwidth afforded by the PHY modulation/
demodulation methods and channel access specified by 802.11-0CB. The
maximum bandwidth theoretically possible in 802.11-0CB is 54 Mbit/s
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(when using, for example, the following parameters: 20 MHz channel;
modulation 64-QAM; coding rate R is 3/4); in practice of IP-over-
802.11-0CB a commonly observed figure is 12Mbit/s; this bandwidth
allows the operation of a wide range of protocols relying on IPve6.

o Operation Outside the Context of a BSS (OCB): the (earlier
802.11p) 802.11-0OCB links are operated without a Basic Service Set
(BSS). This means that the frames IEEE 802.11 Beacon, Association
Request/Response, Authentication Request/Response, and similar,
are not used. The used identifier of BSS (BSSID) has a
hexadecimal value always Oxffffffffffff (48 "1’ bits, represented
as MAC address ff:ff:ff:ff:ff:ff, or otherwise the ’'wildcard’
BSSID), as opposed to an arbitrary BSSID value set by

administrator (e.g. 'My-Home—-AccessPoint’). The OCB operation -
namely the lack of beacon-based scanning and lack of
authentication - should be taken into account when the Mobile IPv6

protocol [RFC6275] and the protocols for IP layer security
[RFC4301] are used. The way these protocols adapt to OCB is not
described in this document.

o Timing Advertisement: is a new message defined in 802.11-0CB,
which does not exist in 802.l1la/b/g/n. This message is used by
stations to inform other stations about the value of time. It is
similar to the time as delivered by a GNSS system (Galileo, GPS,

.) or by a cellular system. This message is optional for
implementation.

o Frequency range: this is a characteristic of the PHY layer, with
almost no impact on the interface between MAC and IP. However, it
is worth considering that the frequency range is regulated by a
regional authority (ARCEP, ECC/CEPT based on ENs from ETSI, FCC,
etc.); as part of the regulation process, specific applications
are associated with specific frequency ranges. In the case of
802.11-0CB, the regulator associates a set of frequency ranges, or
slots within a band, to the use of applications of vehicular
communications, in a band known as "5.9GHz". The 5.9GHz band is
different from the 2.4GHz and 5GHz bands used by Wireless LAN.
However, as with Wireless LAN, the operation of 802.11-0OCB in
"5.9GHz" bands is exempt from owning a license in EU (in US the
5.9GHz is a licensed band of spectrum; for the fixed
infrastructure an explicit FCC authorization is required; for an
on-board device a ’licensed-by-rule’ concept applies: rule
certification conformity is required.) Technical conditions are
different than those of the bands "2.4GHz" or "5GHz". The allowed
power levels, and implicitly the maximum allowed distance between
vehicles, is of 33dBm for 802.11-0OCB (in Europe), compared to 20
dBm for Wireless LAN 802.l1la/b/g/n; this leads to a maximum
distance of approximately lkm, compared to approximately 50m.
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Additionally, specific conditions related to congestion avoidance,
jamming avoidance, and radar detection are imposed on the use of
DSRC (in US) and on the use of frequencies for Intelligent
Transportation Systems (in EU), compared to Wireless LAN
(802.11a/b/g/n) .

o 'Half-rate’ encoding: as the frequency range, this parameter is
related to PHY, and thus has not much impact on the interface
between the IP layer and the MAC layer.

o In vehicular communications using 802.11-OCB links, there are
strong privacy requirements with respect to addressing. While the
802.11-0CB standard does not specify anything in particular with
respect to MAC addresses, in these settings there exists a strong
need for dynamic change of these addresses (as opposed to the non-
vehicular settings - real wall protection - where fixed MAC
addresses do not currently pose some privacy risks). This is
further described in Section 5. A relevant function is described
in documents IEEE 1609.3-2016 [IEEE-1609.3] and IEEE 1609.4-2016
[IEEE-1609.4].

Appendix C. Changes Needed on a software driver 802.1lla to become a
802.11-0CB driver

The 802.11lp amendment modifies both the 802.11 stack’s physical and
MAC layers but all the induced modifications can be quite easily
obtained by modifying an existing 802.1la ad-hoc stack.

Conditions for a 802.1la hardware to be 802.11-0OCB compliant:

o The PHY entity shall be an orthogonal frequency division
multiplexing (OFDM) system. It must support the frequency bands
on which the regulator recommends the use of ITS communications,
for example using IEEE 802.11-0CB layer, in France: 5875MHz to
5925MHz.

o The OFDM system must provide a "half-clocked" operation using 10
MHz channel spacings.

o The chip transmit spectrum mask must be compliant to the "Transmit
spectrum mask" from the IEEE 802.1lp amendment (but experimental
environments tolerate otherwise).

o The chip should be able to transmit up to 44.8 dBm when used by
the US government in the United States, and up to 33 dBm in

Europe; other regional conditions apply.

Changes needed on the network stack in OCB mode:
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o Physical layer:

*

The chip must use the Orthogonal Frequency Multiple Access
(OFDM) encoding mode.

The chip must be set in half-mode rate mode (the internal clock
frequency is divided by two).

The chip must use dedicated channels and should allow the use
of higher emission powers. This may require modifications to
the local computer file that describes regulatory domains
rules, if used by the kernel to enforce local specific
restrictions. Such modifications to the local computer file
must respect the location-specific regulatory rules.

MAC layer:

*

All management frames (beacons, join, leave, and others)
emission and reception must be disabled except for frames of
subtype Action and Timing Advertisement (defined below).

No encryption key or method must be used.

Packet emission and reception must be performed as in ad-hoc
mode, using the wildcard BSSID (ff:ff:ff:ff:ff:ff).

The functions related to joining a BSS (Association Request/
Response) and for authentication (Authentication Request/Reply,
Challenge) are not called.

The beacon interval is always set to 0 (zero).

Timing Advertisement frames, defined in the amendment, should
be supported. The upper layer should be able to trigger such
frames emission and to retrieve information contained in
received Timing Advertisements.

Appendix D. Protocol Layering

A more theoretical and detailed view of layer stacking, and
interfaces between the IP layer and 802.11-OCB layers, is illustrated
in Figure 2. The IP layer operates on top of the EtherType Protocol
Discrimination (EPD); this Discrimination layer is described in IEEE
Std 802.3-2012; the interface between IPv6 and EPD is the LLC_SAP
(Link Layer Control Service Access Point).
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Figure 2: EtherType Protocol Discrimination
Appendix E. Design Considerations

The networks defined by 802.11-0CB are in many ways similar to other
networks of the 802.11 family. In theory, the transportation of IPv6
over 802.11-0CB could be very similar to the operation of IPv6 over
other networks of the 802.11 family. However, the high mobility,
strong link asymmetry and very short connection makes the 802.11-0CB
link significantly different from other 802.11 networks. Also, the
automotive applications have specific requirements for reliability,
security and privacy, which further add to the particularity of the
802.11-0CB 1link.

Appendix F. IEEE 802.11 Messages Transmitted in OCB mode
For information, at the time of writing, this is the list of IEEE
802.11 messages that may be transmitted in OCB mode, i.e. when

dot110CBActivated is true in a STA:

o The STA may send management frames of subtype Action and, if the
STA maintains a TSF Timer, subtype Timing Advertisement;

o The STA may send control frames, except those of subtype PS-Poll,
CF-End, and CF-End plus CFAck;

o The STA MUST send data frames of subtype QoS Data.
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Appendix G. Examples of Packet Formats

This section describes an example of an IPv6 Packet captured over a
IEEE 802.11-0CB link.

By way of example we show that there is no modification in the
headers when transmitted over 802.11-OCB networks - they are
transmitted like any other 802.11 and Ethernet packets.

We describe an experiment of capturing an IPv6 packet on an
802.11-0CB link. 1In topology depicted in Figure 3, the packet is an
IPv6 Router Advertisement. This packet is emitted by a Router on its
802.11-0CB interface. The packet is captured on the Host, using a
network protocol analyzer (e.g. Wireshark); the capture is performed
in two different modes: direct mode and ’'monitor’ mode. The topology
used during the capture is depicted below.

The packet is captured on the Host. The Host is an IP-OBU containing
an 802.11 interface in format PCI express (an ITRI product). The
kernel runs the athbk software driver with modifications for OCB
mode. The capture tool is Wireshark. The file format for save and
analyze is ’'pcap’. The packet is generated by the Router. The
Router is an IP-RSU (ITRI product).

| | 802.11-0CB Link | |

Figure 3: Topology for capturing IP packets on 802.11-0CB

During several capture operations running from a few moments to
several hours, no message relevant to the BSSID contexts were
captured (no Association Request/Response, Authentication Reqg/Resp,
Beacon). This shows that the operation of 802.11-OCB is outside the
context of a BSSID.

Overall, the captured message is identical with a capture of an IPv6

packet emitted on a 802.11b interface. The contents are precisely
similar.
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G.1l. Capture in Monitor Mode

The IPv6 RA packet captured in monitor mode is illustrated below.
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The radio tap header provides more flexibility for reporting the
cteristics of frames. The Radiotap Header is prepended by this
particular stack and operating system on the Host machine to the RA
t received from the network (the Radiotap Header is not present

chara

packe
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e air).

The implementation-dependent Radiotap Header is useful

for piggybacking PHY information from the chip’s registers as data in
a packet understandable by userland applications using Socket
faces (the PHY interface can be, for example: power levels,
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IPv6 Base Header
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| Type | Code | Checksum
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| Retrans Timer |
+—t—t—F—t—t—F—F—F—F—F—F—F—F—F—F -ttt —F =+ —F -+ —+—+
| Options

=ttt -

The value of the Data Rate field in the Radiotap header is set to 6
Mb/s. This indicates the rate at which this RA was received.

The value of the Transmitter address in the IEEE 802.11 Data Header
is set to a 48bit value. The value of the destination address is
33:33:00:00:00:1 (all-nodes multicast address). The value of the BSS
Id field is ff:ff:ff:ff:ff:ff, which is recognized by the network
protocol analyzer as being "broadcast". The Fragment number and
sequence number fields are together set to 0x90C6.
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The value of the Organization Code field in the Logical-Link Control
Header is set to 0x0, recognized as "Encapsulated Ethernet". The
value of the Type field is 0x86DD (hexadecimal 86DD, or otherwise
#86DD), recognized as "IPv6".

A Router Advertisement is periodically sent by the router to
multicast group address ff02::1. It is an icmp packet type 134. The
IPv6 Neighbor Discovery’s Router Advertisement message contains an
8-bit field reserved for single-bit flags, as described in [RFC4861].

The IPv6 header contains the link local address of the router
(source) configured via EUI-64 algorithm, and destination address set
to £ff02::1.

The Ethernet Type field in the logical-link control header is set to
0x86dd which indicates that the frame transports an IPv6 packet. 1In
the IEEE 802.11 data, the destination address is 33:33:00:00:00:01
which is the corresponding multicast MAC address. The BSS id is a
broadcast address of ff:ff:ff:ff:ff:ff. Due to the short link
duration between vehicles and the roadside infrastructure, there is
no need in IEEE 802.11-0OCB to wait for the completion of association
and authentication procedures before exchanging data. IEEE
802.11-0CB enabled nodes use the wildcard BSSID (a value of all 1s)
and may start communicating as soon as they arrive on the
communication channel.

G.2. Capture in Normal Mode
The same IPv6 Router Advertisement packet described above (monitor

mode) is captured on the Host, in the Normal mode, and depicted
below.
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Ethernet II Header
+—+—+—t+—F—+—F+—F—+—F—+—t+—F—+—F—F—F—F—+—+—F—F+—F—F—F—F—F—+—F+—+—+—+—+
Destination...
+—F—+—t—F—F—F—F—tF—F—+—tF—F—F—F—F—t—F—F+—F—F—F—F—F—F—F—F—F—F—F+—+—+—+
...Destination Source. ..
+—F+—+—t+—F—+—+—F—+—F—+—t+—F—+—F+—F—F—F—F+—t+—F—F+—F—F—F—F—F—+—F+—+—+—+—+
...Source
+—+—+—t+—F—+—F+—F—+—F—+—t+—F—+—F—F—F—F—+—+—F—F+—F—F—F—F—F—+—F+—+—+—+—+
| Type
+—t—t—t—F—t—F—F—F—F—F+—F—F—F+—F—+—+

IPv6 Base Header
+—+—+—t+—F—+—+—F+—+—F—+—t+—F—F+—t+—F—F—F—F+—t+—F—F+—t+—F—F—F—F—+—F+—+—+—+—+

|version| Traffic Class | Flow Label
+—t—+—F—F—F—F—F—F—F—F+—+—+—+—+—+—F—F -+t —+—F—F—F—F—F—F—F—F—F—+—+
| Payload Length Next Header | Hop Limit

t—t—t—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F——F—+—F—+—+

Source Address

Destination Address

: :
) )
I I
l—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+
) )
I I
: :
- !

F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—t—F—+—F—+—F—

Router Advertisement
+—F+—+—t+—F—+—+—F—+—F—+—t+—F—+—F+—F—F—F—F+—t+—F—F+—F—F—F—F—F—+—F+—+—+—+—+

| Type | Code | Checksum
s s H e e e o L st e e e e e i s sl EEE
| cur Hop Limit |M|O| Reserved | Router Lifetime

+—t—+—F—+—F—F—+—F—F—F—F+—F—+—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F+—F+—+—+
| Reachable Time |
T T E i e s e e e e s A i e e e e S e e Al S
| Retrans Timer |
s e R E S e e e e e e A L s R S e B e e S S St S M
| Options
R e e S e e s et S
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One notices that the Radiotap Header, the IEEE 802.11 Data Header and
the Logical-Link Control Headers are not present. On the other hand,
a new header named Ethernet II Header is present.

The Destination and Source addresses in the Ethernet II header
contain the same values as the fields Receiver Address and
Transmitter Address present in the IEEE 802.11 Data Header in the
"monitor" mode capture.

The value of the Type field in the Ethernet II header is 0x86DD
(recognized as "IPv6"); this value is the same value as the value of
the field Type in the Logical-Link Control Header in the "monitor"
mode capture.

The knowledgeable experimenter will no doubt notice the similarity of
this Ethernet II Header with a capture in normal mode on a pure
Ethernet cable interface.

A frame translation is inserted on top of a pure IEEE 802.11 MAC
layer, in order to adapt packets, before delivering the payload data
to the applications. It adapts 802.11 LLC/MAC headers to Ethernet II
headers. In further detail, this adaptation consists in the
elimination of the Radiotap, 802.11 and LLC headers, and in the
insertion of the Ethernet II header. In this way, IPv6 runs straight
over LLC over the 802.11-OCB MAC layer; this is further confirmed by
the use of the unique Type 0x86DD.

Appendix H. Extra Terminology

The following terms are defined outside the IETF. They are used to
define the main terms in the main terminology Section 2.

DSRC (Dedicated Short Range Communication): a term defined outside
the IETF. The US Federal Communications Commission (FCC) Dedicated
Short Range Communication (DSRC) is defined in the Code of Federal
Regulations (CFR) 47, Parts 90 and 95. This Code is referred in the
definitions below. At the time of the writing of this Internet
Draft, the last update of this Code was dated October 1lst, 2010.

DSRCS (Dedicated Short-Range Communications Services): a term defined
outside the IETF. The use of radio techniques to transfer data over
short distances between roadside and mobile units, between mobile
units, and between portable and mobile units to perform operations
related to the improvement of traffic flow, traffic safety, and other
intelligent transportation service applications in a variety of

environments. DSRCS systems may also transmit status and
instructional messages related to the units involve. [Ref. 47 CFR
90.7 - Definitions]
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OBU (On—-Board Unit): a term defined outside the IETF. An On-Board
Unit is a DSRCS transceiver that is normally mounted in or on a
vehicle, or which in some instances may be a portable unit. An OBRU
can be operational while a vehicle or person is either mobile or
stationary. The OBUs receive and contend for time to transmit on one
or more radio frequency (RF) channels. Except where specifically
excluded, OBU operation is permitted wherever vehicle operation or
human passage is permitted. The OBUs mounted in vehicles are
licensed by rule under part 95 of the respective chapter and
communicate with Roadside Units (RSUs) and other OBUs. Portable OBUs
are also licensed by rule under part 95 of the respective chapter.
OBU operations in the Unlicensed National Information Infrastructure
(UNII) Bands follow the rules in those bands. - [CFR 90.7 -
Definitions].

RSU (Road-Side Unit): a term defined outside of IETF. A Roadside
Unit is a DSRC transceiver that is mounted along a road or pedestrian
passageway. An RSU may also be mounted on a vehicle or is hand
carried, but it may only operate when the vehicle or hand- carried
unit is stationary. Furthermore, an RSU operating under the
respectgive part is restricted to the location where it is licensed
to operate. However, portable or hand-held RSUs are permitted to
operate where they do not interfere with a site-licensed operation.

A RSU broadcasts data to OBUs or exchanges data with OBUs in its

communications zone. An RSU also provides channel assignments and
operating instructions to OBUs in its communications zone, when
required. - [CFR 90.7 - Definitions].

Appendix I. Neighbor Discovery (ND) Potential Issues in Wireless Links

IPv6 Neighbor Discovery (IPv6 ND) [RFC4861] [RFC4862] was designed for
point-to-point and transit links such as Ethernet, with the
expectation of a cheap and reliable support for multicast from the
lower layer. Section 3.2 of RFC 4861 indicates that the operation on
Shared Media and on non-broadcast multi-access (NBMA) networks
require additional support, e.g., for Address Resolution (AR) and
duplicate address detection (DAD), which depend on multicast. An
infrastructureless radio network such as OCB shares properties with
both Shared Media and NBMA networks, and then adds its own
complexity, e.g., from movement and interference that allow only
transient and non-transitive reachability between any set of peers.

The uniqueness of an address within a scoped domain is a key pillar
of IPv6 and the base for unicast IP communication. RFC 4861 details
the DAD method to avoid that an address is duplicated. For a link
local address, the scope is the link, whereas for a Globally
Reachable address the scope is much larger. The underlying
assumption for DAD to operate correctly is that the node that owns an
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IPv6 address can reach any other node within the scope at the time it
claims its address, which is done by sending a NS multicast message,
and can hear any future claim for that address by another party
within the scope for the duration of the address ownership.

In the case of OCB, there is a potentially a need to define a scope
that is compatible with DAD, and that cannot be the set of nodes that
a transmitter can reach at a particular time, because that set varies
all the time and does not meet the DAD requirements for a link local
address that could possibly be used anytime, anywhere. The generic
expectation of a reliable multicast is not ensured, and the operation
of DAD and AR (Address Resolution) as specified by RFC 4861 cannot be
guaranteed. Moreover, multicast transmissions that rely on broadcast
are not only unreliable but are also often detrimental to unicast
traffic (see [draft-ietf-mboned-ieee802-mcast-problems]).

Early experience indicates that it should be possible to exchange
IPv6 packets over OCB while relying on IPv6 ND alone for DAD and AR
(Address Resolution) in good conditions. In the absence of a correct
DAD operation, a node that relies only on IPv6 ND for AR and DAD over
OCB should ensure that the addresses that it uses are unique by means
others than DAD. It must be noted that deriving an IPv6 address from
a globally unique MAC address has this property but may yield privacy
issues.

RFC 8505 provides a more recent approach to IPv6 ND and in particular
DAD. RFC 8505 is designed to fit wireless and otherwise constrained
networks whereby multicast and/or continuous access to the medium may
not be guaranteed. RFC 8505 Section 5.6 "Link-Local Addresses and
Registration" indicates that the scope of uniqueness for a link local
address is restricted to a pair of nodes that use it to communicate,
and provides a method to assert the uniqueness and resolve the link-
Layer address using a unicast exchange.

RFC 8505 also enables a router (acting as a 6LR) to own a prefix and
act as a registrar (acting as a 6LBR) for addresses within the
associated subnet. A peer host (acting as a 6LN) registers an
address derived from that prefix and can use it for the lifetime of
the registration. The prefix is advertised as not onlink, which
means that the 6LN uses the 6LR to relay its packets within the
subnet, and participation to the subnet is constrained to the time of
reachability to the 6LR. Note that RSU that provides internet
connectivity MAY announce a default router preference [RFC4191],
whereas a car that does not provide that connectivity MUST NOT do so.
This operation presents similarities with that of an access point,
but at Layer—-3. This is why RFC 8505 well-suited for wireless in
general.
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Support of RFC 8505 may be implemented on OCB. OCB nodes that
support RFC 8505 SHOULD support the 6LN operation in order to act as
a host, and may support the 6LR and 6LBR operations in order to act
as a router and in particular own a prefix that can be used by RFC
8505-compliant hosts for address autoconfiguration and registration.

Authors’ Addresses

Nabil Benamar
Moulay Ismail University of Meknes
Morocco

Phone: +212670832236
Email: n.benamar@est.umi.ac.ma

Jerome Haerri

Eurecom

Sophia-Antipolis 06904
France

Phone: +33493008134
Email: Jerome.Haerri@Reurecom.fr

Jong—-Hyouk Lee

Sangmyung University

31, Sangmyeongdae—-gil, Dongnam—-gu
Cheonan 31066

Republic of Korea

Email: jonghyouk@smu.ac.kr
Thierry Ernst
YoGoKo

France

Email: thierry.ernst@yogoko.fr

Benamar, et al. Expires February 10, 2020 [Page 31]



Net wor k Wor ki ng Group J. Jeong, Ed.
I nternet-Draft Sungkyunkwan Uni versity
I ntended status: |nformational Cct ober 30, 2017
Expires: May 3, 2018

| P- based Vehi cul ar Networ ki ng: Use Cases, Survey and Probl em Stat enent
draft-ietf-ipwave-vehicul ar-networ ki ng- 00

Abstract

Thi s docunent di scusses use cases, survey, and probl em statenent on
| P-based vehi cul ar networ ks, which are considered a key conponent of
Intelligent Transportation Systens (ITS). The nain topics of

vehi cul ar networking are vehicle-to-vehicle (V2V), vehicle-to-
infrastructure (V21), and infrastructure-to-vehicle (12V) networKking.
First, this docunent surveys use cases using V2V and V2|l networking.
Second, this docunent deals with sonme critical aspects in vehicular
net wor ki ng, such as vehicul ar network architectures, standardization
activities, |IP address autoconfiguration, routing, nobility
managenent, DNS nami ng service, service discovery, and security and
privacy. For each aspect, this docunent discusses probl em statenent
to analyze the gap between the state-of-the-art techni ques and
requirenents in | P-based vehicular networking. Finally, this
docunment articul ates discussions including the summary and anal ysi s
of vehicul ar networking aspects and rai ses depl oynment i ssues.

Status of This Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htni.

Jeong Expires May 3, 2018 [ Page 1]



Internet-Draft | P-based Vehi cul ar Net wor ki ng Cct ober 2017

This Internet-Draft will expire on May 3, 2018.

Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents

(http://trustee.ietf.org/license-info)

publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with

to this docunent.

in effect on the date of

respect

Code Conponents extracted fromthis docunent nust

include Sinplified BSD License text as described in Section 4.e of

the Trust Legal

described in the Sinplified BSD Li cense.

Tabl e of Contents

wh e

I nt roduction .
Ter m nol ogy
Use Cases
3. 1.
3. 2.

V2V USe.Céses
V2l Use Cases

4. Vehi cul ar Net wor k A}chltectures

4.1.
4.

4.

Jeong

1.

P

SENEN

Exi sting Architectures

1. VIP-WAVE: On the Feasibility of |P Communications

in 802.11p Vehi cul ar Networ ks

.2. | Pv6 Operation for WAVE - Wrel ess Access |n

Vehi cul ar Envi ronnents .

for Vehi cul ar Networks .

.4. Joint |IP Networking and Radlo A«chltecture for

Vehi cul ar Net wor ks .

.5. Mbbile Internet Access |n Fleethbt

6. A Layered Architecture for Vehicul ar
Del ay- Tol erant Net wor ks .

Pr obl em St at enent

1. V2I-based Internetmorklng

2. V2V-based | nt er networki ng

ndar di zati on Activities

| EEE Guide for Wrel ess Access in Véhlcular

Envi ronments (WAVE) - Architecture . . .

| EEE Standard for Wreless Access in Véhlcular

Envi ronments (WAVE) - Networking Services

ETSI Intelligent Transport Systens: Transm ssion of
| Pv6 Packets over GeoNetworking Protocols

ISO Intelligent Transport Systens: Cbnnunlcatlons

Expires May 3, 2018

Provi sions and are provided without warranty as

000~ O UlUl

oo

.3. A Framework for |IP and noh IP NUItlcast SerV|ces

10

10
11

12
13
14
17
17
17
18

19

[ Page 2]



Internet-Draft | P-based Vehi cul ar Net wor ki ng Cct ober 2017

Access for Land Mbiles (CALM UBlng | Pv6 hbtmorklng . 19
| P Address Autoconfiguration . 20
6.1 Exi sting Protocols . . . 20
6.1.1. Automatic IP Address Conf|gurat|on |n VANETs . . 20
6.1.2. Routing and Address Assignnent using Lane/ Position
Information in a Vehicul ar Ad-hoc Network 21
6.1.3. GeoSAC. Scal abl e Address Autoconfiguration for
VANET Usi ng Geographi ¢ Networ ki ng Concepts . 21
6.1.4. Cross-layer Ildentities Managenent in I TS Statlons 22
6.2. Problem Statenent . 23
6.2.1. Neighbor Discovery . . 23
6.2.2. | P Address Autoconflguratlon . 23
Routi ng . 25
7.1. Existing Protocols . e 25
7.1.1. Experinental Evaluatlon for | Pv6 over VANET
Geographi ¢ Routing . . 25
7.1.2. Location-Ai ded Gateway Advertlsenent and D scovery
Protocol for VANets 25
7.2. Probl em Statenent 26
Mobi ity Managenent 26
8.1. Existing Protocols . . Ce e e e 26
8.1.1. An IP Passing Protocol for Vehicular Ad Hoc
Net wor ks with Network Fragnentation . . 26
8.1.2. A Hybrid Centralized-Distributed hmblllty
Management for Supporting Hi ghly Mbile Users 27
8.1.3. A Hybrid Centralized-Distributed Mbility
Management Architecture for Network Mbility . 28
8.1.4. NEMO Enabl ed Localized Mbility Support for
Internet Access in Autonotive Scenarios . . . 29
8.1.5. Network Mbility Protocol for Vehicular Ad Hoc
Net wor ks . . . 30
8.1.6. Performance Analy5|s of PM Pv6 Based hbtmork
MXility for Intelligent Transportation Systens . 30
8.1.7. A Novel Mbility Managenent Schene for Integration
of Vehicular Ad Hoc Networks and Fixed | P Networks . 31
8.1.8. SDN-based Distributed Mbility Managenent for 5G
Net wor ks . . . 31
8.1.9. IP Mbility Nhnagenent for Véhlcular Cbnnunlcatlon
Net wor ks: Chal | enges and Sol utions . e 32
8.2. Problem Statenent 34
DNS Nami ng Service . 34
9.1. Existing Protocols . 34
9.1.1. Milticast DNS . . e e 34
9.1.2. DNS Nane Autoconflguratlon for I nt er net - of - Thi ngs
Devi ces e e e e 34
9.2. Problem Statenent 35
10. Service Discovery . 36
10.1. Existing Protocols . 36
Expires May 3, 2018 [ Page 3]

Jeong



Internet-Draft | P-based Vehi cul ar Net wor ki ng Cct ober 2017

10.1. 1. nDNS-based Service Discovery . . . . . . . . . . . . . 36
10.1.2. ND-based Service Discovery . . . . . . . . . . . . . . 36
10.2. Problem Statement . . . <
11. Security and Privacy . . . . . . . . . . . . . . . . . . .. .37
11.1. Existing Protocols . . . . . . . . . . . . . . . . . . . .37
11.1.1. Securing Vehicular IPv6 Comunications . . . . . . . . 37
11.1. 2. Providing Authentication and Access Control in
Vehi cul ar Network Environment . . . . . . . . . . . . 38
11.2. Problem Statement . . . . . . . . . . . . . . . . . . . . 39
12. Discussions . . < 1
12.1. Sunmary and AnaIyS|s 1)
12.2. Deploynent Issues . . . . . . . . . . . . . . . . . . .. 40
13. Security Considerations . . . . . . . . . . . . . . . . ... 41
14. Informative References . . . . . . . . . . . . . . . . . . .. 41
Appendi x A, Acknow edgnents . . . . . . . . . . . . . . . . . . . 48
Appendix B. Contributors . . . . . . . . . . . . . . . . . . . . 48

Jeong Expires May 3, 2018 [ Page 4]



Internet-Draft | P-based Vehi cul ar Net wor ki ng Cct ober 2017

1.

I nt roducti on

Nowadays vehi cul ar networ ks have been focused on the driving safety,
driving efficiency, and entertai nnent in road networks. Federa
Conmruni cati ons Conmi ssion (FCC) in the US allocated wirel ess channel s
for Dedi cated Short-Range Comuni cations (DSRC) service in the
Intelligent Transportation Systens (ITS) Radio Service in the 5.850-
5.925 GHz band (5.9 GHz band). DSRC-based wirel ess communi cati ons
can support vehicle-to-vehicle (V2V), vehicle-to-infrastructure
(V21), and infrastructure-to-vehicle (12V) networking.

For the driving safety service based on the DSRC, |EEE has
standardi zed Wrel ess Access in Vehicular Environnents (VWAVE)
standards, such as | EEE 802. 11p [| EEE-802.11p], |EEE 1609. 2

[ WAVE- 1609. 2], | EEE 1609. 3 [ WAVE- 1609. 3], and | EEE 1609. 4

[ WAVE- 1609. 4]. Note that |EEE 802.11p has been finalized as | EEE
802. 11 Qutside the Context of a Basic Service Set (OCB)

[ EEE- 802. 11-CCB] in 2012. Along with these WAVE standards, |Pv6 and
Mobile I P protocols (e.g., MPv4 and M Pv6) can be extended to

vehi cul ar networks [ RFC2460] [ RFC6275] .

Thi s docunent di scusses use cases, survey, and probl em statenent on
| P-based vehicul ar networking for Intelligent Transportation Systens
(ITS). First, This docunent surveys the use cases using V2V and V2I
networking in the ITS. Second, this docunment deals with sone
critical aspects in vehicular networking, such as vehicul ar network
architectures, standardization activities, |P address

aut oconfiguration, routing, nobility managenent, DNS nami ng service,
service discovery, and security and privacy. For each aspect, this
docunent shows problem statenment to anal yze the gap between the
state-of-the-art techniques and requirenents in | P-based vehicul ar
networking. Finally, this docunment addresses discussions including
the sunmary and anal ysi s of vehicul ar networking aspects, raising
depl oynent issues in road environnents.

Based on the use cases, survey, and problem statenment of this
docunent, we can specify the requirenments for vehicul ar networks for
the intended purposes, such as the driving safety, driving
efficiency, and entertainment. As a consequence, this will make it
possi ble to design a network architecture and protocols for vehicul ar
net wor ki ng.

Ter ni nol ogy

Thi s docunment defines the follow ng new terns:

Jeong Expires May 3, 2018 [ Page 5]



Internet-Draft | P-based Vehi cul ar Net wor ki ng Cct ober 2017

Road-Side Unit (RSU): A node that has Dedi cated Short - Range
Conmruni cati ons (DSRC) device for wireless conmmunications with
vehicles and is also connected to the Internet as a router or
switch for packet forwarding. An RSU is deployed either at an
intersection or in a road segnent.

On-Board Unit (OBU): A node that has a DSRC device for wirel ess
communi cations with other OBUs and RSUs. An OBU is mounted on a
vehicle. It is assunmed that a radi o navigation receiver (e.qg.

A obal Positioning System (GPS)) is included in a vehicle with an
OBU for efficient navigation.

Traffic Control Center (TCC): A node that maintains road
infrastructure information (e.g., RSUs, traffic signals, and | oop
detectors), vehicular traffic statistics (e.g., average vehicle
speed and vehicle inter-arrival tine per road segnent), and
vehicle information (e.g., a vehicle' s identifier, position
direction, speed, and trajectory as a navigation path). TCCis

i ncluded in a vehicular cloud for vehicular networks. Exenplary
functions of TCC include the nanagenent of evacuation routes, the
moni toring of pedestrians and bike traffic, the nmonitoring of
real-tinme transit operations, and real -tine responsive traffic
signal systens. Thus, TCC is the nerve center of nost freeway
managenent sytens such that data is collected, processed, and
fused with other operational and control data, and is al so

synt hesi zed to produce "information" distributed to stakehol ders,
ot her agencies, and traveling public. TCCis called Traffic
Managenent Center (TMC) in the US. TCC can comuni cate with road
infrastructure nodes (e.g., RSUs, traffic signals, and | oop
detectors) to share nmeasurenent data and managenent information by
an application-Ilayer protocol.

3. Use Cases

This section shows use cases of V2V and V2| networking.

3.1

V2V Use Cases

The use cases of V21 networking include navigation service, fuel-
efficient speed recommendati on service, and accident notification
servi ce.

A navigation service, such as Self-Adaptive Interactive Navigation
Tool (called SAINT) [SAINT], using V21 networking interacts with TCC
for the global road traffic optim zation and can gui de indivi dua
vehicles for appropriate navigation paths in real tine. The enhanced
SAI NT (called SAINT+) [ SAI NTplus] can give the fast noving paths for
emer gency vehicles (e.g., anbulance and fire engine) toward acci dent
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spots while providing efficient detour paths to vehicles around the
acci dents spots.

The energency comruni cation between acci dent vehicles (or emergency
vehi cl es) and TCC can be perforned via either RSU or 4G LTE networks
The First Responder Network Authority (FirstNet) [FirstNet] is

provi ded by the US governnent to establish, operate, and nmaintain an
i nteroperabl e public safety broadband network for safety and security
networ k services, such as energency calls. The construction of the
nati onwi de FirstNet network requires each state in the US to have a
Radi o Access Network (RAN) that will connect to FirstNet’'s network
core. The current RAN is nmainly constructed by 4G LTE, but DSRC
based vehi cul ar networks can be used in near future.

A pedestrian protection service, such as Safety-Aware Navigation
Application (called SANA) [ SANA], using V2l networking can reduce the
collision of a pedestrian and a vehicle, which have a smartphone, in
a road network. Vehicles and pedestrians can conmuni cate with each
other via an RSU that delivers scheduling information for wireless
communi cati on to save the snartphones’ battery.

3.2. V2| Use Cases

The use cases of V2V networ ki ng include context-aware navigator for
driving safety, cooperative adaptive cruise control in an urban
roadway, and platooning in a highway. These are three techniques
that will be inportant elenents for self-driving.

Cont ext-Aware Safety Driving (CASD) navigator [CASD] can help drivers
to drive safely by letting the drivers recogni ze dangerous obstacl es
and situations. That is, CASD navigator displays obstables or

nei ghbori ng vehicles relevant to possible collisions in real-time

t hrough V2V networ ki ng. CASD provi des vehicles with a cl ass-based
automatic safety action plan, which considers three situations, such
as the Line-of-Sight unsafe, Non-Line-of-Sight unsafe and safe
situations. This action plan can be perforned anong vehicl es through
V2V net wor ki ng.

Cooperative Adaptive Cruise Control (CACC) [CA-Cuise-Control] hel ps
vehicles to adapt their speed autononously through V2V communi cation
anong vehicles according to the nobility of their predecessor and
successor vehicles in an urban roadway or a highway. CACC can help
adj acent vehicles to efficiently adjust their speed in a cascade way
t hrough V2V net wor ki ng.

Pl at ooni ng [ Truck- Pl atooning] allows a series of vehicles (e.qg.

trucks) to nove together with a very short inter-distance. Trucks
can use V2V conmunication in addition to forward sensors in order to
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mai ntai n constant cl earance between two consecutive vehicles at very
short gaps (from 3 neters to 10 neters). This platooning can
maxi m ze the throughput of vehicular traffic in a highway and reduce
the gas consunption because the | eading vehicle can help the

foll owi ng vehicles to experience |l ess air resistance.

4. Vehicular Network Architectures

This section surveys vehicular network architectures based on IP
along with various radio technol ogies, and then di scusses probl em
statement for a vehicular network architecture for |P-based vehicul ar
net wor ki ng.

4.1. Existing Architectures

4.1.1. VIP-WAVE: On the Feasibility of I P Comunications in 802.11p
Vehi cul ar Net wor ks

Cespedes et al. proposed a vehicular IP in WAVE call ed VI P-WAVE f or

I 2V and V2I networking [VIP-WAVE]. | EEE 1609. 3 specified a WAVE
stack of protocols and includes IPv6 as a network |ayer protocol in
data plane [ WAVE-1609. 3]. The standard WAVE does not support
Duplicate Address Detection (DAD), seamnl ess comuni cations for
Internet services, and nulti-hop communicati ons between a vehicle and
an infrastructure node (e.g., RSU). To overcone these linitations of
the standard WAVE for | P-based networking, VIP-WAVE enhances the
standard WAVE by the follow ng three schenmes: (i) an efficient
mechani sm for the |1 Pv6 address assignnent and DAD, (ii) on-demand |IP
nmobi l ity based on Proxy Mobile IPv6 (PMPv6), and (iii) one-hop and

t wo- hop conmuni cations for |2V and V2I networKking.

In WAVE, | Pv6 Nei ghbor Di scovery (ND) protocol is not recomrended due
to the overhead of ND against the tinmely and pronpt comunications in
vehi cul ar networking. By WAVE service advertisenent (WAS) nanagenent
franme, an RSU can provide vehicles with IP configuration infornmation
(e.g., IPv6 prefix, prefix length, gateway, router lifetime, and DNS
server) wi thout using ND. However, WAVE devi ces may support
readdressing to provide pseudonymity, so a MAC address of a vehicle
may be changed or randomly generated. This update of the MAC address
may |lead to the collision of an | Pv6 address based on a MAC address,
so VIP-WAVE i ncludes a |ight-weight, on-demand ND to perform DAD.

For | P-based Internet services, VIP-WAVE adopts PM Pv6 for network-
based nobility nanagenment in vehicular networks. In VIP-WAVE, RSU

pl ays a role of mnobile anchor gateway (MAG of PM Pv6, which perforns
the detection of a vehicle as a nobile node in a PM Pv6 domain and
registers it into the PM Pv6 domain. For PM Pv6 operations, VIP-WAVE
requires a central node called local nobility anchor (LMA), which
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assigns | Pv6e prefixes to vehicles as nobile nodes and forwards data
packets to the vehicles noving in the coverage of RSUs under its
control through tunnels between MAGs and itself.

For two-hop communi cati ons between a vehicle and an RSU, VI P-WAVE
allows an internediate vehicle between the vehicle and the RSU to
play a role of a packet relay for the vehicle. Wen it becones out
of the conmunication range of an RSU, a vehicle searches for another
vehicle as a packet relay by sending a relay service announcenent.
When it receives this relay service announcenent and is within the
communi cati on range of an RSU, another vehicle registers itself into
the RSU as a relay and notifies the relay-requester vehicle of a
rel ay mai ntenance announcenent.

Thus, VIP-WAVE is a good candidate for 12V and V2l networKki ng,
supporting an enhanced ND, handover, and two-hop conmuni cations
t hrough a rel ay.

4.1.2. |1Pv6 Operation for WAVE - Wreless Access in Vehicular
Envi ronment s

Baccelli et al. provided an anal ysis of the operation of IPv6 as it
has been described by the | EEE WAVE st andards 1609 [ | Pv6- WAVE] .

Al 't hough the main focus of WAVE has been the tinely delivery of
safety related information, the depl oynent of |P-based entertai nnent
applications is also considered. Thus, in order to support

entertai nnent traffic, WAVE supports |IPv6 and transport protocols
such as TCP and UDP

In the analysis provided in [IPv6-WAVE], it is identified that the
| EEE 1609. 3 standard’ s recommendati ons for | Pv6 operation over WAVE

are rather minimal. Protocols on which the operation of IPv6 relies
for 1P address configuration and |IP-to-link-layer address translation
(e.g., IPv6 ND protocol) are not recommended in the standard.

Additionally, IPv6 works under certain assunptions for the |ink nodel
that do not necessarily hold in WAVE. For instance, |Pv6 assunes
symretry in the connectivity anong nei ghboring interfaces. However,
interference and different |evels of transm ssion power may cause
unidirectional links to appear in a WAVE |ink nodel. Also, in an
IPv6 link, it is assuned that all interfaces which are configured
with the sane subnet prefix are on the sane IP link. Hence, there is
a relationship between link and prefix, besides the different scopes
that are expected fromthe link-1ocal and gl obal types of |Pv6
addresses. Such a relationship does not hold in a WAVE | i nk node
due to node nobility and highly dynam c topol ogy.

Baccellii et al. concluded that the use of the standard | Pv6 protocol
stack, as the | EEE 1609 fanmily of specifications stipulate, is not
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sufficient. Instead, the addressing assignnent should follow
consi derations for ad-hoc link nmodels, defined in [ RFC5889], which
are simlar to the characteristics of the WAVE link nodel. 1In terns

of the supporting protocols for IPv6, such as ND, DHCP, or stateless
aut o-configuration, which rely largely on nmulticast, do not operate
as expected in the case where the WAVE |ink nodel does not have the
same behavi or expected for nulticast IPv6 traffic due to nodes
mobility and Iink variability. Additional challenges such as the
support of pseudonimty through MAC address change along with the
suitability of traditional TCP applications are discussed by the
authors since they require the design of appropriate solutions.

4.1.3. A Franework for |IP and non-IP Milticast Services for Vehicul ar
Net wor ks

Jermaa et al. presented a franmework that enabl es depl oying nulticast
services for vehicular networks in Infrastructure-based scenarios

[ VNET- Framework]. This franework deals with two phases: (i)
Initialization or bootstrappi ng phase that includes a geographic
mul ti cast auto-configuration process and a group nenbership building
met hod and (ii) Multicast traffic dissenm nation phase that includes a
networ k sel ecting mechani smon the transm ssion side and a receiver-
based multicast delivery in the reception side. To this end, authors
define a distributed nmechanismthat allows the vehicles to configure
a conmon nul ticast address: Geographic Milticast Address Auto-
configuration (GVAA), which allows a vehicle to configure its own
address wi thout signaling. A vehicle may al so be able to change the
mul ticast address to which it is subscribed when it changes its

| ocati on.

This framework suggests a network sel ecting approach that allows |IP
and non-1P multicast data delivery in the sender side. Then, to neet
the chal |l enges of multicast address auto-configuration, the authors
propose a distributed geographic nulticast auto-addressi ng nechani sm
for multicast groups of vehicles, and a sinple nulticast data
delivery scheme in hybrid networks froma server to the group of
novi ng vehicles. However, this study |lacks simulations related to
per f ormance assessnent.

4.1.4. Joint |IP Networking and Radio Architecture for Vehicular
Net wor ks

Petrescu et al. defined the joined | P networking and radio
architecture for V2V and V2l comunication in [Joint-I|P-Networking].
The paper proposes to consider an I[P topology in a simlar way as a
radio link topology, in the sense that an | P subnet woul d correspond
to the range of 1-hop vehi cul ar comuni cation. The paper defines
three types of vehicles: Leaf Vehicle (LV), Range Extendi ng Vehicle
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(REV), and Internet Vehicle (1V). The first class corresponds to the
| argest set of communi cating vehicles (or network nodes within a
vehicle), while the role of the second class is to build an IP rel ay
bet ween two | P-subnet and two sub-1P networks. Finally, the |ast
class corresponds to vehicles being connected to Internet. Based on
these three cl asses, the paper defines six types of |P topol ogies
corresponding to V2V conmuni cati on between two LVs in direct range,

or two LVs over a range extending vehicle, or V2l comunication again
either directly via an 1V, via another vehicles being IV, or via an
REV connecting to an IV.

Consi dering a toy exanple of a vehicular train, where LV would be in-
wagon communi cati ng nodes, REV woul d be inter-wagon relays, and |V
woul d be one node (e.g., train head) connected to Internet. Petrescu
et al. defined the required nmechanisnms to build subnetworks, and

eval uated the protocol tinme that is required to build such networks.
Al t hough no sinul ati on-based evaluation is conducted, the initial

anal ysis shows a long initial connection overhead, which should be

al l eviated once the nmulti-wagon renai ns stable. However, this
approach does not descri be what woul d happen in the case of a dynamc
mul ti-hop vehi cul ar network, where such overhead woul d end up being
too high for V2V/ V2l | P-based vehi cul ar applications.

One ot her aspect described in this paper is to join the |IP-layer
relaying with radio-link channels. This paper suggests to separate
different subnetworks in different WFi /I TS-G5 channels, which could
be advertised by the REV. Accordingly, the overall interference
could be controlled within each subnetwork. This statenent is
simlar to nmulti-channel topol ogy managenent proposals in multi-hop
sensor networks, yet adapted to an |IP topol ogy.

In conclusion, this paper proposes to classify an IP nmulti-hop

vehi cul ar network in three classes of vehicles: Leaf Vehicle (LV),
Range Extending Vehicle (REV), and Internet Vehicle (1V). It
suggests that the generally conplex nmulti-hop |IP vehicul ar topol ogy
could be represented by only six different topol ogies, which could be
further analyzed and optim zed. A prefix dissenination protocol is
proposed for one of the topol ogies.

4.1.5. Mobile Internet Access in Fl eet Net

Bechler et al. described the FleetNet project approach to integrate
Internet Access in future vehicular networks [FleetNet]. The paper
is nost probably one of the first paper to address this aspect, and
in many ways, introduces concepts that will be later used in MPv6 or
ot her subsequent |IP nobility managenent schenes. The paper descri bes
a V21 architecture consisting of Vehicles, Internet Gateways (I GWN,
Proxy, and Correspondi ng Nodes (CN). Considering that vehicul ar
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networks are required to use | Pv6 addresses and al so the new wirel ess
access technology ITS-G5 (new at that tine), one of the challenges is
to bridge the two different networks (i.e., VANET and | P4/1Pv6
Internet). Accordingly, the paper introduces a Fl eetnet Gateway
(FGW, which allows vehicles in |Pv6 to access the | Pv4 Internet and
to bridge two types of networks and radi o access technol ogi es.

Anot her challenge is to keep the active addressing and flows while
vehi cl es nove between FGM. Accordingly, the paper introduces a
proxy node, a cranked-up M P Home Agent, which can re-route flows to
the new FGWas well as acting as a local |Pv4-1Pv6 NAT

The authors fromthe paper nostly observed two issues that VANET
brings into the traditional IP nobility. First, VANET vehicles nust
nmostly be addressed fromthe Internet directly, and do not
specifically have a Hone Network. Accordingly, VANET vehicles
require a globally (predefined) unique |IPv6 address, while an | Pv6
co-located care-of address (CCoA) is a newmy allocated | Pv6 address
every time a vehicle would enter a new | GNradio range. Second,
VANET |inks are known to be unreliable and short, and the extensive
use of IP tunneling on-the-air was judged not efficient.

Accordingly, the first major architecture innovation proposed in this
paper is to re-introduce a foreign agent (FA) in MP located at the
IGW so that the | P-tunneling would be kept in the back-end (between
a Proxy and an 1GN and not on the air. Second, the proxy has been
extended to build an I P tunnel and be connected to the right FA/ I W5
for an I P flow using a global |1Pv6 address.

This is a pioneer paper, which contributed to changing MP and led to
the new I Pv6 architecture currently known as Proxy-M P and the
subsequent DMM PM P. Three key nessages can be yet kept in nind
First, unlike the Internet, vehicles can be nore promnently directly
addressed than the Internet traffic, and do not have a Home Network
inthe traditional MP sense. Second, |IP tunneling should be avoided
as nmuch as possible over the air. Third, the protocol -based nobility
(i nduced by the physical nobility) nust be kept hidden to both the
vehi cl e and the correspondent node (CN).

4.1.6. A Layered Architecture for Vehicul ar Del ay- Tol erant Networks

Soares et al. addressed the case of delay tolerant vehicular network
[ Vehicular-DTN]. For delay tolerant or disruption tolerant networks,
rather than building a conplex VANET-IP multi-hop route, vehicles may
al so be used to carry packets closer to the destination or directly
to the destination. The authors built the well-accepted DTN Bundl e
architecture and protocol to propose a VANET extension. They

i ntroduced three types of VANET nodes: (i) term nal nodes (requiring
data), (ii) nobile nodes (carrying data along their routes), and
(iii) relay nodes (storing data at cross-roads of nobile nodes as
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data hotspot).

The major innovation in this paper is to propose a DIN VANET
architecture separating a Control plane and a Data plane. The
authors clainmed it to be designed to allow full freedomto select the
nost appropriate technology, as well as allow to use out-of-band
communi cation for small Control plane packets and use DTN i n-band for
the Data plane. The paper then further describes the different

|l ayers fromthe Control and the Data planes. One interesting aspect
is the positioning of the Bundle | ayer between L2 and L3, rather than
above TCP/IP as for the DTN Bundle architecture. The authors clained
this to be required first to keep bundl e aggregati on/ di saggregati on
transparent to IP, as well as to allow bundle transm ssion over
mul ti pl e access technol ogi es (described as MAC/ PHY | ayers in the

paper) .

Al t hough the DTN architectures evol ved since the paper has been
witten, this paper addresses |IP nobility nmanagenent from a different
approach. An inportant aspect is to separate the Control plane from
the Data plane to allow a large flexibility in a Control plane to
coordi nate a het erogeneous radi o access technol ogy (RAT) Data pl ane.

4.2. Problem Statenment

Thi s section provides a problem statenent of a vehicul ar network
architecture of |Pv6-based V21 and V2V networking. The main focus in
this docunment is one-hop networking between a vehicle and an RSU or
bet ween two nei ghboring vehicles. However, this docunment does not
address all nulti-hop networking scenarios of vehicles and RSUs.

Al so, the problens focus on the network | ayer (i.e., |Pv6 protocol
stack) rather than the MAC | ayer and the transport |ayer (e.g., TCP
UDP, and SCTP).

Figure 1 shows a vehicular network architecture for V2l and V2V
networking in a road network. The two RSUs (RSU1 and RSU2) are

depl oyed in the road network and are connected to a Vehicular d oud
through the Internet. TCC is connected to the Vehicular d oud and
the two vehicles (Vehiclel and Vehicle2) are wirelessly connected to
RSU1, and the last vehicle (Vehicle3) is wirelessly connected to
RSU2. Vehiclel can conmunicate with Vehicle2 via V2V comuni cation
and Vehi cl e2 can communi cate with Vehicle3 via V2V comuni cati on
Vehi cl el can comunicate with Vehicle3 via RSUL and RSU2 via V2I
conmuni cati on.
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K e e e e e e o e e *
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* Vehicular doud *<------ >  TCC |
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| RSU1 |<----------- > RSW2 |
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v v v
| Vehiclel|=>  |Vehicle2|=> | Vehicle3|=>
| | <....>] | <....>] |
<----> Wred Link <....> Wreless Link => Moving Direction

Figure 1: A Vehicular Network Architecture for V21 and V2V Networki ng

In vehi cul ar networks, unidirectional |inks exist and nust be
considered. Control Plane nust be separated fromData Plane. |D
Pseudonym change requires a lightweight DAD. |P tunneling should be
avoi ded. Vehicles do not have a Honme Network. Protocol-based

nmobi ity nust be kept hidden to both the vehicle and the
correspondent node (CN). A vehicular network architecture may be
composed of three types of vehicles: Leaf Vehicle, Range Extending
Vehicle, and Internet Vehicle[Joint-IP-Networking].

This section also discusses the internetworking between a vehicle's
movi ng network and an RSU s fixed networKk.

4.2.1. V2l -based I nternetworking

As shown in Figure 2, the vehicle' s noving network and the RSU s
fixed network are internal networks having multiple subnets and
havi ng an edge router for the comunication with another vehicle or
RSU. The nethod of prefix assignment for each subnet inside the
vehicle' s nobile network and the RSU s fixed network is out of scope
for this docunent. The internetworking between two internal networks
via either V2l or V2V communi cation requires an exchange of network
prefix and ot her paraneters.
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I
I
% | %

| .------- R . [ R R . R .
| | Host2 | | Rout er 2| | | |Router4| |Serverl|...|ServerN |
I — R I I . _ .o _ . . _ .I
I I I | I I I I
| % % | % % % |
| | ] |
| 2001: DB8: 10: 2::/ 64 | 2001: DB8: 20: 2:: / 64 [
. Vehi cl el (Movi ng Networ k1) o RSUL (Fi xed Networkl)

<----> Wred Link <....> Wreless Link (*) Antenna
Figure 2: Internetworking between Vehicle Network and RSU Net wor k

The networ k paraneter discovery collects networking information for
an | P conmmuni cati on between a vehicle and an RSU or between two

nei ghbori ng vehicles, such as link layer, MAC | ayer, and I P | ayer
information. The link layer information includes wireless |link |ayer
paraneters, such as wireless nedia (e.g., |EEE 802.11 OCB, LTE D2D

Bl uetooth, and LiFi) and a transm ssion power |level. The MAC | ayer

i nformation includes the MAC address of an external network interface
for the internetworking with another vehicle or RSU  The I P | ayer

i nformation includes the I P address and prefix of an external network
interface for the internetworking with another vehicle or RSU

Once the network paraneter discovery and prefix exchange operations
are performed, unicast of packets can be supported between the
vehicle’s noving network and the RSU s fixed network. The DNS nam ng
service should be supported for the DNS nanme resolution for hosts or
servers residing either in the vehicle s nmoving network or the RSU s
fixed network.

Fi gure 2 shows internetworking between the vehicle s noving network
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and the RSU s fixed network. There exists an internal network
(Movi ng Networ k1) inside Vehiclel. Vehiclel has the DNS Server
(RDNSS1), the two hosts (Hostl and Host2), and the two routers
(Routerl and Router2). There exists another internal network (Fixed
Net wor k1) inside RSUL. RSUlL has the DNS Server (RDNSS2), one host
(Host3), the two routers (Router3 and Router4), and the collection of
servers (Serverl to ServerN) for various services in the road

net wor ks, such as the energency notification and navi gati on
Vehiclel s Routerl (called nobile router) and RSU1’s Router3 (called
fixed router) use 2001:DB8:1:1::/64 for an external link (e.g., DSRO
for 12V networking.

Thi s docunent addresses the internetworking between the vehicle's
movi ng network and the RSU s fixed network in Figure 2 and the

requi red enhancenment of |Pv6 protocol suite for the V21 networking
servi ce.

I I

I I

v I v I

| . ------- S . | | .------- A |
| | Host2 | | Rout er 2| | | | Rout er 4| | Host4 | |
| . | . [
| N N | | N N |
I I I | I I I
| \ \ | | \ \ |
| mmmmmme e I I
| 2001:DB8:10:2::/64 | | 2001: DB8: 30: 2: : / 64 |
. Vehi cl el (Movi ng Networ k1) - Vehi cl e2 (Movi ng Net wor k2) .

<----> Wred Link <....> Wreless Link (*) Antenna

Figure 3: Internetworking between Two Vehicl e Networks
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4.2.2. V2V-based I nternetworking

In Figure 3, the prefix assignnment for each subnet inside each
vehicle's nobile network is done through a prefix del egation
pr ot ocol

Fi gure 3 shows internetworking between the noving networks of two

nei ghbori ng vehicles. There exists an internal network (Mving

Net wor k1) inside Vehiclel. Vehiclel has the DNS Server (RDNSS1l), the
two hosts (Hostl and Host2), and the two routers (Routerl and
Router2). There exists another internal network (Mving Network?2)

i nsi de Vehicle2. Vehicle2 has the DNS Server (RDNSS2), the two hosts
(Host3 and Host4), and the two routers (Router3 and Router4).
Vehiclel s Routerl (called nobile router) and Vehicle2' s Router3
(called mobile router) use 2001:DB8:1:1::/64 for an external |ink
(e.g., DSRC) for V2V networKking.

Thi s docunment describes the internetworking between the noving
net works of two nei ghboring vehicles in Figure 3 and the required
enhancenment of |Pv6 protocol suite for the V2V networking service.

5. Standardi zation Activities

This section surveys standard activities for vehicular networks in
st andar ds devel opi ng organi zati ons.

5.1. I EEE Guide for Wreless Access in Vehicular Environments (WAVE) -
Architecture

| EEE 1609 is a suite of standards for Wrel ess Access in Vehicular
Envi ronments (WAVE) devel oped in the | EEE Vehi cul ar Technol ogy
Society (VIS). They define an architecture and a conpl enentary
standardi zed set of services and interfaces that collectively enable
secure vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2l)
Wi rel ess communi cati ons.

| EEE 1609.0 provides a description of the WAVE system architecture
and operations (called WAVE reference nodel) [WAVE-1609.0]. The

ref erence nodel of a typical WAVE device includes two data pl ane
protocol stacks (sharing a common | ower stack at the data |link and
physical layers): (i) the standard Internet Protocol Version 6 (IPv6)
and (ii) the WAVE Short Message Protocol (WSMP) designed for
optinized operation in a wireless vehicular environnent. WAVE Short
Messages (WM may be sent on any channel. [P traffic is only

al | oned on service channels (SCHs), so as to offl oad high-volume IP
traffic fromthe control channel (CCH).

The Layer 2 protocol stack distingui shes between the two upper stacks
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by the Ethertype field. FEthertype is a 2-octet field in the Logica
Li nk Control (LLC) header, used to identify the networking protoco
to be enpl oyed above the LLC protocol. |In particular, it specifies
the use of two Ethertype values (i.e., two networking protocols),
such as | Pv6 and WSBMP.

Regardi ng the upper layers, while WAVE communi cati ons use standard
port nunbers for |Pv6-based protocols (e.g., TCP, UDP), they use a
Provider Service ldentifier (PSID) as an identifier in the context of
VEMP.

5.2. | EEE Standard for Wreless Access in Vehicular Environments (WAVE)
- Networ ki ng Services

| EEE 1609. 3 defines services operating at the network and transport

| ayers, in support of wireless connectivity anong vehicl e-based

devi ces, and between fixed roadsi de devi ces and vehi cl e- based devi ces
using the 5.9 CGHz Dedicated Short-Range Communi cations/ Wr el ess
Access in Vehicular Environnments (DSRC/ WAVE) node [WAVE- 1609. 3] .

WAVE Net wor ki ng Services represent layer 3 (networking) and | ayer 4
(transport) of the OSI communications stack. The purpose is then to
provi de addressing and routing services within a WAVE system
enabling nultiple stacks of upper |ayers above WAVE Networ ki ng
Services and multiple |l ower |ayers beneath WAVE Networ ki ng Servi ces.
Upper | ayer support includes in-vehicle applications offering safety
and conveni ence to users.

The WAVE st andards support |1Pv6. |Pv6 was sel ected over | Pv4 because
| Pv6 is expected to be a viable protocol into the foreseeable future.
Al t hough not described in the WAVE standards, |Pv4 has been tunnelled
over I Pv6 in some WAVE trial s.

The docunent provides requirenents for |Pv6 configuration, in
particular for the address setting. It specifies the details of the
different service primtives, anobng which is the WAVE Routing
Advertisenment (WRA), part of the WAVE Service Advertisenent (WBA).
When present, the WRA provides information about infrastructure

i nternetwork connectivity, allow ng receiving devices to be
configured to participate in the advertised |IPv6 network. For
exanpl e, an RSU can broadcast in the WRA portion of its WA all the
i nformati on necessary for an OBU to access an application-service
avai |l abl e over 1 Pv6 through the RSU as a router. This feature
renoves the need for an | Pv6 Router Advertisenent nessage, which are
based on | CVMPV6.
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5.3. ETSI Intelligent Transport Systens: Transnission of |Pv6 Packets
over GeoNetworking Protocols

ETSI published a standard specifing the transm ssion of |Pv6 packets
over the ETSI GeoNetworking (GN) protocol [ETSI-GeoNetworking]

[ ETSI - GeoNetwork-1P]. 1Pv6 packet transmi ssion over GNis defined in
ETSI EN 302 636-6-1 [ ETSI - GeoNetwork-1P] using a protocol adaptation
sub-l ayer called "GeoNetworking to | Pv6 Adaptation Sub-Layer
(GNBASL)". It enables an ITS station (ITS-S) running the GN protoco
and an | Pv6-conpliant protocol layer to: (i) exchange |Pv6 packets
with other ITS-S; (ii) acquire globally routable | Pv6 unicast
addresses and comuni cate with any | Pv6 host |located in the |Internet
by having the direct connectivity to the Internet or via other relay
I TS stations; (iii) performoperations as a Mbile Router for network
nmobi ity [ RFC3963].

The docunent introduces three types of virtual link, the first one
providing symretric reachability by nmeans of stable geographically
scoped boundaries and two others that can be used when the dynanic
definition of the broadcast domain is required. The conbination of
these three types of virtual link in the same station allows running
the 1Pv6 ND protocol including Statel ess Address Autoconfiguration
(SLAAC) [RFC4862] as well as distributing other IPv6 |ink-1oca

mul ticast traffic and, at the sanme tinme, reaching nodes that are

out si de specific geographic boundaries. The IPv6 virtual link types
are provided by the GN6ASL to IPv6 in the formof virtual network
i nterfaces.

The docunent al so describes how to support bridging on top of the
G\NBASL, how | Pv6 packets are encapsul ated | N GN packets and
delivered, as well as the support of IPv6 multicast and anycast
traffic, and nei ghbor discovery. For |atency reasons, the standard
strongly recommends to use SLAAC for the address configuration

Finally, the docunent includes the required operations to support the
change of pseudonym e.g., changing | Pv6 addresses when the GN
address is changed, in order to prevent attackers fromtracking the

I TS-S.

5.4. 1SOlIntelligent Transport Systens: Conmunications Access for Land
Mobi l es (CALM Using | Pv6 Networking

I SO publ i shed a standard specifying the | Pv6 network protocols and
services [ISOITS-1Pv6]. These services are necessary to support the
gl obal reachability of ITS-S, the continuous Internet connectivity
for ITS-S, and the handover functionality required to nmmintain such
connectivity. This functionality also all ows |egacy devices to
effectively use an I TS-S as an access router to connect to the
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Internet. Essentially, this specification describes how IPv6 is
configured to support ITS-S and provides the associ at ed managenent
functionality.

The requirenents apply to all types of nodes inplenenting |Pv6:
personal, vehicle, roadside, or central node. The standard defines

I Pv6 functional nodules that are necessary in an IPv6 | TS-S, covering
| Pv6 forwarding, interface between |IPv6 and | ower | ayers (e.g., LAN
interface), nobility managenent, and |IPv6 security. It defines the
mechani sns to be used to configure the I Pv6 address for static nodes
as well as for nobile nodes, while naintaining the addressing
reachability fromthe Internet.

6. | P Address Autoconfiguration

This section surveys | P address autoconfiguration schenes for
vehi cul ar networks, and then di scusses problem statenent for IP
addressi ng and address autoconfiguration for vehicul ar networKking.

6.1. Existing Protocols
6.1.1. Automatic |IP Address Configuration in VANETs

Fazio et al. proposed a vehicul ar address configuration called VAC
for automatic | P address configuration in Vehicular Ad Hoc Networks
(VANET) [ Address-Autoconf]. VAC uses a distributed dynam c host
configuration protocol (DHCP). This scheme uses a |eader playing a
role of a DHCP server within a cluster having connected vehicles
within a VANET. In a connected VANET, vehicles are connected with
each other with the conmmunication range. In this VANET, VAC
dynanically elects a | eader-vehicle to quickly provide vehicles with
uni que | P addresses. The | eader-vehicle nmaintains updated

i nformati on on configured addressed in its connected VANET. It ains
at the reduction of the frequency of |IP address reconfiguration due
to nobility.

VAC defines the concept of SCOPE as a delimted geographic area where
| P addresses are guaranteed to be unique. Wen it is allocated an IP
address froma | eader-vehicle with a scope, a vehicle is guaranteed
to have a unique |IP address while noving within the scope of the

| eader-vehicle. If it noves out of the scope of the |eader vehicle,
it needs to ask for another |IP address from another |eader-vehicle so
that its | P address can be unique within the scope of the new | eader-
vehicle. This approach nmay allow for | ess frequent change of an IP
address than the address allocation froma fixed Internet gateway.

Thus, VAC can support a feasible address autoconfiguration for V2V
scenari os, but the overhead to guarantee the uni queness of |IP
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addresses is not ignorable under high-speed nobility.

6.1.2. Routing and Address Assignment using Lane/Position Information
in a Vehicular Ad-hoc Network

Kato et al. proposed an | Pv6 address assignment schene using | ane and
position information [ Address-Assignnent]. In this addressing
schene, each |lane of a road segnment has a unique |IPv6 prefix. Wen
it noves in a lane in a road segnent, a vehicle autoconfigures its

| Pv6 address with its MAC address and the prefix assigned to the

| ane. A group of vehicles constructs a connected VANET within the
sane subnet such that their |Pv6 addresses have the sane prefix.
Whenever it noves to another |ane, a vehicle updates its |Pv6 address
with the prefix corresponding to the new | ane and al so joins the
group corresponding to the | ane.

However, this address autoconfiguration schene nay have nuch over head
in the case where vehicles change their |anes frequently in highway.

6.1.3. GeoSAC. Scal abl e Address Autoconfiguration for VANET Using
Geogr aphi ¢ Net wor ki ng Concepts

Bal dessari et al. proposed an | Pv6 scal abl e address autoconfiguration
schene call ed GeoSAC for vehicular networks [ GeoSAC]. (GeoSAC uses
geogr aphi ¢ networki ng concepts such that it conbines the standard

| Pv6 Nei ghbor Discovery (ND) and geographic routing functionality.

It matches geographi cally-scoped network partitions to individua

IPv6 nmulticast-capable links. |In the standard |IPv6, all nodes within
the same |ink nmust communicate with each other, but due to the
characteristics of wireless links, this concept of a link is not
clear in vehicular networks. GeoSAC defines a link as a geographic
area having a network partition. This geographic area can have a
connected VANET. Thus, vehicles within the same VANET in a specific
geographic area are regarded as staying in the sanme link, that is, an
| Pv6 mul ticast |ink.

Thi s paper identifies four key requirements of |Pv6 address

aut oconfiguration for vehicular networks: (i) the configuration of
globally valid addresses, (ii) a |low conplexity for address

aut oconfiguration, (iii) a mninmmsignaling overhead of address

aut oconfiguration, (iv) the support of network nobility through
movenent detection, (v) an efficient gateway selection frommnultiple
RSUs, (vi) a fully distributed address autoconfiguration for network
security, (vii) the authentication and integrity of signaling
messages, and (viii) the privacy protection of vehicles’ users.

To support the proposed |ink concept, GeoSAC perforns ad hoc routing
for geographic networking in a sub-1P layer called Car-to-Car (C20)
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NET. Vehicles within the sane link can receive an | Pv6 router

adverti senent (RA) nessage transmitted by an RSU as a router, so they
can autoconfigure their | Pv6 address based on the I Pv6 prefix
contained in the RA and perform Duplicate Address Detection (DAD) to
verify the uni queness of the autoconfigured |P address by the help of
t he geographic routing within the link

For | ocation-based applications, to translate between a geographic
area and an I Pv6 prefix belonging to an RSU, this paper takes

advant age of an extended DNS service, using GPS-based addressing and
routing along with geographic |Pv6 prefix format [ GeoSAC].

Thus, GeoSAC can support the IPv6 Iink concept through geographic
routing within a specific geographic area.

6.1.4. Cross-layer Ildentities Managenent in I TS Stations

I TS and vehi cul ar networks are built on the concept of an ITS station
(e.g., vehicle and RSU), which is a comon reference nodel inspired
fromthe Open Systens Interconnection (OSlI) standard
[ldentity-Management]. |In vehicular networks using nmultiple access
networ k technol ogi es through a cross-layer architecture, a vehicle
with an OBU nay have nultiple identities corresponding to the access
network interfaces. Wtterwald et al. conducted a conprehensive
study of the cross-layer identity managenent in vehicul ar networks
using multiple access network technol ogi es, which constitutes a
fundanmental elenment of the ITS architecture [Identity-Managenent].

Besi des considerations related to the case where ETSI GeoNetworki ng
[ ETSI - GeoNet wor ki ng] is used, this paper analyzes the nmjor
requirenents and constraints weighing on the identities of ITS
stations, e.g., privacy and conpatibility with safety applications
and conmmuni cations. The concerns related to security and privacy of
the users need to be addressed for vehicul ar networking, considering
all the protocol layers sinmultaneously. |In other words, for security
and privacy constraints to be net, the I Pv6 address of a vehicle
shoul d be derived froma pseudonym based MAC address and renewed
simul taneously with that changi ng MAC address. This dynamcally
changing | Pv6 address can prevent the ITS station from being tracked
by a hacker. However, this address renewal cannot be applied at any
time because in sone situations, the continuity of the know edge
about the surrounding vehicles is required.

Al so, this paper defines a cross-layer franmework that fulfills the
requirenents on the identities of I TS stations and anal yzes
systematically, layer by layer, how an I TS station can be identified
uni quely and safely, whether it is a noving station (e.g., car and
bus using tenporary trusted pseudonyns) or a static station (e.qg.
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RSU and central station). This paper has been applied to the
specific case of the ETSI GeoNetworking as the network |ayer, but an
i dentical reasoning should be applied to I Pv6 over 802.11 in CQutside
the Context of a Basic Service Set (OCB) node now.

6.2. Problem Statenent

This section discusses | P addressing for the V21 and V2V networ ki ng.
There are two approaches for | Pv6 addressing in vehicul ar networks.
The first is to use unique local |Pv6 unicast addresses (ULAs) for
vehi cul ar networks [ RFC4193]. The other is to use global |Pv6
addresses for the interoperability with the Internet [ RFC4291]. The
fornmer approach is often used by Mbile Ad Hoc Networks (MANET) for
an isolated subnet. This approach can support the emergency
notification service and navigation service in road networKks.
However, for general Internet services (e.g., enmail access, web
surfing and entertai nment services), the latter approach is required.

For global |P addresses, there are two choices: a nulti-Iink subnet
approach for multiple RSUs and a single subnet approach per RSU. In
the multi-link subnet approach, which is simlar to ULA for MANET,
RSUs play a role of layer-2 (L2) switches and the router
interconnected with the RSUs is required. The router naintains the
| ocation of each vehicle belonging to an RSU for L2 switching. In
the single subnet approach per RSU, which is sinilar to the |egacy
subnet in the Internet, each RSU plays the role of a (layer-3)
router.

6.2.1. Neighbor Discovery

Nei ghbor Di scovery (ND) is a core part of |Pv6 protocol suite

[ RFC4861]. This section discusses an extension of ND for V2I
net wor ki ng. The vehicles are noving fast within the comunication
coverage of an RSU. The external |ink between the vehicle and the
RSU can be used for V21 networking, as shown in Figure 2

ND time-rel ated paraneters such as router lifetine and Nei ghbor
Advertisenment (NA) interval should be adjusted for high-speed
vehi cl es and vehicle density. As vehicles nove faster, the NA

i nterval should decrease for the NA nessages to reach the nei ghboring
vehicles pronptly. Also, as vehicle density is higher, the NA
interval should increase for the NA nessages to collide with other NA
messages with lower collision probability.

6.2.2. | P Address Autoconfiguration

This section discusses | P address autoconfiguration for vehicul ar
networ ki ng. For | P address autoconfiguration, high-speed vehicles
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shoul d al so be considered. For V2l networking, the |egacy |Pv6
statel ess address autoconfiguration [ RFC4862], as shown in Figure 1,
may not performwell. This is because vehicles can travel through
the conmuni cation coverage of the RSU faster than the conpl etion of
address autoconfiguration (with Router Advertisenent and Duplicate
Address Detection (DAD) procedures).

To mtigate the inpact of vehicle speed on address configuration, the
RSU can perform | P address autoconfiguration including the DAD
proactively as an ND proxy on behalf of the vehicles. |f vehicles
periodically report their novenent information (e.g., position
trajectory, speed, and direction) to TCC, TCC can coordi nate the RSUs
under its control for the proactive |IP address configuration of the
vehicles with the mobility information of the vehicles. DHCPv6 (or
St at el ess DHCPv6) can be used for the | P address autoconfiguration

[ RFC3315] [ RFC3736] .

In the case of a single subnet per RSU, the delay to change | Pv6
address through DHCPv6 procedure is not suitable since vehicles nove
fast. Some nodifications are required for the high-speed vehicles
that quickly crosses the conmunication coverages of multiple RSUs.
Sone nodifications are required for both statel ess address

aut oconfiguration and DHCPv6. Mobile IPv6 (M Pv6) can be used for
the fast update of a vehicle's care-of address for the current RSU to
conmuni cate with the vehicle [ RFC6275].

For | P address autoconfiguration in V2V, vehicles can autoconfigure
their address using prefixes for ULAs for vehicul ar networks
[ RFC4193] .

Hi gh-speed nmobility should be considered for a |ight-overhead address
aut oconfiguration. A cluster |eader can have an |IPv6 prefix

[ Address- Autoconf]. Each lane in a road segnent can have an | Pv6
prefix [ Address-Assignment]. A geographic region under the

communi cati on range of an RSU can have an | Pv6 prefix [ GeoSAC].

| Pv6 ND shoul d be extended to support the concept of a link for an

I Pv6 prefix in terns of nmulticast. Ad Hoc routing is required for
the multicast in a connected VANET with the same | Pv6 prefix

[ GeoSAC]. A rapid DAD should be supported to prevent or reduce |Pv6
address conflicts.

In the ETSI CGeoNetworking, for the sake of security and privacy, an

I TS station (e.g., vehicle) can use pseudonyns for its network
interface identities and the corresponding | Pv6 addresses
[Identity-Managenent]. For the continuity of an end-to-end transport
session, the cross-layer identity nmanagenent shoul d be perforned
careful ly.
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7. Routing

This section surveys routing in vehicul ar networks, and then
di scusses problem statenent for routing in vehicul ar networks.

7.1. Existing Protocols
7.1.1. Experinmental Evaluation for |Pv6 over VANET Geographi c Routing

Tsukada et al. presented a work that ains at conbining | Pv6

networ king and a Car-to-Car Network routing protocol (called C2CNet)
proposed by the Car2Car Commruni cati on Consortium (C2C-CC), which is
an architecture using a geographic routing protocol

[ VANET- Geo- Routing]. In C2C-CC architecture, C2CNet |layer is |ocated
between 1 Pv6 and link layers. Thus, an |IPv6 packet is delivered with
out er C2CNet header, which introduces the challenge of how to support
the conmuni cation types defined in C2CNet in | Pv6 | ayer

The mai n goal of GeoNet is to enhance these specifications and create
a prototype software inplenmentation interfacing with IPv6. C2CNet is
specified in C2C-CC as a geographic routing protocol

In order to assess the perfornmance of this protocol, the authors
measured the network performance with UDP and | CWPv6 traffic using
i perf and ping6. The test results show that |Pv6 over C2CNet does
not have too much delay (less than 4nms with a single hop) and is
feasible for vehicle communication. In the outdoor testbed, they
devel oped AnaVANET to enabl e hop-by-hop performance neasurenent and
position trace of the vehicles.

The conbi nati on of I Pv6 nulticast and GeoBroadcast was inpl emented,
however, the authors did not evaluate the performance with such a
scenario. One of the reasons is that a sufficiently high nunber of
receivers are necessary to properly evaluate multicast but
experinental evaluationis limted in the nunber of vehicles (4 in
this study).

7.1.2. Location-Aided Gateway Advertisenent and Di scovery Protocol for
VANet s

Abrougui et al. presented a gateway discovery schene for VANET,
call ed Location-Ai ded Gateway Advertisenent and Di scovery (LAGAD)
mechani sn{ LAGAD]. LAGAD enabl es vehicles to route packets toward the
cl osest gateway quickly by discovering nearby gateways. The nmjor
probl em that LAGAD tackles is to determn the radius of advertisenent
zone of a gateway, which considers |ocation and velocity of a
vehi cl e.
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A gateway sends advertisement (GAdv) nessages perodically to one-hop
vehi cl es. \Wen receiving a request nessage froma vehicle, the
gateway replies to the source vehicle by a gateway reply (GRep)
message. The CGRep nessage contains the location information of the
gateway and t he subnet prefix of the gateway by which the source
vehi cl e can send data packet via the gateway. Then, the gateway
sends GAdv nessages through all vehicles within an advertisement zone
built based on the velocity of the source vehicle.

The source vehicle starts gateway di scovery process by sending
routing request packets. The routing request packets is encapsul ated
into a Gateway Reactive Discovery (GRD) packet or a GReq nessage to
send to the sourrounding vehilces. The GRD contains both discovery
and routing information as well as the location and the velocity of
the source vehicle. Meanwhile, the internediate vehicles in an
adverti senent zone of the gateway forward packets sent fromthe
source vehicle. The gateway continuously updates the advertisenent
zone whenever receiving a new data packet fromthe source vehicle.

7.2. Pr obl em St at enment

| P address autoconfiguration should be manipul ated to support the
efficient networking. Due to network fragmentation, vehicles cannot
communi cate with each other tenporarily. [|Pv6 ND shoul d consider the
tenporary network fragnentation. [|Pv6 |link concept can be supported
by Geographic routing to connect vehicles with the same | Pv6 prefix.

The gateway advertisenent and di scovery process for routing in VANET
can work probably when the density of vehicle in a road network is
not sparse. A sparse vehicular network chall enges the gateway

di scovery since the network fragmentation interrupts the discovery
pr ocess.

8. Mbility Managenent
This section surveys nobility managenent schenes in vehicul ar
networ ks to support handover, and then di scusses probl em st at enent
for mobility managenent in vehicul ar networks.

8.1. Existing Protocols

8.1.1. An IP Passing Protocol for Vehicular Ad Hoc Networks with
Net wor k Fragnent ati on

Chen et al. tackled the issue of network fragnmentation in VANET
environnments [| P-Passing-Protocol]. The paper proposes a protoco
that can postpone the tine to release |IP addresses to the DHCP server
and select a faster way to get the vehicle's new | P address, when the
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vehicle density is low or the speeds of vehicles are varied. |In such
ci rcunst ances, the vehicle may not be able to conmmunicate with the

i ntended vehicle either directly or through nmulti-hop relays as a
consequence of network fragnentation

The paper clains that although the existing |P passing and nmobility
solutions may reduce handoff delay, but they cannot work properly on
VANET especially with network fragnentation. This is due to the fact
that nmessages cannot be transmitted to the intended vehicles. When
networ k fragnentation occurs, it may incur |onger handoff |atency and
hi gher packet loss rate. The main goal of this study is to inprove
exi sting works by proposing an | P passing protocol for VANET with
network fragmentation

The paper makes the assunption that on the highway, when a vehicle
noves to a new subnet, the vehicle will receive broadcast packet from
the target Base Station (BS), and then performthe handoff procedure.
The handoff procedure includes two parts, such as the |layer-2 handoff
(new frequency channel) and the | ayer-3 handover (a new | P address).
The handoff procedure contains novenent detection, DAD procedure, and
registration. In the case of |Pv6, the DAD procedure is tine
consunmi ng and may cause the Iink to be di sconnected.

Thi s paper proposes anot her handoff mechanism The handoff procedure
contains the follow ng phases. The first is the information

col l ecti ng phase, where each nobile node (vehicle) will broadcast its
own and its nei ghboring vehicles’ |ocations, noving speeds, and
directions periodically. The remaining phases are, the fast IP
acquiring phase, the cooperation of vehicle phase, the nake before
break phase, and the route redirection phase.

Simul ati ons results show that for the proposed protocol, network
fragmentation ratio incurs less inmpact. Vehicle speed and density
has great inpact on the performance of the | P passing protoco

because vehicl e speed and vehicle density will affect network
fragmentation ratio. A longer I[P lifetime can provide a vehicle with
nore chances to acquire its | P address through |IP passing.

Simul ation results show that the proposed schenme can reduce IP
acquisition tine and packet loss rate, so extend IP lifetime with
extra nessage over head.

8.1.2. A Hybrid Centralized-Distributed Mbility Managenent for
Supporting Highly Mbile Users

Nguyen et al. proposed a hybrid centralized-distributed nobility
managenent called HDW to support highly nobile vehicles [H DW.
The | egacy DM is not suitable for high-speed scenarios because it
requires additional registration delay proportional to the distance
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between a vehicle and its anchor network. H-DWMMis designed to
satisfy a set of requirenents, such as service disruption time, end-
to-end del ay, packet delivery cost, and tunneling cost.

H DWMM adopts a central node called central nobility anchor (CVA),
whi ch plays the role of a local nobility anchor (LMA) in PM Pv6.
When it enters a nobile access router (MAR) as an access router, a
vehicle obtains a prefix fromthe MAR (called MAR-prefix) according
to the |l egacy DMM protocol. In addition, it obtains another prefix
fromthe CVA (called LMA-prefix) for a PM Pv6 domain. \Wenever it
perfornms a handover between the subnets for two adjacent MARs, a
vehicl e keeps the LMA-prefix while obtaining a new prefix fromthe
new MAR. For a new data exchange with a new CN, the vehicle can
select the MAR-prefix or the LMA-prefix for its own source |IPv6

address. |If the nunber of active prefixes is greater than a
threshold, the vehicle uses the LMA-prefix-based | Pv6 address as its
source address. In addition, it can continue receiving data packets

with the destination | Pv6 addresses based on the previous prefixes
t hrough the | egacy DWM protocol .

Thus, H DMM can support an efficient tunneling for a high-speed
vehicle that noves fast across the subnets of two adjacent MARs.
However, when H DMM asks a vehicle to perform DAD for the uni queness
test of its configured | Pv6 address in the subnet of the next MAR
the activation of the configured | Pv6 address for networking will
take a delay. This indicates that a proactive DAD by a network
component (i.e., MAR and LMA) can shorten the address configuration
del ay of the current DAD triggered by a vehicle.

8.1.3. A Hybrid Centralized-Distributed Mbility Managenent
Architecture for Network Mobility

Nguyen et al. proposed H-NEMO, a hybrid centralized-distributed

nmobi | ity managenent schene to handle IP nobility of noving vehicles
[HHNEMJ . The standard Network Mobility (NEMO) basic support, which
is a centralized schenme for network nobility, provides IP nobility
for a group of users in a noving vehicle, but also inherits the
drawbacks from Mobil e | Pv6, such as suboptinmal routing and signaling
overhead in nested scenarios as well as reliability and scalability
issues. On the contrary, distributed schenes such as the recently
proposed Distributed Mbility Managenent (DVMM | ocates the nobility
anchor at the network edge and enables nobility support only to
traffic flows that require such support. However, in high speed
movi ng vehicles, DV may suffer from high signaling cost and high
handover | atency.

The proposed H-NEMO architecture is not designed for a specific
wirel ess technology. Instead, it defines a general architecture and
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signaling protocol so that a nobile node can obtain nmobility from
fixed locations or nobile platforns, and also allows the use of DW
or Proxy Mbile IPv6 (PM Pv6), depending on flow characteristics and
mobility patterns of the node. For |IP addressing allocation, a
nmobil e router (MR) or the nobile node (M) connected to an MRin a
NEMO obtain two sets of prefixes: one fromthe central nobility
anchor and one fromthe nobile access router (MAR). In this way, the
MR/ MN may choose a nore stable prefix for long-lived flows to be
routed via the central nobility anchor and the MAR-prefix for short-
lived flows to be routed following the DMM concept. The nulti-hop
scenario is considered under the concept of a nested- NEMO

Nguyen et al. did not provide simnulation-based eval uations, but they
provi ded an anal ytical evaluation that considered signaling and
packet delivery costs, and showed that H NEMO outperforns the

previ ous proposals, which are either centralized or distributed ones
with NEMO support. |n particular cases, such as the signaling cost,
HNEMO is nore costly than centralized schenes when the velocity of
the node is increasing, but behaves better in ternms of packet
delivery cost and handover del ay.

8.1.4. NEMO Enabl ed Localized Mbility Support for Internet Access in
Aut onot i ve Scenari os

In [ NEMO LMS], authors proposed an architecture to enable IP mobility
for moving networks in a network-based nobility schene based on
PMPv6. In PMPv6, only nobile termnals are provided with IP
mobility. Different fromhost-based nobility, PMPv6 shifts the
signaling to the network side, so that the npbil e access gateway
(MAG is in charge of detecting connection/disconnection of the

nobi | e node, upon which the signaling to the Local Mbility Anchor
(LMA) is triggered to guarantee a stable | P addressing assi gnnent
when the nobil e node perforns handover to a new MAG

Soto et al. proposed NEMO support in PMPv6 (NNPMP). 1In this
schene, the functionality of the MAGis extended to the nobile router
(M), also called a nobile MAG (mMVAG . The functionality of the
mobi |l e termi nal remains unchanged, but it can receive an |IPv6 prefix
bel onging to the PM Pv6 domain through the new functionality of the
mMVAG. Therefore, in NPMP, the nobile term nal connects to the M
as if it is connecting to a fixed MAG and the MR connects to the
fixed MAG with the standardi zed signaling of PMPv6. Wen the nobile
termnal roams to a new MAG or a new MR, the network forwards the
packets through the LMA. Hence, N-PM P defines an extended
functionality in the LMA that enables a recursive |ookup. First, it
| ocates the binding entry corresponding to the mMvAG:. Next, it

| ocates the entry corresponding to the fixed MAG after which the LMA
can encapsul ate packets to the mVAG to which the nobile ternminal is
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currently connected.

The performance of N-PM P was eval uated through sinul ati ons and
conpared to a NEMO+M Pv6+PM Pv6 schene, with better results obtained
in NPMP. The work did not consider the case of nulti-hop
connectivity in the vehicular scenario. |In addition, since the M
shoul d be a trusted entity in the PMP domain, it requires specific
security associations that were not addressed in [ NEMO LMS].

8.1.5. Network Mbility Protocol for Vehicular Ad Hoc Networks

Chen et al. proposed a network nobility protocol to reduce handoff
delay and nmaintain Internet connectivity to noving vehicles in a
hi ghway [ NEMO-VANET]. 1In this work, vehicles can acquire IP
addresses from ot her vehicles through V2V comuni cations. At the
tinme the vehicle goes out of the coverage of the base station

anot her vehicle may assist the roaming car to acquire a new | P
address. Al so, cars on the sane or opposite lane are entitled to
assi st the vehicle to performa pre-handoff.

Aut hors assumed that the wirel ess connectivity is provided by WFi
and W MAX access networks. Also, they considered scenarios in which
a single vehicle, i.e., a bus, may need two nobile routers in order
to have an effective pre-handoff procedure. Evaluations are
performed through simnulations and the compari son schenmes are the
standard NEMD Basic Support protocol and the fast NEMO Basic Support
protocol. Authors did not nention applicability of the schene in
other scenarios such as in urban transport schenes.

8.1.6. Performance Analysis of PM Pv6-Based Network Mobility for
Intelligent Transportation Systens

Lee et al. proposed P-NEMO, which is an IP nobility nanagenent schene
to maintain the Internet connectivity at the vehicle as a nobile
networ k, and provi des a nake-before-break nechani sm when vehi cl es
switch to a new access network [PM P-NEMO Anal ysis]. Since the
standard PM Pv6 only supports nobility for a single node, the
solution in [ PM P-NEMO Anal ysis] adapts the protocol to reduce the
signaling when a local network is to be served by the in-vehicle
nmobile router. To achieve this, P-NEMO extends the binding update
lists at both MAG and LMA, so that the nobile router (MR) can receive
a home network prefix (HNP) and a nobile network prefix (M\P). The
latter prefix enables nmobility for the noving network, instead of a
singl e node as in the standard PM Pv6.

An additional feature is proposed by Lee et al. naned fast P-NEMO

(FP-NEMO). It adopts the fast handover approach standardized for
PM Pv6 in [ RFC5949] with both predictive and reactive nodes. The
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di fference of the proposed feature with the standard version is that
by using the extensions provided by P-NEMO, the predictive
transferring of the context fromthe old MAGto the new MAG al so
includes information for the noving network, i.e., the MNP, so that
mobi l ity support can be achieved not only for the nobile router, but
al so for nobile nodes traveling with the vehicle.

The performance of P-NEMO and F-NEMO i s only eval uated through an
anal ytical nodel that is conpared to the standard NEMO-BS. No
conpari son was provided to other schenes that enable network nobility
in PMPv6 donains, such as the one presented in [ NEMO LM5].

8.1.7. A Novel Mbility Managenment Schene for Integration of Vehicular
Ad Hoc Networks and Fi xed | P Networks

Peng et al. proposed a novel nobility nmanagenent schenme for
integration of VANET and fixed IP networks [ VNET-MM. The proposed
schene deals with nobility of vehicles based on a street |ayout

i nstead of a general two dinensional ad hoc network. This schene
makes use of the information provided by vehicul ar networks to reduce
mobi | ity managenent overhead. It allows nultiple base stations that
are close to a destination vehicle to discover the connection to the
vehi cl e simultaneously, which | eads to an i nprovenent of the
connectivity and data delivery ratio wi thout redundant nessages. The
performance was assessed by using a road traffic sinmulator called
SUMO (Simul ation of Urban Mbility).

8.1.8. SDN-based Distributed Mbility Managenent for 5G Networ ks

Nguyen et al. extended their previous works on a vehicul ar adapted
DMM consi dering a Software-Defined Networking (SDN) architecture
[SDN-DMM . On one hand, in their previous work, Nguyen et al
proposed DVM PM P and DVMM M P architectures for VANET. The mgjor

i nnovation behind DMMis to distribute the Mobility Functions (M)
through the network instead of concentrating themin one bottl eneck
MF, or in a hierarchically organized backbone of M. Hi ghly nobile
vehi cul ar networks inpose frequent |IP route optinizations that |ead
to suboptimal routes (detours) between CN and vehicles. The
suboptimality critically increases by nested or hierarchical M
nodes. Therefore, flattening the IP nobility architecture
significantly reduces detours, as it is the role of the last MF to
get the closest next MF (in nost cases nearby). Yet, with an M
being distributed throughout the network, a Control plane becones
necessary in order to provide a solution for CN to address vehicles.
The various solutions devel oped by Nguyen at al. not only showed the
| arge benefit of a DWM approach for |IPv6 nobility nmanagenent, but

al so enphasi zed the critical role of an efficient Control plane.
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One the other hand, SDN recently appeared and gained a big attention
fromthe Internet Networking comunity due to its capacity to provide
a significantly higher scalability of highly dynamc flows, which is
required by future 5G dynam c networks. In particular, SDN al so
suggests a strict separation between a Control plane (SDN Controller)
and a Data plane (OpenFl ow Switches) based on the OpenFl ow standard.
Such an architecture has two advantages that are critical for IP

mobi l ity managenent in VANET. First, unlike traditional routing
mechani sms, OpenFl ow focuses on flows rather than optim zed routes.
Accordingly, they can optim ze routing based on flows (grouping
multiple flows in one route, or allowing one flow to have different
routes), and can detect broken flows nuch earlier than the
traditional networking solutions. Second, SDN controllers may

dynani cal |y reprogram (reconfigure) QpenFl ow Switches (OFS) to al ways
keep an optimal route between CN and a vehi cul ar node.

Nguyen et. al observed the nmutual benefits |Pv6 DVWM could obtain from
an SDN architecture, and then proposed an SDN- based DWM for VANET.

In their proposed architecture, a PMP-DM is used, where MF is OFS
for the Data plane, and one or nore SDN controllers handle the

Control plane. The evaluation and prototype in the paper prove that
the proposed architecture can provide a higher scalability than the
standard DWW

Thi s paper nakes several observations leading to a strong suggestions
that I P nobility managenent shoul d be based on an SDN architecture.
First, SDNwill be integrated into future Internet and 5Gin a near
future. Second, after separating the ldentity and Routing
addressing, IP nobility managenent further requires to separate the
Control fromthe Data plane if it needs to renain scal able for VANET.
Finally, Flow based routing (in particular OpenFlow standard) wll be
required in future heterogeneous vehicular networks (e.g., nulti-RAT
and nulti-protocol) and the SDN coupled with DVM provi des a doubl e
benefit of dynami c flow detection/reconfiguration and short(-er)
route optinizations.

8.1.9. |IP Mbility Managenent for Vehicul ar Conmmuni cati on Networks:
Chal | enges and Sol uti ons

Cespedes et al. provided a survey of the challenges for NEMO Basic
Support for VANET [Vehicular-1P-MM. NEMO allows the nmanagenent of a
group of nodes (a nobile network) rather than a single node.

However, although a vehicle and even a platoon of vehicles could be
seen as a group of nodes, NEMO has not been designed considering the
particularities of VANET. For exanple, NEMO builds a tunnel between
an MR (on board of a vehicle) and its HA, which in a VANET context is
suboptimal, for instance due to over-the-air tunneling cost, the
detour taken to pass by the MR's HA even if the CN is nearby, or the
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route optinization when the MR noves to a new AR

Cespedes et al. first summarize the requirenments of IP mobility
managenent, such as reduced power at end-device, reduced handover
event, reduced conplexity, or reduced bandw dth consunption. VANET
adds the followi ng requirenments, such as ninimumsignaling for route
optinmization (RO, per-flow separability, security and binding
privacy protection, nulti-hom ng, and switching HA. As observed,
these provide several challenges to I P nobility and NEMO BS for
VANET.

Cespedes et al. then describe various optinization schenes avail abl e
for NEMO BS. Considering a single hop connection to CN, one mngjor
optimization direction is to avoid the HA detour and reach the CN
directly. In that direction, a few optim zations are proposed, such
as creating an I P tunnel between the MR and the CR directly, creating
an | P tunnel between the MR and a CR (rather than the HA), a

del egati on mechanismallowing Visiting Nodes to use MPv6 directly
rather than NEMO or finally intra-NEMO optim zation for a direct path
wi t hi n NEMO bypassi ng HAs.

Specific to VANET, nulti-hop connection is possible to the fixed
network. In that case, NEMO BS nust be enhanced to avoid that the
path to i medi at e nei ghbors nust pass by the respective HAs instead
of directly. Mre specifically, two approaches are proposed to rely
on VANET sub-1P multi-hop routing to hide a NEMO conpl ex topol ogy
(e.g., Nested NEMO) and provide a direct route between two VANET
nodes. Generally, one nmajor challenge is security and privacy when
opening a nmulti-hop route between a VANET and a CN. Het erogeneous
mul ti-hop in a VANET (e.g., relying on various access technol ogi es)
corresponds to another challenge for NEMO BS as wel|.

Cespedes et al. conclude their paper with an overview of critical

research chal |l enges, such as Anchor Point |ocation, the optinized
usage of geographic information at the sublP as well as at the IP
level to inmprove NEMO BS, security and privacy, and the addressing
al l ocation schema for NEMO

In summary, this paper illustrates that NEMO BS for VANET shoul d
avoid the HA detour as well as opening |IP tunnels over the air.

Al so, NEMO BS coul d use geographic information for sublP routing when
a direct link between vehicles is required to reach an AR but al so
antici pate handovers and optim ze ROs. From an addressing
perspective, dynam ¢ MNP assignnents should be preferred, but should
be secured in particular during binding update (BU).
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8.2. Probl em St at enent

This section discusses an I[P nobility support in V21 networking. In
a single subnet per RSU, vehicles continually cross the conmmuni cation
coverages of adjacent RSUs. During this crossing, TCP/ UDP sessions
can be maintained through IP nobility support, such as M Pv6

[ RFC6275], Proxy M Pv6 [ RFC5213][ RFC5949], and Distributed Mbility
Management (DWM) [RFC7333][ RFC7429]. Since vehicles nmove fast al ong
roadways, hi gh speed should be enabl ed by the parameter configuration
inthe IP nobility managenent. Wth the periodic reports of the
nmovenent information fromthe vehicles, TCC can coordi nate RSUs and
ot her network conponents under its control for the proactive nobility
managenent of the vehicles along the novenent of the vehicles.

To support the nobility of a vehicle s noving network, Network
Mobility Basic Support Protocol (NEMO) can be used [RFC3963]. Like
M Pv6, the high speed of vehicles should be considered for a
paraneter configuration in NEMO

Mobi lity Managenment (MM sol ution design varies, depending on
scenarios: highway vs. urban roadway. Hybrid schenes (NEMO + PM P,
PMP + DW etc.) usually show better performance than pure schenes.
Most schenes assune that | P address configuration is already set up
Most schenmes have been tested only at either simulation or analytica
I evel. SDN can be considered as a player in the MM sol ution

9. DNS Nami ng Service

This section surveys and anal yzes DNS naning service to translate a
device’'s DNS name into the corresponding | P address, and then

di scusses problem statement for DNS nami ng service in vehicular

net wor ks.

9.1. Existing Protocols

9.1.1. Milticast DNS
Mul ticast DNS (nDNS)[ RFC6762] all ows devi ces in one-hop conmuni cation
range to resolve each other’s DNS nane into the corresponding IP
address in multicast. Each device has a DNS resol ver and a DNS
server. The DNS resol ver generates a DNS query for the device's
application and the DNS server responds to a DNS query correspondi ng
to its device' s DNS nane.

9.1.2. DNS Nane Autoconfiguration for |nternet-of-Things Devices

DNS Name Aut oconfiguration (DNSNA) [| D DNSNA] proposes a DNS nani ng
service for Internet-of-Things (10T) devices in a |arge-scale
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net wor k.

The DNS naming service of DNSNA consists of four steps, such as DNS
nane generation, DNS nane duplication detection, DNS nane
regi stration, and DNS nane list retrieval

First, in DNS nane generation, DNSNA allows each |10T device to
generate its own DNS name with a DNS suffix (acquired from ND or
DHCP) and its device information (e.g., vendor, nodel, and seria
nunber) .

Second, in DNS nane duplication detection, each device checks whether
its generated DNS nane is used by another 10T device in the sane
subnet .

Third, in DNS nane registration, each device registers its DNS nane
and the corresponding | Pv6 address into a designated DNS server via a
router. The router periodically collects DNS information of |oT
devices in its the subnets corresponding ot its network interfaces.

Last, in DNS nane list retrieval, a user can retrieve the DNS nane
list of 10T devices available to the user through the designated DNS
server. Once the user retrieves the list having a DNS nanme and the
corresponding | P address(es), it can nonitor and renote-control an

| oT devi ce.

9. 2. Pr obl em St at enent

The DNS nane resolution translates a DNS nane into the correspondi ng
| Pv6 address through a recursive DNS server (RDNSS) within the
vehicl e’ s noving network and DNS servers in the Internet

[ RFC1034] [ RFC1035], which are |l ocated outside the VANET. The RDNSSes
can be advertised by RA DNS Option or DHCP DNS Option into the
subnets within the vehicle s noving network.

nDNS i s designed for a snmall ad hoc network with wirel ess/wred one-
hop comunication range. |If it is used in a vehicle' s nmobile network
having nmultiple subnets, nDNS cannot effectively work in such a

mul ti-hop network. This is because the DNS query nessage of each DNS
resol ver should be nulticasted into the whol e nobil e network, |eading
to a large volune of DNS traffic.

DNSNA is designed for a large-scale network with multiple subnets.
If it is used in a vehicle' s nobile network having multiple subnets,
DNSNA can effectively work in such a nmulti-hop network. This is
because the DNS query nessage of each DNS resol ver shoul d be

uni casted to the designated DNS server
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10.

10.

10.

10.

10.

DNSNA al | ows each host (e.g., in-vehicle device and a user’s nobile
device) within a vehicle s noving network to generate its uni que DNS
nane and registers it into a DNS server within the vehicle s nmoving
network [ID-DNSNA]. Wth Vehicle Identification Nunber (VMIN), a

uni que DNS suffix can be constructed as a DNS donmin for the
vehicl e’ s noving network. Each host can generate its DNS nane and
register it into the local RDNSS in the vehicle's noving network.

Servi ce Discovery

This section surveys and anal yzes service discovery to translate a
required service into an | P address of a device to provide such a
service, and then discusses problem statenment for service discovery
i n vehi cul ar networks.

1. Existing Protocols
1.1. nDNS-based Service Discovery

As a popul ar existing service discovery protocol, DNS-based Service
Di scovery (DNS-SD) [RFC6763] with nDNS [ RFC6762] provides service
di scovery.

DNS- SD uses a DNS service (SRV) resource record (RR) [RFC2782] to
support the service discovery of services provided by a device or
server. An SRV RR contains a service instance name, consisting of an
i nstance nane (i.e., device), a service name, a transport |ayer
protocol, a domain nanme, the correspondi ng port nunber, and the DNS
nane of the device eligible for the requested service. Wth this
DNS- SD, a host can search for a service instance with the SRV RRto
di scover a list of devices corresponding to the searched service

type.
1.2. ND-based Service Discovery

Vehi cul ar ND [ | D- Vehi cul ar- ND] proposes an extension of |Pv6 ND for
the prefix and service discovery. Vehicles and RSUs can announce the
networ k prefixes and services in their internal network via ND
messages containing ND options with the prefix and service
information. Since it does not need any additional service discovery
protocol in the application |ayer, this ND based approach can provide
vehicles and RSUs with the rapid discovery of the network prefixes
and servi ces.

2. Pr obl em St at enent

Vehi cl es need to di scover services (e.g., road condition
notification, navigation service, and entertai nment) provided by
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infrastructure nodes in a fixed network via RSU, as shown in

Figure 2. During the passing of an intersection or road segnent with
an RSU, vehicles should performthis service discovery quickly. For
t hese purposes, service discovery should be perforned quickly.

nDNS- based DNS- SD [ RFC6762] [ RFC6763] can be used for service

di scovery between vehicles or between a vehicle and an RSU by using a
mul ticast protocol, the service discovery requires a nonnegligible
service delay due to service discovery. This is because the service
di scovery nessage should traverse the nobile network or fixed network
through nulticasting. This nmay hinder the pronpt service usage of
the vehicles fromthe fixed network via RSU

One feasible approach is a piggyback service discovery during the
prefix exchange of network prefixes for the networking between a
vehicle's nmoving network and an RSU s fixed network. That is, the
message of the prefix exchange can include service information, such
as each service's | P address, transport |ayer protocol, and port
nunber. The Vehicular ND [I D Vehicul ar-ND] can support this approach
efficiently.

11. Security and Privacy

This section surveys security and privacy in vehicular networks, and
t hen di scusses problem statenment for security and privacy in
vehi cul ar net works.

11.1. Existing Protocols
11.1.1. Securing Vehicular |1 Pv6 Communi cations

Fernandez et al. proposed a secure vehicular |IPv6 conmmruni cation
schene using Internet Key Exchange version 2 (1 KEv2) and Internet
Protocol Security (lPsec) [Securing-VCOW . This schene ains at the
security support for I Pv6e Network Mobility (NEMO) for in-vehicle
devices inside a vehicle via a Mbile Router (MR). An MR has
multiple wireless interfaces, such as 3G |EEE 802.11p, WFi, and

W MAX. The proposed architecture consists of Vehicle ITS Station
(Vehicle ITS-S), Roadside ITS Station (Roadside ITS-S), and Centra
ITS Station (Central 1TS-S). Vehicle ITS-Sis a vehicle having a
mobi | e Network along with an MR Roadside ITS-Sis an RSU as a
gateway to connect vehicular networks to the Internet. Central ITS-S
is a TCC as a Home Agent (HA) for the location managenent of vehicles
having their M

The proposed secure vehicular 1 Pv6 conmuni cation schene sets up | Psec

secure sessions for control and data traffic between the MRin a
Vehicle ITS-S and the HAin a Central ITS-S. Roadside ITS-S plays a
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11.

role of an Access Router (AR) for Vehicle ITS-S's MRto provide the
Internet connectivity for Vehicle ITS-S via wireless interfaces, such
as | EEE 802. 11p, WFi, and WMAX. In the case where Roadside ITS-S
is not available to Vehicle ITS-S, Vehicle ITS-S comunicates with
Central ITS-S via cellular networks (e.g., 3G. The secure

communi cati on schenme enhances the NEMO protocol that interworks with
| KEv2 and I Psec in network nmobility in vehicul ar networks.

The authors inplemented their schene and evaluated its performance in
a real testbed. This testbhed supports two wireless networks, such as
| EEE 802. 11p and 3G The in-vehicle devices (or hosts) in Vehicle
ITS-S are connected to an MR of Vehicle ITS-S via | EEE 802. 11g. The
test results show that their schene supports pronising secure | Pv6
comruni cations with a | ow i npact on conmuni cati on perfornance.

1.2. Providing Authentication and Access Control in Vehicular
Net wor k Envi r onnent

Moustafa et al. proposed a security scheme providing aut hentication
aut hori zation, and accounting (AAA) services in vehicul ar networks

[ VNET- AAA]. This secuirty schene ains at the support of safe and
reliable data services in vehicular networks. It authenticates
vehicles as nobile clients to use the network access and vari ous
services that are provided by service providers. Also, it ensures a
confidential data transfer between comunicating parties (e.g.
vehicle and infrastructure node) by using | EEE 802.11i (i.e., WPA2)
for secure |ayer-2 |inks.

The aut hors proposed a vehicular network architecture consisting of
three entities, such as Access network, Wreless nobile ad hoc

net wor ks (MANETs), and Access Points (APs). Access network is the
fixed network infrastructure form ng the back-end of the
architecture. Wreless MANETs are constructed by noving vehicles
formng the front-end of the architecture. APs is the | EEE 802.11
WLAN i nfrastructure formng the interface between the front-end and
back-end of the architecture.

For AAA services, the proposed architecture uses a Kerberos

aut henti cati on nodel that authenticates vehicles at the entry point
with the AP and al so authorizes themto the access of various
services. Since vehicles are authenticated by a Kerberos

Aut henti cation Server (AS) only once, the proposed security schemne
can nminimze the load on the AS and reduce the delay inposed by | ayer
2 using | EEE 802. 11i
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12.

12.

2. Pr obl em St at enent

Security and privacy are paranmount in the V21 and V2V networking in
vehi cul ar networks. Only authorized vehicles should be allowed to
use the V21 and V2V networking. Also, in-vehicle devices and nobile
devices in a vehicle need to communicate with other in-vehicle

devi ces and nobil e devices in another vehicle, and other servers in
an RSU in a secure way.

A Vehicle ldentification Nunber (VIN) and a user certificate al ong
with in-vehicle device' s identifier generation can be used to

aut henticate a vehicle and the user through a road infrastructure
node, such as an RSU connected to an authentication server in TCC
Transport Layer Security (TLS) certificates can al so be used for
secure vehi cl e conmuni cati ons.

For secure V2|l communication, the secure channel between a nobile
router in a vehicle and a fixed router in an RSU shoul d be

establi shed, as shown in Figure 2. Also, for secure V2V

conmmuni cati on, the secure channel between a nobile router in a
vehicle and a nobile router in another vehicle should be established,
as shown in Figure 3.

The security for vehicular networks should provide vehicles with AAA
services in an efficient way. It should consider not only horizontal
handover, but also vertical handover since vehicles have nultiple
wirel ess interfaces.

To prevent an adversary fromtracking a vehicle by with its MAC
address or | Pv6 address, each vehicle should periodically update its
MAC address and the corresponding | Pv6 address as suggested in

[ RFC4086] [ RFC4941] . Such an update of the MAC and | Pv6 addresses
shoul d not interrupt the communi cati ons between a vehicle and an RSU.

Di scussi ons
1. Summary and Anal ysis

Thi s docunment surveyed state-of-the-arts technol ogies for |P-based
vehi cul ar networks, such as | P address autoconfiguration, vehicular
network architecture, vehicular network routing, and nmobility
nmanagenent .

Through this survey, it is learned that |Pv6-based vehicul ar
net wor ki ng can be well-aligned with | EEE WAVE st andards for various
vehi cul ar network applications, such as driving safety, efficient
driving, and entertai nnent. However, since the | EEE WAVE st andards
do not recomend to use the I Pv6 ND protocol for the comunication
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efficiency under high-speed nmobility, it is necessary to adapt the ND
for vehicular networks with such high-speed nobility.

The concept of a link in IPv6 does not match that of a link in VANET
because of the physical separation of comunication ranges of
vehicles in a connected VANET. That is, in a linear topol ogy of
three vehicles (Vehicle-1, Vehicle-2, and Vehicle-3), Vehicle-1 and
Vehi cl e-2 can conmmuni cate directly with each other. Vehicle-2 and
Vehi cl e-3 can communi cate directly with each other. However,
Vehi cl e-1 and Vehi cl e-3 cannot communicate directly with each other
due to the out-of-conmmunication range. For the link in IPv6, all of
three vehicles are on a link, so they can comunicate directly with
each other. On the other hand, in VANET, this on-link communication
concept is not valid in VANET. Thus, the IPv6 ND shoul d be extended
to support this nulti-link subnet of a connected VANET through either
ND proxy or VANET routing.

For | P-based networking, |P address autoconfiguration is a
prerequisite function. Since vehicles can comunicate intermttently
with TCC via RSUs through V21 conmunications, TCC can play a role of
a DHCP server to allocate unique |IPv6 addresses to the vehicles.

This centralized address allocation can renove the delay of the DAD
procedure for testing the uniqueness of |Pv6 addresses.

For routing and nobility managenent, nost of vehicles are equi pped
with a GPS navigator as a dedi cated navigation systemor a smartphone
App. Wth this GPS navigator, vehicles can share their current
position and trajectory (i.e., navigation path) with TCC. TCC can
predict the future positions of the vehicles with their nmobility
information (i.e., the current position, speed, direction, and
trajectory). Wth the prediction of the vehicle nobility, TCC
supports RSUs to perform data packet routing and handover

proactively.

12. 2. Depl oynent |ssues

Sone aut onobil e conpanies (e.g., BMWVWand Hyundai) started to use

Et hernet for a vehicle's internal network instead of the traditiona
Contoller Area Network (CAN) for high-speed interconnectivity anong
electronic control units. Wth this trend, the | P-based vehicul ar
networking in this docunent will be popular in near future.

Sel f-driving technol ogi es are bei ng devel oped by nany autonobil e
companies (e.g., Tesla, BMWW GM Honda, Toyota, and Hyundai) and IT
compani es (e.g., Google and Apple). Since they require high-speed
i nteraction anong vehicles, infrastructure nodes (e.g., RSU, and
cloud, |P-based networking will be nandatory.
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Theref ore, key conponent technol ogies for the |P-based vehicul ar
net wor ki ng need to be devel oped for future demands along with an
efficient vehicular network architecture.

13. Security Considerations

Section 11 discusses security and privacy for |P-based vehicul ar
net wor ki ng.

The security for key conponents in vehicular networking, such as IP
address autoconfiguration, routing, nobility nmanagenment, DNS nami ng
service, and service discovery, needs to be analyzed in depth.
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everything (V2X) communications. First, this document explains use

cases using V2V, V2I, and V2X networking. ©Next, it makes a problem
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vehicular networking, and suggests the direction of solutions
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1. Introduction

Vehicular networking studies have mainly focused on improving safety
and efficiency, and also enabling entertainment in vehicular
networks. The Federal Communications Commission (FCC) in the US
allocated wireless channels for Dedicated Short-Range Communications
(DSRC) [DSRC] in the Intelligent Transportation Systems (ITS) with
the frequency band of 5.850 - 5.925 GHz (i.e., 5.9 GHz band). DSRC-
based wireless communications can support vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I), and vehicle-to-everything (V2X)
networking. The European Union (EU) allocated radio spectrum for
safety-related and non-safety-related applications of ITS with the
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frequency band of 5.875 - 5.905 GHz, as part of the Commission
Decision 2008/671/EC [EU-2008-671-EC].

For direct inter-vehicular wireless connectivity, IEEE has amended
WiFi standard 802.11 to enable driving safety services based on DSRC
for the Wireless Access in Vehicular Environments (WAVE) system. The
Physical Layer (L1l) and Data Link Layer (L2) issues are addressed in
IEEE 802.11p [IEEE-802.11lp] for the PHY and MAC of the DSRC, while
IEEE 1609.2 [WAVE-1609.2] covers security aspects, IEEE 1609.3
[WAVE-1609.3] defines related services at network and transport
layers, and IEEE 1609.4 [WAVE-1609.4] specifies the multi-channel
operation. IEEE 802.1l1lp was first a separate amendment, but was
later rolled into the base 802.11 standard (IEEE 802.11-2012) as IEEE
802.11 Outside the Context of a Basic Service Set (OCB) in 2012
[IEEE-802.11-0CB].

Along with these WAVE standards, IPv6 [RFC8200] and Mobile IP
protocols (e.g., MIPv4 [RFC5944], MIPv6 [RFC6275], and Proxy MIPv6
(PMIPv6) [RFC5213][RFC5844]) can be applied to vehicular networks.
In Europe, ETSI has standardized a GeoNetworking (GN) protocol
[ETSI-GeoNetworking] and a protocol adaptation sub-layer from
GeoNetworking to IPv6 [ETSI-GeoNetwork-IP]. GN protocols are useful
to route an event or notification message to vehicles around a
geographic position, such as an accident area in a roadway. 1In
addition, ISO has approved a standard specifying the IPv6 network
protocols and services to be used for Communications Access for Land
Mobiles (CALM) [ISO-ITS-IPv6].

This document describes use cases and a problem statement about IP-
based vehicular networking for ITS, which is named IP Wireless Access
in Vehicular Environments (IPWAVE). First, it introduces the use
cases for using V2V, V2I, and V2X networking in ITS. Next, it makes
a problem statement about key aspects in IPWAVE, namely, IPv6
Neighbor Discovery, Mobility Management, and Security & Privacy. For
each key aspect of the problem statement, this document specifies
requirements in IP-based vehicular networking, and proposes the
direction of solutions fulfilling those requirements. This document
is intended to motivate development of key protocols for IPWAVE.

2. Terminology
This document uses the following definitions:
o LiDAR: "Light Detection and Ranging". It is a scanning device to

measure a distance to an object by emitting pulsed laser light and
measuring the reflected pulsed light.
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Mobility Anchor (MA): A node that maintains IP addresses and
mobility information of vehicles in a road network to support
their address autoconfiguration and mobility management with a
binding table. An MA has end-to-end connections with RSUs under
its control.

On-Board Unit (OBU): A node that has physical communication
devices (e.g., IEEE 802.11-0OCB and Cellular V2X (C-V2X)
[TS-23.285-3GPP]) for wireless communications with other OBUs and
RSUs, and may be connected to in-vehicle devices or networks. An
OBU is mounted on a vehicle.

OCB: "Outside the Context of a Basic Service Set"
[IEEE-802.11-0CB].

Road-Side Unit (RSU): A node that has physical communication
devices (e.g., IEEE 802.11-0OCB and C-V2X) for wireless
communications with vehicles and is also connected to the Internet
as a router or switch for packet forwarding. An RSU is typically
deployed on the road infrastructure, either at an intersection or
in a road segment, but may also be located in a car parking area.

Traffic Control Center (TCC): A node that maintains road
infrastructure information (e.g., RSUs, traffic signals, and loop
detectors), vehicular traffic statistics (e.g., average vehicle
speed and vehicle inter-arrival time per road segment), and
vehicle information (e.g., a vehicle’s identifier, position,
direction, speed, and trajectory as a navigation path). TCC is
included in a vehicular cloud for vehicular networks.

Vehicle: A Vehicle in this document is a node that has an OBU for
wireless communication with other vehicles and RSUs. It has a
radio navigation receiver of Global Positioning System (GPS) for
efficient navigation.

Vehicular Ad Hoc Network (VANET): A network that consists of
vehicles interconnected by wireless communication. Two vehicles
in a VANET can communicate with each other using other wvehicles as
relays even where they are out of one-hop wireless communication
range.

Vehicular Cloud: A cloud infrastructure for vehicular networks,
having compute nodes, storage nodes, and network forwarding
elements (e.g., switch and router).

Vehicle Detection Loop (i.e., Loop Detector): An inductive device

used for detecting vehicles passing or arriving at a certain
point, for instance, at an intersection with traffic lights or at
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3.

a ramp toward a highway. The relatively crude nature of the
loop’s structure means that only metal masses above a certain size
are capable of triggering the detection.

o V2I2P: "Vehicle to Infrastructure to Pedestrian".

o V2I2V: "Vehicle to Infrastructure to Vehicle".

o WAVE: "Wireless Access in Vehicular Environments" [WAVE-1609.0].
Use Cases

This section explains use cases of V2V, V2I, and V2X networking. The
use cases of the V2X networking exclude the ones of the V2V and V2I
networking, but include Vehicle-to-Pedestrian (V2P) and Vehicle-to-
Device (V2D).

vav
The use cases of V2V networking discussed in this section include

o Context—aware navigation for driving safety and collision
avoidance;

o Cooperative adaptive cruise control in an urban roadway;
o Platooning in a highway;
o Cooperative environment sensing.

These four techniques will be important elements for self-driving
vehicles.

Context—-Aware Safety Driving (CASD) navigator [CASD] can help drivers
to drive safely by alerting the drivers about dangerous obstacles and
situations. That is, CASD navigator displays obstables or
neighboring vehicles relevant to possible collisions in real-time
through V2V networking. CASD provides vehicles with a class-based
automatic safety action plan, which considers three situations,
namely, the Line-of-Sight unsafe, Non-Line-of-Sight unsafe, and safe
situations. This action plan can be put into action among multiple
vehicles using V2V networking.

Cooperative Adaptive Cruise Control (CACC) [CA-Cruise-Control] helps
vehicles to adapt their speed autonomously through V2V communication
among vehicles according to the mobility of their predecessor and

successor vehicles in an urban roadway or a highway. Thus, CACC can
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help adjacent vehicles to efficiently adjust their speed in an
interactive way through V2V networking in order to avoid collision.

Platooning [Truck-Platooning] allows a series of vehicles (e.g.,
trucks) to follow each other very closely. Trucks can use V2V
communication in addition to forward sensors in order to maintain
constant clearance between two consecutive vehicles at very short
gaps (from 3 meters to 10 meters). Platooning can maximize the
throughput of vehicular traffic in a highway and reduce the gas
consumption because the leading vehicle can help the following
vehicles to experience less air resistance.

Cooperative-environment-sensing use cases suggest that vehicles can
share environmental information from various vehicle-mounted sensors,
such as radars, LiDARs, and cameras with other vehicles and
pedestrians. [Automotive—-Sensing] introduces a millimeter-wave
vehicular communication for massive automotive sensing. A lot of
data can be generated by those sensors, and these data typically need
to be routed to different destinations. 1In addition, from the
perspective of driverless vehicles, it is expected that driverless
vehicles can be mixed with driver-operated vehicles. Through the
cooperative environment sensing, driver-operated vehicles can use
environmental information sensed by driverless vehicles for better
interaction with the other vehicles and environment.

3.2. Vv2I
The use cases of V2I networking discussed in this section include
o Navigation service;
o Energy-efficient speed recommendation service;
o Accident notification service.

A navigation service, for example, the Self-Adaptive Interactive
Navigation Tool (SAINT) [SAINT], using V2I networking interacts with
TCC for the large-scale/long-range road traffic optimization and can
guide individual vehicles for appropriate navigation paths in real
time. The enhanced version of SAINT [SAINTplus] can give fast moving
paths to emergency vehicles (e.g., ambulance and fire engine) to let
them reach an accident spot while redirecting other vehicles near the
accident spot into efficient detour paths.

A TCC can recommend an energy-efficient speed to a vehicle that

depends on its traffic environment. [Fuel-Efficient] studies fuel-
efficient route and speed plans for platooned trucks.
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The emergency communication between accident vehicles (or emergency
vehicles) and TCC can be performed via either RSU or 4G-LTE networks.
The First Responder Network Authority (FirstNet) [FirstNet] is
provided by the US government to establish, operate, and maintain an
interoperable public safety broadband network for safety and security
network services, e.g., emergency calls. The construction of the
nationwide FirstNet network requires each state in the US to have a
Radio Access Network (RAN) that will connect to the FirstNet’s
network core. The current RAN is mainly constructed by 4G-LTE for
the communication between a vehicle and an infrastructure node (i.e.,
V2I) [FirstNet-Report], but it is expected that DSRC-based vehicular
networks [DSRC] will be available for V2I and V2V in near future.

3.3. V2X

The use case of V2X networking discussed in this section is
pedestrian protection service.

A pedestrian protection service, such as Safety-Aware Navigation
Application (SANA) [SANA], using V2I2P networking can reduce the
collision of a vehicle and a pedestrian carrying a smartphone
equipped with a network device for wireless communication (e.g.,
WiFi) with an RSU. Vehicles and pedestrians can also communicate
with each other via an RSU that delivers scheduling information for
wireless communication in order to save the smartphones’ battery
through sleeping mode.

For Vehicle-to-Pedestrian (V2P), a vehicle and a pedestrian’s
smartphone can directly communicate with each other via V2X without
the relaying of an RSU as in the V2V scenario that the pedestrian’s
smartphone is regarded as a vehicle with a wireless media interface
to be able to communicate with another vehicle. There are light-
weight mobile nodes such as bicycle and motorcycle, and they can
communicate directly with a vehicle for collision avoidance using
V2V.

4. Vehicular Networks
This section describes a vehicular network architecture supporting
V2V, V2I, and V2X communications in vehicular networks. Also, it

describes an internal network within a wvehicle or RSU, and the
internetworking between the internal networks via DSRC links.
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Traffic Control Center in Vehicular Cloud
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Figure 1: A Vehicular Network Architecture for V2I and V2V Networking
4.1. Vehicular Network Architecture

Figure 1 shows an architecture for V2I and V2V networking in a road
network. As shown in this figure, RSUs as routers and vehicles with
OBU have wireless media interfaces for VANET. Furthermore, the
wireless media interfaces are autoconfigured with a global IPv6
prefix (e.g., 2001:DB8:1:1::/64) to support both V2V and V2I
networking. Note that 2001:DB8::/32 is a documentation prefix
[RFC3849] for example prefixes in this document, and also that any
routable IPv6 address needs to be routable in a VANET and a vehicular
network including RSUs.

For IPv6 packets transported over IEEE 802.11-0CB,

[IPv6—-0over—-802.11-0CB] specifies several details, including Maximum
Transmission Unit (MTU), frame format, link-local address, address
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mapping for unicast and multicast, stateless autoconfiguration, and
subnet structure. An Ethernet Adaptation (EA) layer is in charge of
transforming some parameters between IEEE 802.11 MAC layer and IPv6
network layer, which is located between IEEE 802.11-0OCB’s logical
link control layer and IPv6 network layer. This IPv6 over 802.11-0OCB
can be used for both V2V and V2I in IP-based vehicular networks.

In Figure 1, three RSUs (RSUl, RSU2, and RSU3) are deployed in the
road network and are connected to a Vehicular Cloud through the
Internet. A Traffic Control Center (TCC) is connected to the
Vehicular Cloud for the management of RSUs and vehicles in the road
network. A Mobility Anchor (MA) is located in the TCC as its key

component for the mobility management of wvehicles. Two vehicles
(Vehiclel and Vehicle2) are wirelessly connected to RSUl, and one
vehicle (Vehicle3) is wirelessly connected to RSU2. The wireless

networks of RSUl and RSU2 belong to two different subnets (Subnetl
and Subnet2), respectively. Another vehicle (Vehicle4) belonging to
another subnet (Subnet3) is wirelessly connected to RSU3.

In wireless subnets in vehicular networks (e.g., Subnetl and Subnet2
in Figure 1), vehicles can construct a connected VANET (with an
arbitrary graph topology) and can communicate with each other via V2V
communication. Vehiclel can communicate with Vehicle2 via V2V
communication, and Vehicle2 can communicate with Vehicle3 via V2V
communication because they are within the wireless communication
range for each other. On the other hand, Vehicle3 can communicate
with Vehicled4 via the vehicular infrastructure (i.e., RSU2 and RSU3)
by employing V2I (i.e., V2I2V) communication because they are not
within the wireless communication range for each other.

In vehicular networks, asymmetric links sometimes exist and must be

considered for wireless communications. In vehicular networks, the
control plane can be separated from the data plane for efficient
mobility management and data forwarding. The mobility information of

a GPS receiver mounted in its vehicle (e.g., position, speed, and
direction) can be used to accommodate mobility-aware proactive
protocols. Vehicles can use the TCC as their Home Network having a
home agent for mobility management as in MIPv6 [RFC6275] and PMIPv6
[RFC5213], so the TCC maintains the mobility information of wvehicles
for location management. IP tunneling over the wireless link should
be avoided for performance efficiency.

4.2. V2I-based Internetworking
This section discusses the internetworking between a vehicle’s

internal network (i.e., moving network) and an RSU’s internal network
(i.e., fixed network) wvia V2I communication.
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Figure 2: Internetworking between Vehicle Network and RSU Network

Nowadays, a vehicle’s internal network tends to be Ethernet to

interconnect electronic control units in a vehicle.

It can also

support WiFi and Bluetooth to accommodate a driver’s and passenger’s

mobile devices (e.g., smartphone and tablet).

In this trend, it is

reasonable to consider a vehicle’s internal network (i.e., moving
network) and also the interaction between the internal network and an

external network within another wvehicle or RSU.

A vehicle’s internal

network often uses Ethernet to interconnect control units in the

vehicle.

The internal network also supports WiFi and Bluetooth to

accommodate a driver’s and passenger’s mobile devices (e.g.,

smartphone or tablet).

It is reasonable to consider the interaction

between the internal network and an external network within another

vehicle or RSU.

As shown in Figure 2, the vehicle’s moving network and the RSU’s
fixed network are self-contained networks having multiple subnets and
having an edge router for the communication with another wvehicle or
RSU. Internetworking between two internal networks via V2I
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communication requires an exchange of network prefix and other
parameters through a prefix discovery mechanism, such as ND-based
prefix discovery [ID-Vehicular-ND]. For ND-based prefix discovery,
network prefixes and parameters should be registered with a vehicle’s
router and an RSU router with an external network interface in
advance.

For an IP communication between a vehicle and an RSU or between two
neighboring vehicles, the network parameter discovery collects
information relevant to the link layer, MAC layer, and IP layer. The
link layer information includes wireless link layer parameters and
transmission power level. The MAC layer information includes the MAC
address of an external network interface for the internetworking with
another vehicle or RSU. The IP layer information includes the IP
address and prefix of an external network interface for the
internetworking with another vehicle or RSU.

Once the network parameter discovery and prefix exchange operations
have been performed, packets can be transmitted between the vehicle’s
moving network and the RSU’s fixed network. A DNS service should be
supported for the DNS name resolution of in-vehicle devices within a
vehicle’s internal network as well as for the DNS name resolution of
those devices from a remote host in the Internet for on-line
diagnosis (e.g., an automotive service center server). The DNS names
of in-vehicle devices and their service names can be registered with
a DNS server in a vehicle or an RSU, as shown in Figure 2.

Figure 2 also shows internetworking between the vehicle’s moving
network and the RSU’s fixed network. There exists an internal
network (Moving Networkl) inside Vehiclel. Vehiclel has the DNS
Server (DNS1l), the two hosts (Hostl and Host2), and the two routers
(Routerl and Router2). There exists another internal network (Fixed
Networkl) inside RSUl. RSUl has the DNS Server (DNS2), one host
(Host3), the two routers (Router3 and Router4), and the collection of
servers (Serverl to ServerN) for various services in the road
networks, such as the emergency notification and navigation.
Vehiclel’s Routerl (a mobile router) and RSUl’s Router3 (a fixed
router) use 2001:DB8:1:1::/64 for an external link (e.g., DSRC) for
V2I networking. Thus, one host (Hostl) in Vehiclel can communicate
with one server (Serverl) in RSUl for a vehicular service through
Vehiclel’s moving network, a wireless link between Vehiclel and RSU1,
and RSUl’s fixed network.

4.3. V2V-based Internetworking

This section discusses the internetworking between the moving
networks of two neighboring vehicles via V2V communication.
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Figure 3: Internetworking between Two Vehicle Networks

Figure 3 shows internetworking between the moving networks of two
neighboring vehicles. There exists an internal network (Moving
Networkl) inside Vehiclel. Vehiclel has the DNS Server (DNS1l), the
two hosts (Hostl and Host2), and the two routers (Routerl and
Router2). There exists another internal network (Moving Network2)
inside Vehicle2. Vehicle2 has the DNS Server (DNS3), the two hosts
(Host4 and Host5), and the two routers (Router5 and Routero6).
Vehiclel’s Routerl (a mobile router) and Vehicle2’s Router5 (a mobile
router) use 2001:DB8:1:1::/64 for an external link (e.g., DSRC) for
V2V networking. Thus, one host (Hostl) in Vehiclel can communicate
with one host (Host4) in Vehiclel for a vehicular service through
Vehiclel’s moving network, a wireless link between Vehiclel and
Vehicle2, and Vehicle2’s moving network.
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Figure 4: Multihop Internetworking between Two Vehicle Networks

Figure 4 shows multihop internetworking between the moving networks
of two vehicles in the same VANET. For example, Hostl in Vehiclel
can communicate with Host6 in Vehicle3 wvia Router 5 in Vehicle2 that
is an intermediate vehicle being connected to Vehiclel and Vehicle3
in a linear topology as shown in the figure.

5. Problem Statement

This section presents key topics such as neighbor discovery, mobility
management, and security & privacy.

5.1. Neighbor Discovery

IPv6 Neighbor Discovery (IPv6 ND) [RFC4861] [RFC4862] is a core part
of the IPv6 protocol suite. IPv6 ND is designed for point-to-point
links and transit links (e.g., Ethernet). It assumes an efficient
and reliable support of multicast from the link layer for wvarious
network operations such as MAC Address Resolution (AR) and Duplicate
Address Detection (DAD).

DAD and ND-related parameters (e.g., Router Lifetime) need to be
extended to vehicular networking (e.g., V2V, V2I, and V2X). Vehicles
move quickly within the communication coverage of any particular
vehicle or RSU. Before the vehicles can exchange application
messages with each other, they need to be configured with a link-
local IPv6 address or a global IPv6 address, and run IPvé6 ND.

The legacy DAD assumes that a node with an IPv6 address can reach any
other node with the scope of its address at the time it claims its
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address, and can hear any future claim for that address by another
party within the scope of its address for the duration of the address
ownership. However, the partioning and merging of VANETs makes this
assumption frequently invalid in vehicular networks.

The vehicular networks need to support a vehicular-network-wide DAD
by defining a scope that is compatible with the legacy DAD, and two
vehicles can communicate with each other when there exists a
communication path over VANET or a combination of VANETs and RSUs, as
shown in Figure 1. By using the vehicular-network-wide DAD, vehicles
can assure that their IPv6 addresses are unique in the vehicular
network whenever they are connected to the vehicular infrastructure
or become disconnected from it in the form of VANET. A vehicular
infrastructure having RSUs and an MA can participate in the
vehicular—-network-wide DAD for the sake of vehicles [RFC6775]. For
the vehicle as an IPv6 node, deriving a unique IPv6 address from a
globally unigque MAC address creates a privacy issue. Refer to
Section 5.3 for the discussion about such a privacy issue.

ND time-related parameters such as router lifetime and Neighbor
Advertisement (NA) interval should be adjusted for high-speed
vehicles and vehicle density. As vehicles move faster, the NA
interval should decrease (e.g., from 1 sec to 0.5 sec) for the NA
messages to reach the neighboring vehicles promptly. Also, as
vehicle density is higher, the NA interval should increase (e.g.,
from 0.5 sec to 1 sec) for the NA messages to reduce collision
probability with other NA messages.

According to a report from the National Highway Traffic Safety
Administration (NHTSA) [NHTSA-ACAS-Report], an extra 0.5 second of
warning time can prevent about 60% of the collisions of vehicles
moving closely in a roadway. A warning message should be exchanged
every 0.5 second. Thus, if the ND messages (e.g., NS and NA) are
used as warning messages, they should be exchanged every 0.5 second.

For IP-based safety applications (e.g., context—-aware navigation,
adaptive cruise control, and platooning) in vehicular network, this
bounded data delivery is critical. Implementations for such
applications are not available yet. ND needs work to support IP-
based safety applications.

5.1.1. Link Model

IPv6 protocols work under certain assumptions for the link model that
do not necessarily hold in a vehicular wireless link [VIP-WAVE]
[RFC5889]. For instance, some IPv6 protocols assume symmetry in the
connectivity among neighboring interfaces [RFC6250]. However,
interference and different levels of transmission power may cause
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asymmetric links to appear in vehicular wireless links. As a result,
a new vehicular link model is required for a dynamically changing
vehicular wireless link.

There is a relationship between a link and prefix, besides the
different scopes that are expected from the link-local and global
types of IPv6 addresses. In an IPv6 link, it is assumed that all
interfaces which are configured with the same subnet prefix and with
on—-link bit set can communicate with each other on an IP link.

A VANET can have multiple links between pairs of vehicles within
wireless communication range, as shown in Figure 4. When two
vehicles belong to the same VANET, but they are out of wireless
communication range, they cannot communicate directly with each
other. Suppose that a global-scope IPv6 prefix is assigned to VANETs
in vehicular networks. Even though two vehicles in the same VANET
configure their IPv6 addresses with the same IPv6 prefix, they may
not communicate with each other not in a one hop in the same VANET
because of the multihop network connectivity. Thus, in this case,
the concept of an on-link IPv6 prefix does not hold because two
vehicles with the same on-link IPv6 prefix cannot communicate
directly with each other. Also, when two vehicles are located in two
different VANETs with the same IPv6 prefix, they cannot communicate
with each other. When these two VANETs are converged into one VANET,
the two vehicles can communicate with each other in a multihop
fashion. Therefore, a vehicular link model should consider the
frequent partitioning and merging of VANETs due to vehicle mobility.

The vehicular link model needs to support the multihop routing in a
connected VANET where the vehicles with the same global-scope IPv6
prefix are connected in one hop or multiple hops. It also needs to
support the multihop routing in multiple connected VANETs via an RSU
that has the wireless connectivity with each VANET. For example, in
Figure 1, suppose that Vehiclel, Vehicle2, and Vehicle3 are
configured with their IPv6 addresses based on the same global-scope
IPv6 prefix. Vehiclel and Vehicle3 can also communicate with each
other via either multi-hop V2V or multi-hop V2I2V. When two vehicles
of Vehiclel and Vehicle3 are connected in a VANET, it will be more
efficient for them to communicate with each other via VANET rather
than RSUs. On the other hand, when the two vehicles of Vehiclel and
Vehicle3 are far away from the communication range in separate VANETs
and under two different RSUs, they can communicate with each other
through the relay of RSUs via V2I2V. Thus, two separate VANETs can
merge into one network via RSU(s). Also, newly arriving vehicles can
merge two separate VANETs into one VANET if they can play a role of a
relay node for those VANETs.
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5.1.2. MAC Address Pseudonym

For the protection of drivers’ privacy, a pseudonym of a MAC address
of a vehicle’s network interface should be used, so that the MAC
address can be changed periodically. The pseudonym of a MAC address
affects an IPv6 address based on the MAC address, and a transport-
layer (e.g., TCP) session with an IPv6 address pair. However, the
pseudonym handling is not implemented and tested yet for applications
on IP-based vehicular networking.

In the ETSI standards, for the sake of security and privacy, an ITS
station (e.g., vehicle) can use pseudonyms for its network interface
identities (e.g., MAC address) and the corresponding IPv6 addresses
[Identity-Management]. Whenever the network interface identifier
changes, the IPv6 address based on the network interface identifier
should be updated, and the uniqueness of the address should be
performed through the DAD procedure. For vehicular networks with
high mobility and density, this DAD should be performed efficiently
with minimum overhead so that the vehicles can exchange warning
messages with each other every 0.5 second [NHTSA-ACAS-Report].

For the continuity of an end-to-end (E2E) transport-layer (e.g., TCP,
UDP, and SCTP) session, with a mobility management scheme (e.g.,
MIPv6 and PMIPv6), the new IP address for the transport-layer session
can be notified to an appropriate end point, and the packets of the
session should be forwarded to their destinations with the changed
network interface identifier and IPv6 address. This mobiliy
management overhead for pseudonyms should be minimized for efficient
operations in vehicular networks having lots of wvehicles.

5.1.3. Prefix Dissemination/Exchange

A vehicle and an RSU can have their internal network, as shown in
Figure 2 and Figure 3. 1In this case, nodes within the internal
networks of two vehicles (or within the internal networks of a
vehicle and an RSU) want to communicate with each other. For this
communication on the wireless link, the network prefix dissemination
or exchange is required. Either a vehicle or an RSU needs an
external network interface for its internal network, as shown in
Figure 2 and Figure 3. The vehicular ND (VND) [ID-Vehicular—-ND] can
support the communication between the internal-network nodes (e.g.,
an in-vehicle device in a vehicle and a server in an RSU) with a
vehicular prefix information option. Thus, this ND extension for
routing functionality can reduce control traffic for routing in
vehicular networks without a vehicular ad hoc routing protocol (e.g.,
AODV [RFC3561] or OLSRv2 [RFC7181]).
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5.

1.

2.

4. Routing

For multihop V2V communications in either a VANET or VANETs via RSUs,
a vehicular ad hoc routing protocol (e.g., AODV and OLSRv2) may be
required to support both unicast and multicast in the links of the
subnet with the same IPv6 prefix. However, it will be costly to run
both vehicular ND and a vehicular ad hoc routing protocol in terms of
control traffic overhead [ID-Multicast-Problems].

Vehicular ND can be extended to accommodate routing functionality
with a prefix discovery option. The ND extension can allow vehicles
to exchange their prefixes in a multihop fashion [ID-Vehicular-ND].
With the exchanged prefixes, they can compute their routing table (or
IPv6 ND’s neighbor cache) for the VANETs with a distance-vector
algorithm [Intro-to-Algorithms].

Mobility Management

The seamless connectivity and timely data exchange between two end
points requires an efficient mobility management including location
management and handover. Most of vehicles are equipped with a GPS
receiver as part of a dedicated navigation system or a corresponding
smartphone App. The GPS receiver may not provide wvehicles with
accurate location information in adverse, local environments such as
building area and tunnel. The location precision can be improved by
the assistance from the RSUs or a cellular system with a GPS receiver
for location information.

With a GPS navigator, an efficient mobility management will be
possible by vehicles periodically reporting their current position
and trajectory (i.e., navigation path) to the wvehicular
infrastructure (having RSUs and an MA in TCC) [ID-Vehicular-MM].

This vehicular infrastructure can predict the future positions of the
vehicles with their mobility information (i.e., the current position,
speed, direction, and trajectory) for the efficient mobility
management (e.g., proactive handover). For a better proactive
handover, link-layer parameters, such as the signal strength of a
link-layer frame (e.g., Received Channel Power Indicator (RCPI)
[VIP-WAVE]), can be used to determine the moment of a handover
between RSUs along with mobility information.

By predicting a vehicle’s mobility, the wvehicular infrastructure can
better support RSUs to perform efficient DAD, data packet routing,
horizontal handover (i.e., handover in wireless links using a
homogeneous radio technology), and vertical handover (i.e., handover
in wireless links using heterogeneous radio technologies) in advance
along with the movement of the vehicle [ID-Vehicular-MM]. For
example, when a vehicle is moving into the wireless link under
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another RSU belonging to a different subnet, the RSU can proactively
perform the DAD for the sake of the vehicle, reducing IPv6 control
traffic overhead in the wireless link. To prevent a hacker from
impersonating RSUs as bogus RSUs, RSUs and MA in the vehicular
infrastructure need to have secure channels via IPsec.

Therefore, with a proactive handover and a multihop DAD in vehicular
networks, RSUs needs to efficiently forward data packets from the
wired network (or the wireless network) to a moving destination
vehicle along its trajectory.

5.3. Security and Privacy

Strong security measures shall protect vehicles roaming in road
networks from the attacks of malicious nodes, which are controlled by
hackers. For safety applications, the cooperation among vehicles is
assumed. Malicious nodes may disseminate wrong driving information
(e.g., location, speed, and direction) to make driving be unsafe.
Sybil attack, which tries to confuse a vehicle with multiple false
identities, disturbs a vehicle in taking a safe maneuver. This sybil
attack should be prevented through the cooperation between good
vehicles and RSUs. Note that good vehicles are ones with valid
certificates that are determined by the authentication process with
an authentication server in the vehicular network. Applications on
IP-based vehicular networking, which are resilient to such a sybil
attack, are not developed and tested yet.

Security and privacy are paramount in the V2I, V2V, and V2X
networking in vehicular networks. Only authorized vehicles should be
allowed to use vehicular networking. Also, in-vehicle devices and
mobile devices in a vehicle need to communicate with other in-vehicle
devices and mobile devices in another vehicle, and other servers in
an RSU in a secure way.

A Vehicle Identification Number (VIN) and a user certificate along
with in-vehicle device’s identifier generation can be used to
efficiently authenticate a vehicle or a user through a road
infrastructure node (e.g., RSU) connected to an authentication server
in TCC. Also, Transport Layer Security (TLS) certificates can be
used for secure E2E vehicle communications.

For secure V2I communication, a secure channel between a mobile
router in a vehicle and a fixed router in an RSU should be
established, as shown in Figure 2. Also, for secure V2V
communication, a secure channel between a mobile router in a vehicle
and a mobile router in another vehicle should be established, as
shown in Figure 3.
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7.

To prevent an adversary from tracking a vehicle with its MAC address
or IPv6 address, MAC address pseudonym should be provided to the
vehicle; that is, each vehicle should periodically update its MAC
address and the corresponding IPv6 address as suggested in

[RFC4086] [RFC4941]. Such an update of the MAC and IPv6 addresses
should not interrupt the E2E communications between two vehicles (or
between a vehicle and an RSU) in terms of transport layer for a long-
living higher-layer session. However, if this pseudonym is performed
without strong E2E confidentiality, there will be no privacy benefit
from changing MAC and IP addresses, because an adversary can see the
change of the MAC and IP addresses and track the vehicle with those
addresses.

For the IPv6 ND, the vehicular-network-wide DAD is required for the
uniqueness of the IPv6 address of a vehicle’s wireless interface.
This DAD can be used as a flooding attack that makes the DAD-related
ND packets are disseminated over the VANET and vehicular network
including the RSUs and the MA. The vehicles and RSUs need to filter
out suspicious ND traffic in advance.

For the mobility management, a malicious vehicle can construct
multiple virtual bogus vehicles, and register them with the RSU and
the MA. This registration makes the RSU and MA waste their
resources. The RSU and MA need to determine whether a vehicle is
genuine or bogus in the mobility management.

Security Considerations

This document discussed security and privacy for IP-based vehicular
networking.

The security and privacy for key components in IP-based vehicular
networking, such as neighbor discovery and mobility management, need
to be analyzed in depth.
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Appendix A. Changes from draft-ietf-ipwave-vehicular—-networking-10

The following changes are made from draft-ietf-ipwave-vehicular-
networking-10:

o This version is revised based on the comments from Charlie Perkins
and Sri Gundavelli.

o Many editorial comments and questions from Charlie Perkins are
addressed in this document.

o According to Sri Gundavelli’s comments, the solution text and RFC
8505 reference for the vehicular ND are deleted from Section 5.1
in this document.
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