L2SM Wor ki ng G oup B. Wén

I nternet-Draft Contast
I nt ended status: Standards Track G Fioccol a, Ed.
Expires: Cctober 13, 2018 TelecomlItalia
C. Xie
Chi na Tel ecom

L. Jalil

Veri zon

April 11, 2018

A YANG Data Mddel for L2VPN Service Delivery
draft-ietf-12sm1 2vpn-service-nodel -10

Abstract

Thi s docunent defines a YANG data nodel that can be used to configure
a Layer 2 Provider Provisioned VPN service. It is up to a nanagenent
systemto take this as an input and generate specific configurations
nmodel s to configure the different network elenments to deliver the
service. How configuration of network elenments is done is out of
scope of the docunent.

The YANG nodel in this docunent includes support for point-to-point
Virtual Private Wre Services (VPWS) and multipoint Virtual Private
LAN services (VPLS) that use Pseudow res signal ed using the Label
Distribution Protocol (LDP) and the Border Gateway Protocol (BGP) as
described in RFC4761 and RFC6624.

The YANG nodel in this docunent conforms to the Network Managenent
Dat astore Architecture defined in RFC3342.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on October 13, 2018.
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Thi s docunent defines a YANG data nodel for Layer 2 VPN (L2VPN)
service. This nodel defines service configuration elenents
be used in communication protocols between custoners and network
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operators. Those elenments can al so be used as input to automnated
control and configuration applications and and generate specific
configurations nodels to configure the different network el ements to
deliver the service. How configuration of network el enents is done
is out of scope of the docunent.

Furt her discussion of the way that services are nodel ed in YANG and
the rel ati onshi p between "customer service nodels" |ike the one
described in this docunent and configuration nodels can be found in
[ RFC8309] and [RFCB199]. Section 4 and Section 6 al so provide nore
i nfformation of how this service nodel could be used and howit fits
into the overall nodeling architecture.
The YANG nodel in this docunent includes support for point-to-point
Virtual Private Wre Services (VPW5) and multipoint Virtual Private
LAN services (VPLS) that use Pseudow res signal ed using the Label
Distribution Protocol (LDP) and the Border Gateway Protocol (BGP) as
described in [RFC4761] and [ RFC6624]. It also conforns to the
Net wor k Managenent Datastore Architecture (NVDA) [ RFC8342].

1.1. Term nol ogy

The following terns are defined in [ RFC6241] and are not redefined
her e:

o client

o configuration data
0 server

0 state data

The following terns are defined in [ RFC7950] and are not redefined
here:

0 augnent
o data nodel
o data node

The terninol ogy for describing YANG data nodels is found in
[ RFC7950] .
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1.1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here

1.2. Tree diagram

Tree diagrans used in this docunment follow the notation defined in
[ RFC8340] .

2. Definitions
Thi s docunent uses the follow ng terns:

Service Provider (SP): The organization (usually a comercia
undert aki ng) responsible for operating the network that offers VPN
services to clients and custoners.

Custonmer Edge (CE) Device: Equipnent that is dedicated to a
particul ar custoner and is directly connected to one or nore PE
devices via attachnment circuits. A CEis usually located at the
customer prenises, and is usually dedicated to a single VPN,
al though it may support nultiple VPNs if each one has separate
attachnent circuits. The CE devices can be routers, bridges,
switches, or hosts.

Provi der Edge (PE) Device: Equipnent managed by the SP that can
support multiple VPNs for different customers, and is directly
connected to one or nore CE devices via attachnment circuits. A PE
is usually located at an SP point of presence (PoP) and is nanaged
by the SP.

Virtual Private LAN Service (VPLS): A VPLS is a provider service
that enulates the full functionality of a traditional Local Area
Network (LAN). A VPLS nakes it possible to interconnect severa
LAN segnments over a packet switched network (PSN) and makes the
renote LAN segnents behave as one single LAN

Virtual Private Wre Service (VPW5): A VPW5 is a point-to-point
circuit (i.e., link) connecting two CE devices. The link is
established as a |l ogical Layer 2 circuit through a packet sw tched
network. The CE in the customer network is connected to a PE in
the provider network via an Attachnent Circuit (ACQ: the ACis
either a physical or a logical circuit. A VPW differs froma
VPLS in that the VPLS is point-to-nultipoint, while the VPWs is
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point-to-point. In sonme inplenmentations, a set of VPWSs is used
to create a multi-site L2VPN net work.

Pseudowi re(PW: A pseudowire is an enulation of a native service
over a packet switched network (PSN). The native service may be
ATM frame relay, Ethernet, lowrate TDM or SONET/ SDH, while the
PSN may be MPLS, |IP (either IPv4 or IPv6), or L2TPv3.

MAC-VRF: A Virtual Routing and Forwarding table for Media Access
Control (MAC) addresses on a PE. It is sonmetine also referred to
as a Virtual Switching Instance (VSI).

UNI: User to Network Interface. The physical denmarcation point
between the responsibility of Customer and the responsibility of
Provi der.

NNI: Network to Network Interface. A reference point representing

t he boundary between two Networks that are operated as separate
adm nistrative domains. The two networks may belong to the same
provider or to two different providers.

Thi s docunent uses the foll ow ng abbreviations:

BSS: Busi ness Support System

BUM  Broadcast - UnknownUni cast - Mul ti cast

CoS: dass of Service

LAG Link Aggregation G oup

LLDP: Link Level Discovery Protocol

OAM  (perations, Adm nistration, and Mi ntenance

OSS:  (Operations Support System

PDU. Protocol Data Unit

QS: Quality of Service

3. The Layer 2 VPN Service Model

A Layer 2 VPN (L2VPN) service is a collection of sites that are

aut hori zed to exchange traffic between each other over a shared

infrastructure of a comon technology. This L2VPN service nodel

(L2SM provides a common under st andi ng of how the correspondi ng L2VPN
service is to be depl oyed over the shared infrastructure.
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Thi s docunent presents the L2SM using the YANG data nodel i ng | anguage
[ RFC7950] as a formal |anguage that is both human-readabl e and
parsabl e by software for use with protocols such as NETCONF [ RFC6241]
and RESTCONF [ RFC8040] .

This service nodel is limted to VPWs and VPLS based VPNs as
described in [RFC4761] and [ RFC6624], EVPN as described in [ RFC7432].

3.1. Layer 2 VPN Service Types

From a technol ogy perspective, a set of basic L2VPN service types
i ncl ude:

0 Point-to-point Virtual Private Wre Services (VPWss) that use LDP-
si gnal ed Pseudowi res or L2TP-signal ed Pseudow res [ RFC6074];

0o Miltipoint Virtual Private LAN Services (VPLSs) that use LDP-
signal ed Pseudowi res or L2TP-signal ed Pseudow res [ RFC6074];

o Miltipoint Virtual Private LAN Services (VPLSs) that use a Border
Gat eway Protocol (BGP) control plane as described in [RFC4761] and
[ RFC6624] ;

0 IP-Only LAN-Like Services (IPLSs) that are a functional subset of
VPLS services [ RFC7436];

0 BGP MPLS-based Ethernet VPN Services as described in [ RFC7432] and
[ RFC7209] ;

0 Ethernet VPN VPW5 specified in [ RFC8214] and [ RFC7432];
3.2. Layer 2 VPN Physical Network Topol ogy

Figure 1 depicts a typical service provider's physical network

topol ogy. Mbst service providers have deployed an I P, MPLS, or
Segnment Routing (SR) multi-service core infrastructure. Ingress
Layer 2 service frames will be napped to either an Ethernet
Pseudowire (PWE) or a VXLAN PE-to-PE tunnel. The details of these
tunnel i ng mechani smare at the provider’s discretion and not part of
the L2SM

An L2VPN provides end-to-end L2 connectivity over this nulti-service
core infrastructure between two or nore customer |ocations or a
collection of sites. Attachment Circuits are placed between CE

devi ces and PE Devices that backhaul |ayer 2 service franes fromthe
customer over the access network to the Provider Network or renote
Site. The demarcation point (i.e., UNI) between the custoner and
service provider can be either placed between Custoner nodes and the
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Cust oner Edge Device, or between the Customer Edge Device and the
Provi der Edge Device. The actual bearer connection between CE and PE
wi Il be described in the L2SM nodel

The service provider may al so choose a Seam ess MPLS approach to
expand the PWE or VXLAN tunnel between sites.

The service provider may | everage nulti-protocol BGP to auto-discover
and signal the PWE or VXLAN tunnel end points.

|Site B
VXLAN PW

.- e

I ( ) | I
| PE +---+ IP/IMPLS/SR +---+ PE +---+ CE |
I | Network ) | I I

[ Site C

Figure 1: Reference Network for the Use of the L2VPN Service Mde

From t he customer perspective, however, all the custonmer edge devices
are connected over a sinulated LAN environment as shown in Figure 2.
Broadcast and nulticast packets are sent to all participants in the
same bridge donain.
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CE---4----4----- +---CE

I I I
CE---+ CE  +---CE

Fi gure 2: Custoner View of the L2VPN
4. Service Data Mdel Usage

The L2VPN service nodel provides an abstracted interface to request,
configure, and manage the conmponents of an L2VPN service. The nodel
is used by a custonmer who purchases connectivity and other services
froman SP to communi cate with that SP

A typical usage for this nodel is as an input to an orchestration

| ayer that is responsible for translating it into configuration
commands for the network el enments that deliver/enable the service
The network el ements may be routers, but also servers (like AAA) that
are necessary within the network.

The configuration of network el enents may be done using the Conmand
Line Interface (CLI), or any other configuration (or "southbound")
interface such as NETCONF [ RFC6241] in conbination with device-
specific and protocol -specific YANG nodel s.

This way of using the service nodel is illustrated in Figure 3 and
described in nore detail in [RFC8309] and [RFC8199]. The split of
the orchestration function between a "Service O chestrator" and a
"Network Orchestrator” is clarified in [RFC8309]. The usage of this
service nodel is not limted to this exanple: it can be used by any
component of the management system but not directly by network

el ement s.

The usage and structure of this nobdel should be conpared to the Layer
3 VPN service nodel defined in [ RFC8299].
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| Custonmer Service Requester |

I
L2VPN |
Service |
Model [
I
| Service Ochestration |
| .
[ Servi ce e +
| Del i very R >| Application
[ Model [ [ BSS/ 0SS |
[ Vv e e e - +
| Network Orchestration |
I I
S + |
| Config manager | [
LR + | Device
| | Models
I I
Net wor k
+++++++
+ AAA +
+++++++
++++++++ Bear er ++++++++ ++++++++ ++++++++
+ CEA+ ----------- + PE A + + PEB+---- + CEB +
++++++++ Connection ++++++++ ++++++++ ++++++++
Site A Site B

Figure 3: Reference Architecture for the Use of the L2VPN Service
Mode

The MEF Forum (MEF) has al so devel oped an architecture for network
managenent and operation, but the work of the MEF enbraces al
aspects of Lifecycle Service Orchestration, including billing, SLAs,
order managenent, and |lifecycle managenent. The IETF s work on
service nodels is typically smaller and offers a sinple, self-
cont ai ned service YANG nodul e. See nore details in [RFC8309].
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5. Design of the Data Mdel

The L2SM nodel is structured in a way that allows the provider to
list multiple circuits of various service types for the sane
custoner. A circuit represents an end-to-end connection between two
or nore |locations of Custoners

The YANG nodule is divided into two main containers: vpn-services and
sites. The vpn-svc container under vpn-services defines gl oba
paraneters for the VPN service for a specific custoner.

A site contains at |east one network access (i.e., site network
accesses providing access to the sites defined in Section 5.3.2) and
there may be nmultiple network accesses in case of nultihomng. The
site to network access attachnment is done through a bearer with a
Layer 2 connection on top. The bearer refers to properties of the
attachnent that are below layer 2 while the connection refers to

| ayer 2 protocol oriented properties. The bearer nmay be all ocated
dynanically by the service provider and the customer may provi de sone
constraints or paraneters to drive the placenent.

Aut hori zation of traffic exchange is done through what we call a VPN
policy or VPN topol ogy defining routing exchange rul es between sites.

An end to end Multi-segnment connectivity can be realized using a
combi nation of per site connectivity and per segnent connectivity at
di fferent segments.

The figure bel ow describe the overall structure of the YANG nodul e:

nodul e: ietf-12vpn-svc
+--rw | 2vpn- svc
+--rw vpn-profiles
| +--rwvalid-provider-identifiers
+--rw cloud-identifier* string{cloud-access}?
+--rw qos-profile-identifier* string
+--rw bfd-profile-identifier* string
+--rwrenote-carrier-identifier* string

-rw vpn-services

+--rw vpn-service* [vpn-id]
+--rw vpn-svc-type? i dentityref
+--rw cust oner - nane? string
+--rw svc-topo? i dentityref

+--rw cl oud- accesses {cl oud-access}?
| +--rw cloud-access* [cloud-identifier]
| +--rw cloud-identifier

I

I

I

I

+-

| \ .
| +--rw vpn-id sve-id
I

I

I

I

|

| [ [ -> /1 2vpn-svc/vpn-profiles/

Wen, et al. Expi res Cctober 13, 2018 [ Page 11]
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| val i d-provider-identifiers/cloud-identifier
+--rw (list-flavor)?
+--:(permt-any)
| +--rwpermt-any? enpty
+--: (deny-any-except)
| +--rwpernit-site*
| -> /12vpn-svc/sites/sitel/site-id
+--:(permt-any-except)
+--rw deny-site*
-> [l 2vpn-svc/sites/sitel/site-id
+--rw frane-delivery {frane-delivery}?
+--rw custoner-tree-flavors
| +--rwtree-flavor* i dentityref
+--rw bumframne-delivery
| +--rw bumframe-delivery* [frame-type]

[ +-rw frane-type i dentityref
| +--rw delivery-node? i dentityref
+--rw nul ti cast - gp- port-mappi ng i dentityref

+--rw extranet-vpns {extranet-vpn}?
| +--rw extranet-vpn* [vpn-id]

2018

| +--rw vpn-id svc-id
[ +--rw |l ocal -sites-rol e? identityref
+--rw ce-vl an-preservation bool ean
+--rw ce-vl an-cos-preservation bool ean
+--rw carrierscarrier? bool ean {carrierscarrier}?
+--rwsites
+--rwsite* [site-id]
+-rwsite-id string
+--rw site-vpn-flavor? i dentityref

+--rw devi ces

+--rw devi ce* [device-id]
+--rw device-id string
+--rw | ocation
[ -> ../../..llocations/location/location-id
+--rw nmanagenent
+--rw transport? i dentityref
+--rw address? i net:ip-address

+--rw managenent

+--rw type i dentityref

+--rw | ocations

+--rw | ocation* [location-id]

+--rw | ocation-id string
+--rw address? string
+--rw post al - code? string
+--rw state? string
+-rwcity? string

+--rw country-code? string

+-rwsite-diversity {site-diversity}?

et al.
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+--Trw groups

+--rw group* [group-id]
+--rw group-id string

--rw vpn-policies
+--rw vpn-policy* [vpn-policy-id]

+--rw vpn-policy-id string
+--rw entries* [id]
+-rwid string

+-rwfilters
| +-rwfilter* [type]
| +-rw type i dentityref
| +--rw | an-t ag* uint32 {lan-tag}?
+--rw vpn* [vpn-id]
+--rw vpn-id
| -> /1 2vpn-svc/ vpn-services/
[ vpn-service/vpn-id
+-rw site-role? i dentityref

--rw service
+--rw qos {qos}?

+--rw cl assi fication-policy

| +--rwrule* [id]

+-rwid string
+-rw (match-type)?

| +--:(match-flow)

| +--rw match-flow

+--rw dscp? i net:dscp

+--rw dot 197 uint16

+--rw pcp? uint8

+--rw src-nmac? yang: mac- addr ess
+--rw dst-nmac? yang: mac- addr ess

+--rw target-sites*

I

|

I

I

l ) .

| +--rw col or-type? i dentityref

I

| | svc-id {target-sites}?
I
I

+--rw any? enpty
+--rw vpn-id? svc-id
+--: (mat ch-application)
| +--rw mat ch-appl i cati on? i dentityref
+--rw target-class-id? string

+--rw qos-profile
+--rw (qos-profile)?
+--: (standard)
| +--rwprofile?
[ -> /1 2vpn-svc/vpn-profiles/
| val i d- provi der-identifiers/
| gos-profile-identifier
+--:(custom
+--rw cl asses {qos-custon}?
+--rw class* [class-id]

2018
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+--rw class-id string
+--rw direction? i dentityref
+--rw policing? i dentityref
+--rw byte-offset? uintl16

+--rw frane-del ay
| +--rw (flavor)?
| +--: (1 owest)
| | +--rw use-lowest-latency? enpty
| +--: (boundary)
[ +--rw del ay- bound? ui nt 16
+-rw frane-jitter
| +--rw (flavor)?
| +--: (1 owest)
| | +--rw use-lowest-jitter? enpty
| +--: (boundary)
[ +--rw del ay- bound? ui nt 32
+--rw frame-| oss
| +--rwrate? decinal 64
+--rw bandwi dt h

+--rw guar ant eed- bw percent deci nal 64

+--rwrate? ui nt 32
+--rw nmac-| oop-preventi on {nmac-| oop-prevention}?

+--rw end-t o-end? enpty
+--rw carrierscarrier {carrierscarrier}?
+--rw signaling-type? i dentityref

+--rw broadcast - unknown- uni cast-mul ti cast {bun}?
| +--rwmnulticast-site-type? enumrer ati on
| +--rw nmulticast-gp-address-mappi ng* [id]
| | +--rwid uint16
| | +--rwvlan-id ui nt 16
| | +--rw nmac-gp-address yang: mac- addr ess
| | +--rw port-Iag-nunber? ui nt 32
| +--rw bumoverall-rate? ui nt 32
| +--rw bumrate-per-type* [type]
| +--rw type i dentityref
I

| +--rw protection-type? i dentityref

| +--rw frequency? ui nt 32

| +--rwretry-timer? ui nt 32

+--rw access-control -1i st

| +--rw mac* [rmac- address]

| +--rw nac- addr ess yang: mac- addr ess
+--ro actual -site-start? yang: dat e-and-ti ne
+--ro actual -site-stop? yang: dat e-and-ti ne
+--rw bundl i ng-type? i dentityref

+--rw default-ce-vlan-id ui nt 32

+--rw site-network-accesses
+--rw site-network-access* [network-access-id]
+--rw network-access-id string
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+--rw renote-carrier-name? string
+--rw type? i dentityref
+--rw (|l ocation-flavor)

| +--:(location)

| | +--rwlocation-reference?

| | -> ../../../locations/location/

| | | ocation-id

| +--:(device)

| +--rw devi ce-reference?

[ -> ../../../devices/devicel/device-id
+--rw access-diversity {site-diversity}?

| +--rw groups

| | +--rw group* [group-id]

| +--rw group-id string
| +--rwconstraints

[ +--rw constraint* [constraint-type]
| +--rw constraint-type i dentityref
| +--rw target

[ +--rw (target-flavor)?
I

|

I

I

I

I

I

+--:(id)
| +--rw group* [group-id]
[ +--rw group-id string

+--:(all-accesses)
| +--rw all-other-accesses? enpty
+--:(all-groups)

I

|

I

| +--rwpriority-tagged

| | +--rwtag-type? i dentityref
| +--rwging {qinqg}?

| | +--rwtag-type? i dentityref
| | +--rwsvlan-id ui nt 16

| | +--rwcvlan-id ui nt 16

| +--rw ginany {qgi nany}?

| | +--rwtag-type? i dentityref

+--rw al | - ot her-groups? enpty
+--rw bearer
| +--rwrequested-type {requested-type}?
| | +--rwtype? string
| | +--rwstrict? bool ean
| +--rw al ways-on? bool ean {al ways-on}?
| +--rw bearer-reference? string {bearer-reference}?
+--rw connection
| +--rw encapsul ation-type? identityref
| +--rweth-inf-type? i dentityref
| +--rwtagged-interface
| | +--rwtype? i dentityref
| +--rw dot 1g- vl an-t agged {dot 1q}?
| | +--rwtg-type? i dentityref
[ | +--rwecvlan-id ui nt 16
I
I
I
I
|
I
I
I
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| +--rwsvlan-id ui nt 16
+--rw vxl an {vxlan}?
+--rwvni-id ui nt 32
+--rw peer - node? i dentityref
+--rw peer-list* [peer-ip]
+--rw peer-ip i net:ip-address
-rw unt agged-i nterface
+--rw speed? ui nt 32
+--rw node? neg- node
+--rw phy-ntu? ui nt 32
+-rw | dp? bool ean
+--rw oam 802. 3ah-|ink {oam 3ah}?
| +--rw enabl e? bool ean
+--rw uni -1 oop- preventi on? bool ean
-rw lag-interfaces {lag-interface}?
+--rw | ag-i nterface* [index]
+--rw i ndex string
+-rw lacp {lacp}?
+--rw enabl e? bool ean
+--rw node? neg- node
+--rw speed? ui nt 32

+--rw systempriority? uintl16
+--rw mcro-bfd {mcro-bfd}?
| +--rw enabl e? enumrer ati on
| +--rwinterval ? ui nt 32
| +--rw hold-timer? ui nt 32
+--rw bfd {bfd}?
| +--rw enabl ed? bool ean
+--rw (hol dtine)?
+--:(profile)
| +--rw profil e-name?
| -> /1 2vpn-svc/
[ vpn-profil es/
| val i d-provider-identifiers/
| bf d-profile-identifier
+- -

+--rw oam 802. 3ah-1i nk {oam 3ah}?
+--rw enabl e? bool ean
+--rw flowcontrol ? bool ean
+--rw |1 dp? bool ean

D (fixed)
+--rw fixed-val ue? ui nt 32
+--rw nenber-1inks
| +--rw menber-link* [nane]
| +--rw hane string
| +--rw speed? ui nt 32
| +--rw node? neg- node
| +--rw |ink-ntu? ui nt 32
I
I

I
I
I
I
I
I
+-
I
I
I
I
I
I
I
+-
I
I
I
I
I
I
[ +--rw mni-Ilink-nunf ui nt 32
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
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+--rw cvl an-id-to-svc-map* [svc-id]
+--rw svc-id
| -> /| 2vpn-svc/ vpn-servi ces/vpn-service/

+--rw synt het hi c-| oss- neasur enent ? bool ean
+--rw del ay- measur enent
| +--rw enabl e-dn? bool ean

|  +--rw two-way? bool ean
+--rw frane-size? ui nt 32
+--rw sessi on-type? enuner ation

-rw availability
+--rw access-priority? ui nt 32

I

|

|

[ vpn-id

| | +--rwecvlan-id* [vid]

| ] +-rwvid ui nt 16

| +--rwl2cp-control {l2cp-control}?

| | +--rw stp-rstp-nstp? control - node

| | +--rw pause? control - node

| | +--rwlacp-Ianp? control - node

| | +--rwlink-oanf control - node

| | +--rwesnc? control - node

| | +--rwl2cp-802.1x? control - node

| | +--rwe-Im? control - node

| | +--rwlldp? bool ean

| | +--rw ptp-peer-delay? control - node

| | +--rw garp-nmp? control - node

| +--rw oam {oan}

[ +--rw nd- nanme string

| +--rw nd- | evel uint16

| +--rw cfm802. 1- ag* [ nai d]

[ | +-rwmid string

| |  +--rw nmep-id? ui nt 32

| | +--rw nep-level? ui nt 32

| | +--rw nmep-up-down? enumrer ati on
| | +--rw renote-nep-id? ui nt 32

| | +--rw cos-for-cfmpdus? ui nt 32

[ | +--rwccminterval ? ui nt 32

| | +--rw ccmhol dti me? ui nt 32

| | +--rwalarmpriority-defect? i dentityref
| | +--rwccmp-bits-pri? ccmpriority-type
| +--rw y-1731* [ mai d]

| +--rw maid string
[ +--rw nep-id? ui nt 32
| +-rw type? i dentityref
| +--rw renote-nmep-id? ui nt 32
| +--rw nessage- peri od? ui nt 32
| +--rw neasurenent-i nterval ? ui nt 32
| +--rw cos? ui nt 32
[ +--rw | oss- measur enent ? bool ean
I

I

I

I

|

I

+-

I
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| +--rw (redundancy-node)?
| +--:(single-active)
| | +--rw single-active? enpty
[ +--:(all-active)
| +-rw all-active? enpty
+--rw vpn-attachnent
| +--rw (attachnent-flavor)
| +--:(vpn-id)
| | +--rwvpn-id?
[ | -> /1 2vpn-svc/vpn-services/
| | vpn-service/vpn-id
| | +--rwsite-role? i dentityref
| +--:(vpn-policy-id)
| +--rw vpn-policy-id?
| -> .. /../../../vpn-policies/
[ vpn-policy/vpn-policy-id
+--rw service
| +--rw svc-bandwi dth {input-bw}?
| | +--rw bandwi dth* [direction type]
| +--rw direction i dentityref
| +--rw type i dentityref
| +--rw cos-id? uint8
| +--rw vpn-id? svc-id
| ] +-rwcir ui nt 64
| +--rw cbs ui nt 64
| +-rweir? ui nt 64
| +--rw ebs? ui nt 64
| +--rw pir? ui nt 64
| +--rw pbs? ui nt 64
| +--rwsvc-ntu uintl16
| +--rw qgos {qgos}?
| | +--rwclassification-policy
| | | +--rwrule* [id]
|| | +-rwid string
I +-rw (match-type)?
| | +--:(match-fl ow)
| 1 | | | +--rwmtch-flow
|1 | +--rw dscp? i net:dscp
I | +--rw dot 197 uint16
|| | | +--rw pcp? uint8
I | +--rw src-nmac? yang: mac- addr ess
| | | | | +--rw dst-mac? yang: mac- addr ess
| 1 | | ] +--rw col or-type? i dentityref
|1 | +--rw target-sites*
I | | svc-id {target-sites}?
[ || +--rw any? enpty
I | +--rw vpn-id? svc-id
I . | +--:(match-application)
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[ [ +--rw mat ch-appl i cation? identityref
| +--rw target-class-id? string
+--rw qos-profile
+--rw (qos-profile)?
+--: (standard)
| +--rwprofile?
[ -> /1 2vpn-svc/vpn-profiles/

| val i d- provi der-identifiers/
| gos-profile-identifier
+--:(custom
+--rw cl asses {qos-custon}?
+--rw class* [class-id]
+--rw class-id string
+--rw direction? i dentityref
+--rw policing? i dentityref
+--rw byte-offset? uintl16
+--rw frane-del ay

| +--: (1 owest)
| | +--rw use-lowest-Ilatency?
I I enpty
[ +--: (boundary)
| +--rw del ay- bound? ui nt 16
+-rw frane-jitter
| +--rw (flavor)?
| +--: (1 owest)
| | +--rwuse-lowest-jitter?
I I enpty
| +--: (boundary)
| +--rw del ay- bound? ui nt 32
+--rw frame-1|oss
| +--rwrate? deci mal 64
+--rw bandw dt h

+--rw guar ant eed- bw per cent

I
I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
I
| |  +--rw (flavor)?
I
I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
I
I

| deci nal 64
+--rw end-to-end? enpty
+--rw carrierscarrier {carrierscarrier}?
+--rw signaling-type? i dentityref
rw broadcast - unknown- uni cast-mnul ti cast {bunt}?
+--rw nulticast-site-type? enuner ation
+--rw nul ti cast - gp-address- mappi ng* [id]
| +--rwid ui nt 16
| +-rwvlan-id ui nt 16
| +--rw mac-gp-address yang: mac- addr ess
| +--rw port-Iag-nunber? ui nt 32
+--rw bumoveral |l -rate? ui nt 32
+--rw bumrat e-per-type* [type]
+--rw type i dentityref

2018
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[ +--rwrate? ui nt 32
+--rw mac-| oop- preventi on {mac-1 oop- preventi on}?

| +--rw protection-type? i dentityref

| +--rw frequency? ui nt 32

| +--rwretry-tiner? ui nt 32

+--rw access-control -1i st

| +--rw nmac* [nmac-address]

| +--rw nmac- addr ess yang: mac- addr ess

+--rw mac-addr-limt

+--rw linmt-nunber? ui nt 16

+--rw time-interval ? ui nt 32

+--rw action? i dentityref
Figure 4

5.1. Features and Augnentation

The nodel defined in this docunment inplenents nmany features that

al l ow i npl ementations to be nodular. As an exanple, the layer 2
protocol s paranmeters (Section 5.3.2.2) proposed to the customer may
al so be enabl ed through features. This nodel also defines sone
features for options that are nore advanced, such as support for
extranet VPNs (Section 5.2.4), site diversity (Section 5.3), and QS
(Section 5.10.2).

In addition, as for any YANG nodel, this service nodel can be
augnmented to inplement new behaviors or specific features. For
exanpl e, this nodel defines VXLAN [ RFC7348] for Ethernet packet
Encapsul ation; if VXLAN Encapsul ation does not fulfill all
requirenents for describing the service, new options can be added
t hrough augnent ati on.

5.2. VPN Service Overview

A vpn-service list itemcontains generic infornmation about the VPN

service. The vpn-id of the vpn-service refers to an interna

reference for this VPN service. This identifier is purely interna

to the organi zation responsible for the VPN service.

A vpn-service is conposed of sone characteristics:

Custoner information: Used to identify the custoner.

VPN Service Type (svc-type): Used to indicate the VPN service Type.
The identifier is an identity allowi ng any encoding for the |oca

adm nistration of the VPN service. Note that other identity can
be an extension of the base identity.
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Cl oud Access (cloud-access): Al sites in the L2VPN SHOULD be
permtted to access to the cloud by default. The cl oud-access
cont ai ner provi des parameters for authorization rules. A cloud
identifier is used to reference the target service. This
identifier is local to each administration

Servi ce Topol ogy (svc-topo): Used to identify the type of VPN
service topology that is required.

Frame Delivery Service (frame-delivery): Defines the frane delivery
support required for the L2VPN, e.g., nulticast delivery, unicast
delivery, or broadcast delivery.

Extranet VPN (extranet-vpns): |Indicates that a particul ar VPN needs
access to resources |located in another VPN

5.2.1. VPN Service Type

The "vpn-svc-type" defines the service type for provider provisioned
L2VPNs. The current version of the nodel supports six flavors:

0 Point-to-point Virtual Private Wre Services (VPWS) connecting two
customer Sites;

0 Point-to-point or point-to-nultipoint Virtual Private Wre
Services (VPWE) connecting a set of customer sites [ RFC8214];

0o Miltipoint Virtual Private LAN services (VPLS) connecting a set of
customer sites;

o Miltipoint Virtual Private LAN services (VPLS) connecting one or
more root sites and a set of |leaf sites, but preventing inter-Ieaf
sites conmuni cation

o0 EVPN Service connecting a set of custoner sites.

o Ethernet VPN VPWS between two custoner sites or a set of custoner
sites specified in [ RFC8214] and [ RFC7432];

O her L2VPN Service Types could be included by augnentation. Note
that an Ethernet Private Line (EPL) service or an Ethernet Virtua
Private Line (EVPL) service is an E-Line service [ MEF-6]or a point-
to-point Ethernet Virtual Circuit (EVC) service, while an Ethernet
Private LAN (EP-LAN) service or an Ethernet Virtual Private LAN ( EVP-
LAN) service is an E-LAN service [MEF-6] or a multipoint-to-
mul ti poi nt EVC service
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5.2.2. VPN Service Topol ogy

The type of VPN service topology can be used for configuration if
needed. The nodule currently supports: any-to-any; hub-and-spoke
(where hubs can exchange traffic); and hub-and-spoke-disjoint (where
hubs cannot exchange traffic). New topologies could be added by
augnentation. By default, the any-to-any VPN service topology is
used.

5.2.2.1. Route Target Allocation

A Layer 2 PE-based VPN (such as a VPLS-based VPN, or an EVPN t hat
uses BGP as its signaling protocol) can be built using route targets
(RTs) as described in [ RFC4364] an [ RFC7432]. The nmanagenent system
is expected to automatically allocate a set of RTs upon receiving a
VPN service creation request. How the managenent system all ocates
RTs is out of scope for this docunent, but nultiple ways coul d be
envi saged, as described in the Section 6.2.1.1 of [RFC8299].

5.2.2.2. Any-to-Any

Any-to- Any VPN Service Topol ogy

In the any-to-any VPN service topology, all VPN sites can conmunicate
with each other without any restrictions. The nmanagenent systemthat
recei ves an any-to-any L2VPN service request through this nodel is
expected to assign and then configure the MAC-VRF and RTs on the
appropriate PEs. |In the any-to-any case, a single RT is generally
required, and every MAC-VRF inports and exports this RT.

5.2.2.3. Hub-and- Spoke

ot m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aa oo +
[ Hub_Sitel ------ PE1 PE2 ------ Spoke_Sitel

| . +
I I

| N YrreEe +
| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2

ot m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aa oo +

Hub- and- Spoke VPN Servi ce Topol ogy
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I n the Hub-and- Spoke VPN service topology, all Spoke sites can
comruni cate only with Hub sites, but not with each other. And Hubs
can al so comuni cate with each other. The nanagenent systemthat
recei ves a Hub-and- Spoke L2VPN service request through this nodel is
expected to assign and then configure the MAC-VRF and RTs on the
appropriate PEs. |In the Hub-and- Spoke case, two RTs are generally
required (one RT for Hub routes, and one RT for Spoke routes). A Hub
MAC- VRF t hat connects Hub sites will export Hub routes with the Hub
RT and will inport Spoke routes through the Spoke RT. It will also
import the Hub RT to allow Hub-to-Hub comunication. A Spoke MAC VRF
that connects Spoke sites will export Spoke routes with the Spoke RT
and will inport Hub routes through the Hub RT.

5.2.2.4. Hub-and- Spoke- Di sj oi nt

o +

| Hub_Sitel ------ PE1 PE2 ------ Spoke _Sitel |

oo e e e ia oo - T +
(.

S B o +

| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2 |

o +

Hub- and- Spoke- Di sj oi nt VPN Servi ce Topol ogy

In the Hub-and- Spoke-Di sjoint VPN service topol ogy, all Spoke sites
can conmmuni cate only with Hub sites, but not with each other. And
Hubs cannot conmmunicate with each other. The nmanagenent systemthat
recei ves a Hub- and- Spoke- Di sjoi nt L2VPN service request through this
nmodel is expected to assign and then configure the VRF and RTs on the
appropriate PEs. |n the Hub-and- Spoke-Di sjoint case, at |east two
RTs are required for Hub and Spoke respectivel y(one RT for Hub routes
and one RT for Spoke routes). A Hub VRF that connects Hub sites wll
export Hub routes with the Hub RT and will inport Spoke routes

t hrough the Spoke RT. A Spoke VRF that connects Spoke sites will
export Spoke routes with the Spoke RT and will inport Hub routes

t hrough the Hub RT.

The managenent system MJST take into account constraints on Hub-and-
Spoke connections, as in the previous case.

Hub- and- Spoke- Di sj oi nt can al so be seen as nultiple Hub-and- Spoke
VPNs (one per Hub) that share a common set of Spoke sites.
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5.2.3. Coud Access

Thi s nodel provides cloud access configuration through the cloud-
access container. The usage of cloud-access is targeted for public
cloud and for Internet access. The cloud-access contai ner provides
paraneters for authorization rules. Note that this nodel considers
that public cloud and public Internet access share sone commonality,
therefore it does not distinguish Internet access from cloud access.
Anyway, a different |abel for Internet access could be added by
augnent ati on.

Private cloud access nay be addressed through the site container as
described in Section 5.3 with use consistent with sites of type NN
(Network to Network Interface).

A cloud identifier is used to reference the target service. This
identifier is local to each adm nistration

By default, all sites in the L2VPN SHOULD be pernmitted to access the
cloud or internet. |If restrictions are required, a user MNAY
configure sone linmtations for sonme sites or nodes by using policies,
i.e. the "permt-site" or "deny-site" leaf-list. The pernit-site
leaf-1ist defines the list of sites authorized for cloud access. The
deny-site leaf-list defines the list of sites denied for cloud
access. The nodel supports both "deny-any-except" and "pernit-any-
except" authori zation.

How the restrictions will be configured on network elenents is out of
scope for this docunent.

L2VPN

L o I S Y e+ttt
+ Site 3 +---+ Coud 1 +
+ Site 1 + +++++++Ht++
+ +
+ Site 2 I
+ + + Internet +
+ Site 4 + +++ e+
L o I O S SO T S S

+++++L+++++

+ Coud 2 +

-+t

In the exanpl e above, we configure the gl obal VPN to access the
Internet by creating a cloud-access container pointing to the cloud
identifier for the Internet service. No authorized sites will be
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configured, as all sites are required to be able to access the
I nternet.

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf: parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-i dentifier>I NTERNET</ cl oud-identifier>
</ cl oud- access>
</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

If Site 1 and Site 2 require access to Coud 1, a new cl oud-access
contai ner pointing to the cloud identifier of Cloud 1 will be
created. The pernit-site leaf-list will be filled with a reference
to Site 1 and Site 2

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-I|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oudl</cl oud-identifier>
<permt-site>sitel</pernmt-site>
<permt-site>site2</pernit-site>
</ cl oud- access>
</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an- preservati on>
<ce-vl an-cos- preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

If all sites except Site 1 require access to Coud 2, a new cloud-
access container pointing to the cloud identifier of Cloud 2 will be
created. The deny-site leaf-list will be filled with a reference to
Site 1.
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<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-I|2vpn-svc">
<vpn- servi ces>
<vpn-servi ce>
<vpn-i d>123456487</vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oud2</cl oud-identifier>
<deny-site>sitel</deny-site>
</ cl oud- access>
</ cl oud- accesses>
<ce-vl an- preservati on>true</ce-vl an- preservati on>
<ce-vl an-cos- preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

5.2. 4. Ext ranet VPNs

There are some cases where a particular VPN needs access to resources
(servers, hosts, etc.) that are external. Those resources may be
| ocated in another VPN

Fomm e eaaaa + Fomm e eaaaa +
/ \ / \
Site A -- | VPN A | --- | VPN B | --- Site B
\ / \ / ( Shar ed
R + R + resour ces)

In the figure above, VPN B has sonme resources on Site B that need to
be nade available to sone custoners/partners. Specifically, VPN A
must be able to access those VPN B resources.

Such a VPN connection scenario can be achieved via a VPN policy as
defined in Section 5.5.2.2. But there are sone sinple cases where a
particular VPN (VPN A) needs access to all resources in another VPN
(VPN B). The nodel provides an easy way to set up this connection
usi ng the "extranet-vpns" contai ner.

The extranet-vpns container defines a list of VPNs a particular VPN
wants to access. The extranet-vpns container is used on customer
VPNs accessing extranet resources in another VPN. In the figure
above, in order to provide VPN A with access to VPN B, the extranet-
vpns contai ner needs to be configured under VPN A with an entry
corresponding to VPN B. There is no service configuration

requi renent on VPN B.
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Readers should note that even if there is no configuration
requirenent on VPN B, if VPN Alists VPN B as an extranet, all sites
in VPN Bwll gain access to all sites in VPN A

The "site-role" |eaf defines the role of the local VPN sites in the
target extranet VPN service topology. Site roles are defined in
Section 5. 4.

In the exanpl e below, VPN A accesses VPN B resources through an
extranet connection. A Spoke role is required for VPN A sites, as
sites from VPN A nmust not be able to conmunicate with each other

t hrough the extranet VPN connecti on.

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNB</ vpn-i d>
<svc-t opo>hub- spoke</ svc-t opo>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
<svc-t opo>any-t o- any</svc-topo>
<extranet -vpns>
<extranet-vpn>
<vpn-i d>VPNB</ vpn-i d>
<l ocal -si tes-rol e>spoke-rol e</| ocal -sites-rol e>
</ extranet - vpn>
</ extranet -vpns>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
</l 2vpn-svc>

Thi s nmodel does not define how the extranet configuration will be
achi eved within the network.

Any VPN interconnection scenario that is nore conplex (e.g., only
certain parts of sites on VPN A accessing only certain parts of sites
on VPN B) needs to be achieved using a VPN attachnment as defined in
Section 5.5.2, and especially a VPN policy as defined in

Section 5.5.2.2.
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5.2.5. Frane Delivery Service

I f BUM (Broadcast/Unknown/ Mul ticast) Frame Delivery Service is
supported for an L2VPN, sone global frane delivery paraneters are
required as input for the service request. Wen a CE sends packets
that are Broadcast, Milticast, or Unknown-destination-unicast,
replication occurs at the ingress PE, three franme types need to be
support ed.

Users of this nodel will need to provide the flavors of trees that
will be used by custoners within the L2VPN (custoner-tree-flavors).
The nodel defined in this docunment supports bidirectional, shared,
and source-based trees (and can be augnented to contain other tree
types). Miltiple flavors of trees can be supported simultaneously.

Operat or network

Recv -- Site5 ------- |

/ \
I I
I I
Recv -- Site2 ------- PE2 |
[ PE1 --- Sitel --- Sourcel
I I \
| | -- Source?2
I I
I I
Recv -- Site3 ------- PE3 |
I I
I I
Recv -- Site4 ------- PE4 [
I
I
I
I
/

Mul ticast Goup to port mappings can be created using the "rp-group-
mappi ngs" leaf. Two group to port mapping methods are support ed:

o0 Static configuration of nulticast Ethernet addresses and ports/
i nterfaces.

o0 Milticast control protocol based on Layer-2 technol ogy that
si gnal s mappi ngs of nulticast addresses to ports/interfaces, such
as Ceneric Attribute Registration Protocol / GARP Milti cast
Regi stration Protocol (GARP/ GVRP) [I|EEE-802-1D].
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5.3. Site Overview

A site represents a connection of a custoner office to one or nore
VPN services. Each site is associated with one or nore | ocation.

S +
/ \
R [ VPN1 |
Fom - + | \ /
[ [ e e e - +
| New York Ofice |------ (site) ----- +
| | | R AR +
o + [ / \
o-m-- [ VPN2 |
\ /
e e e - +

The "site" container is used for the provider to store information of
detailed inplenentation arrangenments nmade with either the customer or
with peer operators at each inter-connect |ocation.

We restrict the L2SMto exterior interfaces (i.e.,UNl and NNI) only,
so all internal interfaces and the underlying topol ogy are outside
the scope of L2SM

Typically, the follow ng characteristics of a site interface handoff
need to be docunented as part of the service design

Unique identifier (site-id): An arbitrary string to uniquely
identify the site within the overall network infrastructure. The
format of site-id is determned by the local adm nistration of the
VPN service

Devi ce (device): The custonmer can request one or nore custoner

preni se equi pnents fromthe service provider for a particul ar
site.

Management (rmanagenent): Defines the nodel of nanagenent for the
site, for exanple: type, managenent-transport, address. This
deci des the boundary between service provider and custoner: who
has ownership of CE device

Location (location): The site location information to all ow easy
retrieval of data about which are the nearest avail abl e resources.

Site diversity (site-diversity): Presents sone paraneters to support
site diversity.
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Site Network Accesses (site-network-accesses): Defines the list of
ports to the site and their properties: especially bearer,
connection, and service paraneters.

A site-network-access represents an Ethernet |ogical connection to a
site. A site may have nultiple site-network-accesses.

|

[ | ****** (site-network-access#l) ***x**
| New York Office |

| | ****** (site-network-access#2) ****x*
I

Mul tiple site-network-accesses are used, for instance, in the case of
mul ti homi ng. Sone other neshing cases may also include multiple
sit e- net wor k- accesses.

The site configuration is viewed as a global entity; we assume that
it is nostly the managenent systenis role to split the paraneters
between the different elenents within the network. For exanple, in
the case of the site-network-access configuration, the nanagenent
systemneeds to split the paraneters between the PE configuration and
the CE configuration.

The site may support single-homed acess or nmultihomng. |In the case
of multihomng, the site can support nultiple site-network-accesses,
under each site-network-access, vpn-attachment is defined and it will
descri be which site-network-access associated with which site wll
connect to which VPN

5.3.1. Devi ces and Locati ons

The information in the "location" sub-container under a "site" and in
the "device" container allows easy retrieval of data about which are
the nearest available facilities and can be used for access topol ogy
pl anning. It may al so be used by other network orchestration
components to choose the targeted upstream PE and downstream CE
Location is expressed in terns of postal information. Mre detailed
or other location informati on can be added by augnentation

A site may be conposed of nmultiple locations. Al the |locations wll
need to be configured as part of the "locations" container and list.
A typical exanple of a nmulti-location site is a headquarters office
in acity conposed of multiple buildings. Those buildings my be

| ocated in different parts of the city and may be |inked by intra-
city fibers (a custonmer netropolitan area network). This nodel does
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not represent the connectivity between the nultiple | ocations of a
site, because that connectivity is controlled by the customer. In
such a case, when connecting to a VPN service, the custoner may ask
for multihomi ng based on its distributed |ocations.

New York Site

LR T + Site

|+ -------------- +| -----------------------------------
| | Manhattan | |****** (site-network-access#l) ****x*x
I + |

I R +

| | Brooklyn | |****** (site-network-access#2) *****x
I R R I e
o +

A custoner nay al so request the use of sone prem ses equi pnent
entities (CEs) fromthe SP via the "devices" container. Requesting a
CE inplies a provider-managed or co-nanaged nodel. A particul ar

devi ce nmust be ordered to a particular already-configured |ocation
This would help the SP send the device to the appropriate posta

address. In a multi-location site, a custoner may, for exanple,
request a CE for each location on the site where nultihom ng nust be
i mpl emented. |In the figure above, one device may be requested for

the Manhattan | ocation and one other for the Brooklyn |ocation

By using devices and | ocations, the user can influence the
mul ti hom ng scenario he wants to inplenent: single CE, dual CE, etc.

5.3.2. Site Network Accesses

The L2SM i ncludes a set of essential physical interface properties
and Ethernet |ayer characteristics in the "site-network-accesses"”
container. Sone of these are critical inplenmentation arrangenents
that require consent from both custonmer and provider

As mentioned earlier, a site may be multi homed. Each |ogical network
access for a site is defined in the "site-network-accesses"
container. The site-network-access paraneter defines howthe site is
connected on the network and is split into three main classes of
paraneters

0 bearer: defines requirenents of the attachment (bel ow Layer 2).

0 connection: defines Layer 2 protocol paranmeters of the attachnent.

0 availability: defines the site’'s availability policy. The
availability paraneters are defined in Section 5.8.
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The site-network-access has a specific type (site-network-access-
type). This docunment defines two types:

0 point-to-point: describes a point-to-point connection between the
SP and the custoner.

o multipoint: describes a nultipoint connection between the SP and
t he custoner.

This site-network-access type nmay have an inpact on the paraneters
offered to the custoner, e.g., an SP might not offer MAC Loop
Protection for multipoint accesses. It is up to the provider to
deci de what paraneters are supported for point-to-point and/or
mul ti poi nt accesses. Miltipoint accesses are out of scope for this
docunent and some containers defined in the nodel may require
extensions in order to work properly for multipoint accesses.

5.3.2. 1. Bear er

The "bearer" container defines the requirenents for the site
attachnent to the provider network that are bel ow Layer 2.

The bearer paraneters will help to deternine the access nedia to be
used.

5.3.2.2. Connection

The "connection" container defines the |ayer 2 protocol paraneters of
the attachment (e.g.,vlan-id or circuit-id) and provi des connectivity
bet ween custoner Ethernet switches. Depending on the managenent

nmode, it refers to PE-CE-LAN segnent addressing or to CE-to-custoner-
LAN segrment addressing. |n any case, it describes the responsibility
boundary between the provider and the custonmer. For a custoner-
managed site, it refers to the PE-CE-LAN Segnent connection. For a
provi der-managed site, it refers to the CE-to-LAN Segnent connection

"encapsul ation-type" allows the user to sel ect between Ethernet
encapsul ati on (port-based) or Ethernet VLAN encapsul ati on (VLAN-
based). Al of the allowed Ethernet interface types of service frane
can be listed under "ether-inf-type", e.g., untagged interface,
tagged interface, LAG interface

Corresponding to "ether-inf-type", the connection container also

presents three sets of link attributes: untagged interface, tagged
interface, or optional LAGinterface attributes. These parameters
are essential for the connection to establish properly between the
custoner and provi der edge devices. The connection container also
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defines an L2CP attribute to allow control plane protocol interaction
bet ween the CE devices and PE devi ce.

5.3.2.2.1. Untagged Interface

For each untagged interface (untagged-interface), there are basic
configuration paraneters like interface index and speed, interface
MIU, auto-negotiation and flow control settings, etc. 1In addition
and based on nutual agreenent, the custoner and provider may decide
to enabl e advanced features, such as LLDP, |EEE 802. 3ah, MAC | oop
detection/prevention at a UNI. |f Loop avoidance is required, the
attribute "uni-I oop-prevention" nmust be set to TRUE.

5.3.2.2.2. Tagged Interface

If the tagged service is enabled on a logical unit on the connection
at the interface, "encapsul ation-type" should be specified as the

Et hernet VLAN ecapsul ation (if VLAN based) or VXLAN encapsul ation
and "eth-inf-type" should be set to indicate a tagged interface.

In addition, "tagged-interface-type" should be specified under
"tagged-interface" container to determ nes how taggi ng needs to be
done. The current nodel defines five ways to perform VLAN taggi ng:

0o priority-tagged: Service providers encapsul ate and tag packets
between CE and PE with the frame priority |evel

0 dotlg-vlan-tagged: Service providers encapsul ate packets between
CE and PE with one or a set of custonmer VLAN | Ds (C VLANs)

0 ging: service providers encapsul ate packets that enter the
service-provider network with nultiple customer VLAN | Ds (C VLANS)
and a single VLAN tag with a single service provider VLAN
(S-VLAN) .

0 (qinany: service providers encapsul ate packets that enter the
servi ce-provider network with unknown C-VLAN and a single VLAN tag
with a single service provider VLAN (S-VLAN)

o vxlan: service providers encapsul ate packets that enter the
service-provider network with VNI and peer |ist.

The overall S-tag for the Ethernet circuit and Ctag-to-SVC napping,

i f applicable, has been placed in the service container. For the
gi nqg an gi nany options, the S-tag under "qing" and "gqi nany" shoul d
match the S-tag in the service container in nost cases, however, vlan
translation is required for the S-tag in certain deploynent at the
external facing interface or upstream PEs to "nornalize" the outer
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VLAN tag to the service S-tag into the network and transl ate back to
the site’s S-tag in the opposite direction. One exanple of this is

with a Layer 2 aggregation switch along the path: the S-tag for the

SVC has been previously assigned to another service thus can not be

used by this attachment circuit.

5.3.2.2.3. LAG Interface

Sonetinmes, the custoner may require nultiple physical |inks bundled
together to forma single, logical, point-to-point LAG connection to
the service provider. Typically, LACP (Link Aggregation Contro
Protocol) is used to dynanically rmanage addi ng or del eting nenber
links of the aggregate group. In general, a LAG allows for increased
service bandw dth beyond the speed of a single physical link while
provi ding graceful degradation as failure occurs, thus increased
availability.

In the L2SM there is a set of attributes under "LAGinterface"
related to link aggregation functionality. The customer and provider
first need to decide on whether LACP PDUs will be exchanged between
the edge devices by specifying the "LACP-state” to "On" or "Of". If
LACP is to be enabled, then both parties need to further specify
whether it will be running in active or passive node, plus the tine
interval and priority level of the LACP PDU. The custoner and

provi der can al so determine the nininum aggregate bandwi dth for a LAG
to be considered as a valid path by specifying the optional "mnini-
link" attribute. To enable fast detection of faulty |inks, mcro-BFD
[ RFC7130] runs i ndependent UDP sessions to nonitor the status of each
menber |ink. Custoner and provider should agree the BFD hell o
interval and hold tine.

Each nenmber link will be listed under the LAGinterface with basic
physical link properties. Certain attributes |like flow control,
encapsul ati on type, allowed ingress Ethertype and LLDP settings are
at the LAG | evel.

5.83.2.2.4. CVLAN ID To SVC MAP

When nore than one service is multiplexed onto the sane interface,

i ngress service franes are conditionally transmtted through one of
the L2VPN services based upon pre-arranged custonmer VLAN-to-SVC
mappi ng. Muiltiple customer VLANs can be bundl ed across the sane SVC
The bundling type will determi ne how a group of CVLANs is bundl ed
into one VPN service (i.e., VLAN Bundling).

"cvl an-id-to-svc-nap", when applicable, contains the list of custoner

VLANs that are nmapped to the sane service. |n nost cases, this wll
be the VLAN access-list for the inner 802.1q tag (the Ctag).
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A VPN Service can be set to preserve the CE-VLAN I D and CE-VLAN CoS
fromsource site to destination site. This is required when the
customer wants to use the VLAN header information between its two
sites. CE-VLAN ID Preservation and CE-VLAN CoS Preservation are
appl i ed on each site-network-access within sites. Preservation neans
that the value of CE-VLAN ID and/or CE-VLAN CoS at source site nust
be equal to the value at a destination site belonging to the same
L2VPN Servi ce

If All-to-One bundling is Enabled (i.e., bundling type is set to all-
to-one bundling), then preservation applies to all Ingress service
franes. If All-to-One bundling is Disabled, then preservation
applies to tagged I ngress service frames having the CE-VLAN | D.

5.3.2.2.5. L2CP Control Support

Custonmer and Service provider should pre-arrange whether to all ow
control plane protocol interaction between the CE devices and PE
device. To provide seam ess operation with nmulticast data transport,
the transparent operation of Ethernet control protocols (e.g.
Spanni ng Tree Protocol [I|EEE-802-1D]) can be enpl oyed by custoners.

To support efficient dynanmic transport, Ethernet multicast contro
franes (e.g., GARP/GWRP [I| EEE-802-1D]) can be used between CE and PE.
However, solutions MJST NOT assune all CEs are always running such
protocols (typically in the case where a CEis a router and is not
aware of Layer-2 details).

The destinati on MAC addresses of these L2CP PDUs fall within two
reserved bl ocks specified by the | EEE 802.1 Wrking G oup. Packet
with destination MAC in these multicast ranges have specia
forwardi ng rul es.

o Bridge Block of Protocols: 01-80-C2-00-00-00 through
01- 80- C2- 00- 00- OF

o MRP Block of Protocols: 01-80-C2-00-00-20 through
01- 80- C2- 00- 00- 2F

Layer 2 protocol tunneling allows service providers to pass

subscri ber Layer 2 control PDUs across the network wi thout being
interpreted and processed by internedi ate network devices. These
L2CP PDUs are transparently encapsul ated across the MPLS-enabl ed core
network in Qin-Q fashion.

The "L2CP-control " container contains the list of comobnly used L2CP

protocol s and paraneters. The service provider can specify DI SCARD,
PEER, or TUNNEL node actions for each individual protocol
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5.3.2.2.6. Ethernet Service OAM

The advent of Ethernet as a w de-area network technol ogy brings

addi tional requirenents of end-to-end service nonitoring and fault
managenent in the SP network, particularly in the area of service
availability and Mean Time To Repair (MITR). Ethernet Service OAMin
the L2SM nodel refers to the conbined protocol suites of | EEE 802. lag
([ EEE-802-1ag]) and ITU-T Y.1731 ([ITU-T-Y-1731]).

General | y speaking, Ethernet Service OAM enabl es service providers to
perform service continuity check, fault-isolation, and packet del ay/
jitter neasurenment at per-custoner and per-site network access
granularity. The information collected from Et hernet Service OAM
data sets is conmplenentary to other higher layer IP/MPLS OSS tools to
ensure the required service | evel agreenments (SLAs) can be neet.

The 802. lag Connectivity Fault Managenent (CFM functional nodel is
structured with hierarchical maintenance domains (Mds), each assigned
with a unique mai ntenance level. Higher level MDs can be nested over
| ower |level MDs. However, the MDs cannot intersect. The scope of
each MD can be solely within a customer network, solely within the SP
network, interact between the custoner-to-provider or provider-to-
provi der edge equi pnent, or tunnel over another SP network.

Dependi ng on the use case scenari o, one or nore maintenance end

poi nts (MEPs) can be placed on the external facing interface, sending
CFM PDUs towards the core network (Up MEP) or downstream | ink (Down
MEP) .

The "cfm 802. 1-ag" sub-contai ner under "site-network-access" presents
t he CFM mai nt enance association (MA): i.e., Down MEP for the UNI MNA
For each MA, the user can define the maintenance domain ID (MAID),
MEP | evel, MEP direction, renote MEP I D, CoS |evel of the CFM PDUs,
Continuity Check Message (CCM interval and hold tine, alarmpriority
defect, CCMpriority-type, etc.

I TUT Y.1731 Performance Monitoring (PM provides essential network
telemetry information that includes the neasurenent of Ethernet
service frame delay, frame delay variation, frame |oss, and frane
throughput. The delay/jitter measurenent can be either one-way or
two-way. Typically, a Y.1731 PM probe sends a small anount of
synthetic frames along with service frames to neasure the SLA

par anet ers.

The "y-1731" sub-contai ner under "site-network-access" contains a set
of parameters to define the PM probe information, including MAD,

| ocal and renote MEP-1D, PM PDU type, nessage period and neasurenent
interval, CoS level of the PM PDUs, |oss neasurenent by synthetic or
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service frane options, one-way or two-way delay neasurenent, PM frame
size, and session type.

5.4. Site Role

A VPN has a particular service topol ogy, as described in

Section 5.2.2. As a consequence, each site belonging to a VPN is
assigned a particular role in this topology. The site-role |eaf
defines the role of the site in a particular VPN topol ogy.

In the any-to-any VPN service topology, all sites MJST have the sane
role, which will be "any-to-any-role".

In the Hub-and- Spoke VPN service topol ogy or the Hub-and- Spoke-
Di sjoint VPN service topol ogy, sites MIST have a Hub role or a Spoke
role.

5.5. Site Belonging to Miultiple VPNs

5.5.1. Site VPN Flavor
A site may be part of one or nore VPNs. The "site-vpn-flavor"
defines the way the VPN nmultiplexing is done. There are four
possi bl e types of external facing connections associated with an
Et hernet VPN service and a site. Therefore the nodel supports four
flavors:
0 site-vpn-flavor-single: The site belongs to only one VPN

o site-vpn-flavor-nmulti: The site belongs to nultiple VPNs, and al
the | ogical accesses of the sites belong to the sane set of VPNs.

0 site-vpn-flavor-nni: The site represents an NNI where two
adm ni strative donmains belonging to the sane or different
provi ders inter-connect.

0 site-vpn-flavor-e2e: The site represents an end-to-end nulti -
segnment connecti on.

5.5.1.1. Single VPN Attachnent: site-vpn-flavor-single

The figure bel ow describes a single VPN attachment. The site
connects to only one VPN
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F +
R + Site / \
I B |
[ | ***(site-network-access#l)***| VPN1 [
| New York Office | | |
| | ***(site-network-access#2)***| |
| |- | |
o + \ /

Fom e e e - - +

5.5.1.2. MiltiVPN Attachnment: site-vpn-flavor-multi

The figure bel ow describes a site connected to nmultiple VPNs.

Fomm - oo - - +
+---/----+ \
R LR + Site / | \ |
| | eeeeeeeeeeieeeeiieieaeiiaaaaas | VPN B|
| | ***(site-network-access#l)******* | | |
| New York Office | | | | |
| | ***(site-network-access#2)****x*x |\ | /
[ == | VPN At----- [---+
R + \ /
o m e e oo +

In the exanpl e above, the New York office is nmultihoned. Both
| ogi cal accesses are using the sane VPN attachnent rules, and both
are connected to VPN A and to VPN B.

Reaching VPN A or VPN B fromthe New York office will be done via MAC
destination based forwarding. Having the same destination reachable
fromthe two VPNs may cause routing problens. The customer

adm nistration’s role in this case would be to ensure the appropriate
mappi ng of its MAC addresses in each VPN. See Section 5.5.2 and
Section 5.10.2 for nore details. See also Section 5.10.3 for BUM
support .

5.5.1.3. NNI: site-vpn-flavor-nn

A Network-to-Network Interface (NNI) scenario may be nodel ed using
the sites container. It is helpful for the SP to indicate that the
requested VPN connection is not a regular site but rather is an NN
as specific default device configuration paranmeters may be applied in
the case of NNIs (e.g., ACLs, routing policies).
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+ +
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+ +

+
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++++++++ Inter-AS | i nk ++++++++

++++++++

+ + + +
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+ + + +
+ ASBR + + ASBR +
+ + + +
+ (MAC- VRF2) - (VPN2) - ( MAC- VRF2) +
+ + + +
+H++++++ ++++++++
I I
| |
/ \ /

The figure above describes an option A NNl scenario that can be

nmodel ed using the sites container.
VPNs (VPNL and VPN2)
si t e-networ k- accesses to SP B
toinformSP B that this is an NN

5.5.1. 4.

E2E: site-vpn-flavor-e2e

In order to connect its custoner
in SP B, SP A may request the creation of sone
The site-vpn-flavor-nni will be used
and not a regular custoner site.

A end to end nmulti-segnment VPN connection to be constructed out of
connectivity segnments may be nodeled. It is helpful for the
SP to indicate the requested VPN connection is not a regular site but

sever al

r at her

is an end-to-end VPN connecti on,

as specific default device

configuration paranmeters nay be applied in case of site-vpn-flavor-
g., Q@S configuration). 1In order to establish a connection
between Site 1 in SP A and Site 2 in SP B spanning across multiple

e2e (e.

donai ns,

SP B.

Wen, et a

SP A may request the creation of end-to-end connectivity to

The site-vpn-flavor-e2e will be used to indicate that this is
an end-to-end connectivity setup and not a regular custoner site.
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.2. Attaching a Site to a VPN

Due to the nmultiple site-vpn flavors, the attachment of a site to an
L2VPN i s done at the site-network-access (logical access) |eve

through the "vpn-attachnent" container. The vpn-attachnent container
is mandatory. The nodel provides two ways to attach a site to a VPN

0o By referencing the target VPN directly.
o By referencing a VPN policy for attachnments that are nore conpl ex.

A choice is inplenented to allow the user to choose the flavor that
provi des the best fit.

5.5.2.1. Referencing a VPN

Ref erencing a vpn-id provides an easy way to attach a particul ar
| ogi cal access to a VPN. This is the best way in the case of a
single VPN attachnent. When referencing a vpn-id, the site-role
setting nust be added to express the role of the site in the target

VPN servi ce topol ogy.

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-I2vpn-svc">
<vpn-servi ces>
<vpn- servi ce>
<vpn-i d>VPNA</ vpn-i d>
<ce-vl an-preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-servi ce>
<vpn-servi ce>
<vpn-i d>VPNB</ vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocati ons>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managenent >
<si te-networ k-accesses>
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<si te-network-access>
<net wor k- access-i d>LAl</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r >450000000</ci r >
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</ si gnal i ng-t ype>
</carrierscarrier>
<svc-nt u>15l14<svc-nt u>
</ servi ce>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si te-network-access>
<net wor k- access-i d>LA2</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r >450000000</cir>
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng- t ype>bgp</ si gnal i ng- t ype>
</carrierscarrier>
<svc-mt u>1514<svc-nt u>
</ servi ce>
<vpn-attachnent >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
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</sites>
</ 2vpn-svc>

The exanpl e above describes a nmulti-VPN case where a site (SITELl) has
two | ogi cal accesses (LAl and LA2), attached to both VPNA and VPNB

5.5.2.2. VPN Policy

The "vpn-policy" list hel ps express a multi-VPN scenario where a
| ogi cal access belongs to nmultiple VPNs.

As a site can belong to nultiple VPNs, the vpn-policy list nmay be
conposed of nmultiple entries. A filter can be applied to specify
that only some LANs at the site should be part of a particular VPN
A site can be conposed by nultiple LAN segnents and each LAN segnent
can be connected to different VPN. Each tine a site (or LAN) is
attached to a VPN, the user nust precisely describe its role (site-
role) within the target VPN service topol ogy.

o e e e e e e e e e e e e e e e e e e mmmmeeeeaaa +
| Sitel ------ PE7 |
e + [ VPN2] [
I I
T + |
Site2 ------ PE3 PE4 ------ Site3 |
o + |
I I

ot m o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eo oo + |
| Site4 ------ PES5 | PE6 ------ Siteb | ]
I | |
I [ VPN3] [ |
T + |
I I

s +

In the exanpl e above, Site5 is part of two VPNs: VPN3 and VPN2. It
will play a Hub role in VPN2 and an any-to-any role in VPN3. W can
express such a multi-VPN scenario as foll ows:

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</vpn-i d>
<ce- vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
<vpn-servi ce>
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<vpn-i d>VPN3</vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos- preservati on>

</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</I|ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managenent >
<site-id>Siteb</site-id>
<vpn-pol i ci es>
<vpn-pol i cy>
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<vpn>
<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
<entries>
<i d>ENTRY2</ i d>
<vpn>
<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si te-net wor k- accesses>
<si te-network-access>
<net wor k- access-i d>LAl</ net wor k- access-i d>
<site>
<site-id>SI TEl</site-id>
<| ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocati on>
</| ocations>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managenent >
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<si te-network-accesses>
<si t e- net wor k- access>
<net wor k- access-i d>LAl</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per - cos</type>
<ci r >450000000</cir >
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-type>bgp</ si gnal i ng-type>
</carrierscarrier>
<svc-nt u>1514<svc-nt u>
</ service>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
<si te-network-access>
<net wor k- access-i d>LA2</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r >450000000</cir >
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng-t ype>bgp</ si gnal i ng-t ype>
</carrierscarrier>
<svc-ntu>15l14<svc-nt u>
</ servi ce>
<vpn-attachnent >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
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</site>
<vpn-attachment >
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
</l 2vpn-svc>

Now, if a nore-granular VPN attachnent is necessary, filtering can be
used. For exanple, if LANL fromSite5 nust be attached to VPN2 as a
Hub and LAN2 nmust be attached to VPN3, the follow ng configuration
can be used:

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPN2</vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce-vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
<vpn-servi ce>
<vpn-i d>VPN3</vpn-i d>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos- preservati on>
</ vpn-service>
</ vpn-servi ces>
<site>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</|ocation-id>
</l ocation>
</l ocations>
<manhagenent >
<t ype>cust oner - nanaged</t ype>
</ managenent >
<site-id>Siteb5</site-id>
<vpn-pol i ci es>
<vpn-policy>
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<filters>
<filter>
<type>l an</type>
<l an-tag>LAN1</| an-t ag>
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</filter>
</filters>
<vpn>

<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
<entries>
<i d>ENTRY2</i d>
<filters>
<filter>
<t ype>| an</t ype>
<l an-tag>LAN2</ | an-t ag>
</filter>
</filters>
<vpn>
<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si te- net wor k- accesses>
<si te-network-access>
<net wor k- access-i d>LAl1</ net wor k- access-i d>
<servi ce>
<svc- bandw dt h>
<bandwi dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r >450000000</cir>
<cbs>20000000</ cbs>
<ei r >1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>
<si gnal i ng- t ype>bgp</ si gnal i ng- t ype>
</carrierscarrier>
<svc-mt u>1514<svc-nt u>
</ servi ce>
<vpn-attachnent >
<vpn-pol i cy-i d>POLI CY1</vpn-policy-id>
</ vpn-attachnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
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</l 2vpn-svc>
5.6. Deciding Were to Connect the Site

The managenent systemwi ||l have to deternine where to connect each
site-network-access of a particular site to the provider network
(e.g., PE or aggregation swtch).

Thi s nodel defines paraneters and constraints that can influence the
meshi ng of the site-network-access.

The managenent system MJUST honor all custoner constraints, or if a
constraint is too strict and cannot be fulfilled, the managenent
system MJUST NOT provision the site and MJST provide information to
the user about which constraints that could not be fulfilled. How
the information is provided is out of scope for this docunent.

Whet her or not to relax the constraint would then be left up to the
user.

Paraneters such as site location (see Section 5.6.2) and access type
(see Section 5.6.3) affect the service placenent that the nmanagenent
system appl i es.

In addition to parameters and constraints, the nanagenment systenis
deci sion MAY be based on any other internal constraints that are left
up to the SP, such as |least |oad, distance, etc.

5.6.1. Constraint: Device

In the case of provider nmanagenent or co-managenent, one or nore

devi ces have been ordered by the custoner to a particular |ocation
that has already been configured. The customer may force a
particul ar site-network-access to be connected on a particul ar device
that he ordered

New York Site

LR T + Site

| B T + | -----------------------------------

| | Manhattan | |

| | CEl****x*x**x (gjte-network-access#l) **x***
I R + |

I + |

| | Brooklyn [

| | CE2****x*x*x* (gjte-network-access#2) ****x*
| +--------e-- - + |

| | oo
e +
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In the figure above, site-network-access#1 is associated with CE1 in
the service request. The SP nust ensure the provisioning of this
connecti on.

5.6.2. Constraint/Paraneter: Site Location

The | ocation information provided in this nodel MAY be used by a
managenment systemto deternmine the target PE to nmesh the site (SP
side). A particular location nust be associated with each site
networ k access when configuring it. The SP MJUST honor the

term nation of the access on the location associated with the site
networ k access (customer side). The "country-code" in the site

| ocation should be expressed as an | SO 3166 code and is simlar to
country | abel defined in [ RFC4119].

The site-network-access location is determned by the "l ocation-
flavor". |In the case of a provider-nmanaged or co-nanaged site, the
user is expected to configure a "device-reference" (device case) that
will bind the site-network-access to a particular device that the
customer ordered. As each device is already associated with a
particul ar location, in such a case the location information is
retrieved fromthe device location. |In the case of a custoner-
managed site, the user is expected to configure a "location-
reference" (location case); this provides a reference to an existing
configured location and will help with placenent.

POP#1 (New Yor k)

Fomm e - +
[ PE1 [
Site #1 ---... | PE2 |
(Atlantic City) | PE3 |
Fomm e oo - +

Fommme e - +
| PE4 |
| PE5 |
| PE6 |
e +

S Ry +
[ PE7 [
Site #2 CE#l1---... [ PES [
(Rest on) | PE9 |
E S +
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In the exanpl e above, Site #1 is a custoner-nanaged site with a
location L1, while Site #2 is a provider-nmanaged site for which a CE
(CE#1) was ordered. Site #2 is configured with L2 as its |ocation
When configuring a site-network-access for Site #1, the user wll
need to reference location L1 so that the nmanagenent systemw || know
that the access will need to termnate on this location. Then, for
di stance reasons, this managenment system may nesh Site #1 on a PE in
the Philadel phia POP. It may al so take into account resources

avail able on PEs to deternine the exact target PE (e.g., |east

| oaded). For Site #2, the user is expected to configure the site-
net wor k- access with a device-reference to CE#1 so that the nanagenent
systemwi || know that the access nust terninate on the |ocation of
CE#1 and nmust be connected to CE#1. For placenent of the SP side of
the access connection, in the case of the nearest PE used, it may
mesh Site #2 on the Washi ngt on PCP

5.6.3. Constraint/Paranmeter: Access Type

The managenent system needs to elect the access nedia to connect the
site to the custoner (for exanple, xDSL, |eased |line, Ethernet
backhaul ). The customer may provi de sone paraneters/constraints that
will provide hints to the managenent system

The bearer container information SHOULD be the first piece of
i nformation consi dered when making this decision

0 The "requested-type" parameter provides information about the
medi a type that the custoner would like to use. If the "strict"
leaf is equal to "true", this MJST be considered a strict
constraint so that the managenent system cannot connect the site
with another nedia type. |If the "strict" leaf is equal to "false"
(default) and if the requested nedia type cannot be fulfilled, the
managenent system can sel ect another media type. The supported
medi a types SHOULD be communi cated by the SP to the custoner via a
mechani smthat is out of scope for this docunent.

0 The "always-on" |eaf defines a strict constraint: if set to true,
t he managenment system MJST el ect a nmedia type that is "al ways-on"
(e.g., this neans no dial access type).

0 The "bearer-reference" paraneter is used in cases where the
customer has already ordered a network connection to the SP apart
fromthe L2VPN site and wants to reuse this connection. The
string used is an internal reference fromthe SP and describes the
al ready-avail abl e connection. This is also a strict requirenent
that cannot be relaxed. How the reference is given to the
custoner is out of scope for this docunent, but as an exanple,
when the custoner ordered the bearer (through a process that is
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out of scope for this nodel), the SP may have provi ded the bearer
reference that can be used for provisioning services on top

Any other internal paraneters fromthe SP can al so be used. The
managenent system MAY use other paraneters, such as the requested
"svc-input - bandwi dt h" and "svc-out put - bandwi dt h", to hel p decide
whi ch access type to use.

5.6.4. Constraint: Access Diversity

Each site-network-access may have one or nore constraints that woul d
drive the placenment of the access. By default, the nodel assunes
that there are no constraints, but allocation of a unique bearer per
site-network-access is expected.

In order to help with the different placenent scenarios, a site-

net wor k- access nay be tagged using one or nmultiple group identifiers.
The group identifier is a string, so it can accommpdate both explicit
nami ng of a group of sites (e.g., "nultihonmed-setl") and the use of a
nunbered identifier (e.g., 12345678). The neani ng of each group-id
is local to each custonmer adm nistrator, and the nanagenent system
MUST ensure that different customers can use the sane group-ids. One
or nore group-ids can also be defined at the site level; as a
consequence, all site-network-accesses under the site MJST inherit
the group-ids of the site they belong to. Wen, in addition to the
site group-ids sone group-ids are defined at the site-network-access
| evel , the managenent system MJST consi der the union of all groups
(site level and site network access level) for this particular site-
net wor k- access.

For an al ready-configured site-network-access, each constraint MJST
be expressed against a targeted set of site-network-accesses. This
site-network-access (i.e. the already-configured site-network-access)
MUST never be taken into account in the targeted set of site-network-
accesses. For exanple, "My site-network-access S nust not be
connected on the sane POP as the site-network-accesses that are part

of Goup 10." The set of site-network-accesses agai nst which the
constraint is evaluated can be expressed as a list of groups, "all-
ot her-accesses”, or "all-other-groups”. The all-other-accesses

option nmeans that the current site-network-access constraint MJST be
eval uated against all the other site-network-accesses belonging to
the current site. The all-other-groups option neans that the
constraint MJUST be eval uated against all groups that the current
site-network-access does not belong to.

The current nodel defines nmultiple constraint-types:
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0 pe-diverse: The current site-network-access MJST NOT be connected
to the same PE as the targeted site-network-accesses.

0 pop-diverse: The current site-network-access MJUST NOT be connected
to the same POP as the targeted site-network-accesses.

0o linecard-diverse: The current site-network-access MJST NOT be
connected to the sane |linecard as the targeted site-network-
accesses. Note that custonmer can request lincard-diverse for
site-network-accesses, but the specific linecard identifier used
shoul d not be exposed to custoner.

0 bearer-diverse: The current site-network-access MIUST NOT use
comon bearer conmponents conpared to bearers used by the targeted
site-network-accesses. "bearer-diverse" provides sone |evel of

diversity at the access level. As an exanple, two bearer-diverse
site-network-accesses nust not use the same DSLAM BAS, or Layer 2
swi tch.

0 same-pe: The current site-network-access MJST be connected to the
same PE as the targeted site-network-accesses.

0 sane-bearer: The current site-network-access MIST be connect ed
using the same bearer as the targeted site-network-accesses.

These constraint-types can be extended through augnentation. Each
constraint is expressed as "The site-network-access S nust be
<constraint-type> (e.g., pe-diverse, pop-diverse) fromthese <target>
si t e- net wor k- accesses. "

The group-id used to target some site-network-accesses nay be the
same as the one used by the current site-network-access. This eases
the configuration of scenarios where a group of site-network-access
poi nts has a constraint between the access points in the group

5.7. Route Distinguisher and Network Instance Allocation

The route distinguisher (RD) is a critical paraneter of BGP-based
L2VPNs as described in [ RFC4364] that provides the ability to

di stingui sh common addressing plans in different VPNs. As for route
targets (RTs), a managenent systemis expected to allocate a MAC VRF
on the target PE and an RD for this MAC-VRF. This RD MJST be uni que
across all MAC- VRFs on the target PE

If a MAGC-VRF already exists on the target PE and the MAC-VRF fulfills
the connectivity constraints for the site, there is no need to
recreate another MAC-VRF, and the site MAY be nmeshed within this

exi sting MAC-VRF. How the nanagenent system checks that an existing
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MAC-VRF ful fills the connectivity constraints for a site is out of
scope for this docunent.

If no such MAC-VRF exists on the target PE, the nmanagenent system has
toinitiate the creation of a new MAC-VRF on the target PE and has to
all ocate a new RD for this new MAC VRF.

The managenent system MAY apply a per-VPN or per-MAC VRF all ocation
policy for the RD, depending on the SPs policy. 1In a per-VPN

al l ocation policy, all MAC-VRFs (dispatched on nmultiple PEs) within a
VPN wi || share the sane RD value. 1In a per-MAC VRF nodel, all MG
VRF shoul d al ways have a uni que RD value. Sone other allocation
policies are al so possible, and this docunent does not restrict the
al l ocation policies to be used.

The al l ocation of RDs MAY be done in the same way as RTs. The
exanpl es provided in Section 5.2.2.1 could be reused in this
scenari o.

Note that an SP MAY configure a target PE for an automated all ocation
of RDs. In this case, there will be no need for any backend system
to allocate an RD val ue.

5.8. Site Network Access Availability

A site may be nultihoned, meaning that it has multiple site-network-
access points. Placenent constraints defined in previous sections
will help ensure physical diversity.

When the site-network-accesses are placed on the network, a customer
may want to use a particular routing policy on those accesses. The
"site-network-access/availability" container defines parameters for
site redundancy. The "access-priority" |eaf defines a preference for
a particular access. This preference is used to nodel | oad-bal ancing
or primary/backup scenarios. The higher the access-priority val ue,
the higher the preference will be. The "redundancy node" attribute
is defined for an nmulti-hom ng site and used to nodel single-active
and active/active scenarios. It allows for multiple active paths in
forwardi ng state and for | oad-bal anci ng opti ons.

The figure bel ow descri bes how the access-priority attribute can be
used.
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Hub#1 LAN ( Pri mary/ backup) Hub#2 LAN (Load- shari ng)
I I
| access-priority 1 access-priority 1 |
[--- CE1l ------- PE1 PES --------- CE3 ---
| |
[--- CE2 ------- PE2 PE4 --------- CE4 ---
| access-priority 2 access-priority 1 |

PES5
I
I
|
CE5

|
Spoke#1 site (Single-honed)

In the figure above, Hub#2 requires |oad-sharing, so all the site-
net wor k- accesses nust use the same access-priority value. On the

ot her hand, as Hub#1 requires a primary site-network-access and a
backup site-network-access, a higher access-priority setting will be
configured on the prinmary site-network-access.

Scenarios that are nore conplex can al so be nodel ed. Let’'s consider
a Hub site with five accesses to the network (Al, A2, A3, A4, and
A5). The customer wants to |oad-share its traffic on AL and A2 in
the nominal situation. If Al and A2 fail, the custoner wants to

| oad-share its traffic on A3 and A4; finally, if all of Al to A4 are
down, he wants to use A5. W can nodel this easily by configuring
the followi ng access-priority values: A1=100, A2=100, A3=50, A4=50,
A5=10.

The access-priority scenario has sone limtations. An access-
priority scenario like the previous one with five accesses but with
the constraint of having traffic |oad-shared between A3 and A4 in the
case where just one of Al or A2 is down is not achievable. But the
access-priority attribute defined will cover nost of the depl oynent
use cases, and if necessary the nodel can be extended via
augnmentation to support additional use cases.

5.9. SVC Mru
The maxi mum MIU of subscri ber service frames can be derived fromthe

physical interface MU by default, or specified under the "svc-ntu"
leaf if it is different than the default nunber.
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5.10. Service

The "service" container defines service paraneters associated with
the site.

5.10.1. Bandwi dth

The service bandwi dth refers to the bandw dth requirenent between CE
and PE and can be represented using Conmitted I nformation

Rate(CIR), Excess Infornmation Rate(ElR), Peak Information Rate(PIR).
The requested bandwi dth is expressed as ingress bandwi dth and egress
bandwi dth. Ingress/egress direction uses the custoner site as the
poi nt of reference: Ingress direction bandw dth neans downl oad
bandwi dth for the site, and egresss bandw dth neans upl oad bandw dt h
for the site.

The service bandwi dth is only configurable at the site-network-access
level (i.e., for the site network access associated with the site).

Using a different ingress and egress bandwidth will allow service
provider to know if a custonmer allows for asymmetric bandw dt h access
like ADSL. It can also be used to set the rate linmt in a different

way for upload and downl oad on symmetric bandw dth access.

The svc-bandwi dth has specific type. This docurment defines four
types:

0 bw per-access Bandwi dth is per connection or site network access,
providing rate enforcenent for all service franes at the interface
that are associated with a particular network access.

0 bw per-cos Bandwidth is per cos, providing rate enforcenent for
all service frames for a given class of service with specific cos-
id.

0 bw per-svc bandwidth is per site, providing rate enforcenent for
all service frames that are associated with a particular VPN
servi ce.

0 opaque bandwidth is the total bandwidth that is not associated
with any particular cos-id, vpn service identified with the vpn-
id, or site network access id.

The svc-bandwi dth must include a "cos-id" paraneter if the "type is
set as 'bw per-cos’. The cos-id can be assigned based on the | EEE
802. 1p value in the Ctag, or on the DSCP in the Ethernet Frane
header. Service franes are netered agai nst the bandwidth profile
based on the cos-identifier.
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The svc-bandwi dth rmust be associated with a specific "site-network-
access-id" parameter if the "type’ is set as ’'bw per-access’

Mul tiple bandwi dt hs per cos-id can be associated with the sane Site
Net wor k access.

The svc-bandwi dth nust include a specific "vpn-id" paranmeter if the
"type' is set as 'bwper-svc’. Miltiple bandwi dths per cos-id can be
associ ated with the sane Ethernet VPN service.

5.10.2. QS
The nodel defines QoS paraneters as an abstraction:

0 qos-classification-policy: Defines a set of ordered rules to
classify custoner traffic.

0 qos-profile: Provides a QS scheduling profile to be applied.
5.10.2.1. QS Cassification

QS classification rules are handl ed by qos-classification-policy.
The qgos-classification-policy is an ordered list of rules that match
a flow or application and set the appropriate target class of service
(target-class-id). The user can define the match using a nore
specific flow definition (based on | ayer 2 source and destinati on MAC
addresses, cos, dscp, cos-id, color-id, etc.). A "color-id" will be
assigned to a service frane to identify its QS profile conformance
A service frane is "green" if it is conformant with the "committed"
rate of the bandwidth profile. A Service Frane is "yellow' if it is
exceeding the "committed" rate, but conformant with the "excess" rate
of the bandwidth profile. Finally, a service frane is "red" if it is
conformant with neither the "commtted" nor "excess" rates of the
bandwi dth profile.

When a flow definition is used, the user can use a target-sites |eaf-
list to identify the destination of a flow rather than using
destination addresses. |In such a case, an association between the
site abstraction and the MAC addresses used by this site nust be done
dynamically. How this association is done is out of scope for this
docunent. The association of a site to an L2VPN is done through the
"vpn-attachnment" container. Therefore, the user can also enploy the
"target-sites" leaf-list and "vpn-attachnent"” to identify the
destination of a flow targeted to specific VPN service. A rule that
does not have a match statenent is considered as a match-all rule. A
service provider may inplenment a default termnal classification rule
if the custoner does not provide it. It will be up to the service
provider to determine its default target class. This nodel defines
some applications, but new application identities my be added
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t hrough augnentati on. The exact neaning of each application identity
is uptothe SP, soit will be necessary for the SP to advise the
customer on the usage of application matching.

5. 10.

2.2. QS Profile

A user can choose between the standard profile provided by the
operator or a customprofile. The qos-profile defines the traffic
scheduling policy to be used by the service provider

A custom qos-profile is defined as a |ist of class of services and
associ ated properties. The properties are:

0

\én,

direction: Used to specify the direction to which the qos-profile
is applied. This nodel supports "Site-to-WAN' direction, "WAN-toO-
Site" direction, and "both" directions. By default, "both"
directions is used. |In case of "both" directions, the provider
shoul d ensure scheduling according to the requested policy in both
traffic directions (SP to custoner, and custoner to SP). As an
exanpl e, a device-scheduling policy may be inplenented on both the
PE side and the CE side of the WAN link. 1In case of "WAN-to-Site"
direction, the provider should ensure scheduling fromthe SP
network to the custoner site. As an exanple, a device- scheduling
policy may be inplenented only on the PE side of the WAN |ink
towards the custoner.

policing: The optional "policing" indicates whether policing
should apply to one-rate two-colors or to two-rates three-colors.

byt e-of fset: The optional "byte-offset" indicates how nany bytes
in the service frane header are excluded fromrate enforcenent.

frame-del ay: Used to define the | atency constraint of the class.
The | atency constraint can be expressed as the | owest possible

| atency, or as a latency boundary expressed in nmilliseconds. How
this latency constraint will be fulfilled is up to the service
provi der inplenmentation: a strict priority queuei ng nechani sm may
be used on the access and in the core network, or a low | atency
routing path may be created for this traffic class.

frane-jitter: Used to define the jitter constraint of the class.
The jitter constraint can be expressed as the | owest possible
jitter, or as a jitter boundary expressed in nicroseconds. How
this jitter constraint will be fulfilled is up to the service
provi der inplenentation: a strict priority queuei ng nechani sm may
be used on the access and in the core network, or a jitter-aware
routing path may be created for this traffic class.
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0 bandwi dth: used to define a guaranteed anount of bandwi dth for the
class of service. It is expressed as a percentage. The
"guar ant eed- bw percent” paraneter uses avail abl e bandwi dth as a
reference. The avail abl e bandw dth should not fall bel ow the
Conmitted Infornation Rate (CIR) defined under svc-input-bandw dth
or svc-output-bandwi dth. When the qos-profile container is
i npl emented on the CE side, svc-output-bandwidth is taken into
account as a reference. Wien it is inplemented on the PE side,
svc-input-bandwi dth is used. By default, the bandw dth
reservation is only guaranteed at the access level. The user can
use the "end-to-end" leaf to request an end-to-end bandw dth
reservation, including across the MPLS transport network. (In
other words, the SP will activate something in the MPLS core to
ensure that the bandwi dth request fromthe custoner will be
fulfilled by the MPLS core as well.) Howthis is done (e.qg.
RSVP- TE reservation, controller reservation) is out of scope for
t hi s docunent.

In addition, due to network conditions, sone constraints nay not be
completely fulfilled by the SP; in this case, the SP shoul d advise
the customer about the limtations. How this conmunication is done
is out of scope for this docunent.

5.10.3. Broadcast Milticast Unknow Uni cast Support

The "broadcast - unknown-uni cast-mnul ticast" contai ner defines the type
of site in the customer nulticast service topol ogy: source, receiver
or both. These paraneters will help the nmanagenent system optim ze
the nulticast service

Multiple multicast group-to-port mappings can be created using the
"mul ticast-gp-address-mapping” list. The "nulticast-gp-address-

mappi ng" defines nulticast group address and port LAG nunber. Those
paraneters will help the SP sel ect the appropriate association
between interface and nulticast group to fulfill the custoner service
requi renent.

A whol e Layer-2 nulticast frane (whether for data or control) should
not be altered froma CE to CEs except for the VLAN ID field,
ensuring that it is transparently transported. |If VLAN IDs are
assigned by the SP, they can also be altered.

For point-to-point services, the provider only needs to deliver a
singl e copy of each service frame to the renote PE, regardless

whet her the destinati on MAC address of the incom ng frane is unicast,
mul ti cast or broadcast. Therefore, all service franes should be
del i vered unconditionally.
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BUM ( Br oadcast - UnknownUni cast-Mul ticast) frane forwarding in

mul ti point-to-multipoint services, on the other hand, involves both

| ocal flooding to other attachnent circuits on the same PE and renote
replication to all other PEs, thus consunmes additional resources and
core bandwi dth. Special BUM frane disposition rules can be

i mpl emrented at external facing interfaces (UNl or E-NNI) to rate-
limt the BUMfranes, in term of nunber of packets per second or bits
per second.

The threshold can apply to all BUMtraffic, or one for each category.
5.11. Site Managenent
The "managenent" sub-container is intended for site managenent
options, depending on the device ownership and security access
control. The followi ngs are three combn managenent nodel s:
CE Provi der Managed: The provider has the sole ownership of the CE
device. Only the provider has access to the CE. The
responsi bility boundary between SP and custoner is between CE and
customer network. This is the nbst conmon use case.

CE Custonmer Managed: The custoner has the sole ownership of the CE

device. Only the customer has access to the CE. In this nodel,
the responsibility boundary between SP and customer is between PE
and CE.

CE Co-managed: The provider has ownership of the CE device and
responsi ble for managing the CE. However, the provider grants the
customer access to the CE for sonme configuration/monitoring
purposes. |In this co-managed node, the responsibility boundary is
the sane as for the provider-nanaged nodel

The sel ected managenent node is specified under the "type" leaf. The
"address" | eaf stores CE device managenent addressing infornation.
And the "managenent-transport" leaf is used to identify the transport
protocol for managenent traffic: IPv4 or | Pv6. Additional security
options may be derived based on the particul ar managenent node

sel ect ed.

5.12. MAC Loop Protection

MAC address fl appi ng between different physical ports typically
indicates a bridge loop condition in the custoner network.

M sl eading entries in the MAC cache table can cause service franmes to
circulate around the network indefinitely and saturate the |inks

t hroughout the provider’'s network, affecting other services in the
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sane network. |In case of EVPN, it also introduces massive BGP
updates and control plane instability.

The service provider may opt to inplenent a switching | oop prevention
mechani sm at the external facing interfaces for nmultipoint-to-
mul ti point services by inposing a MAC address nove threshol d.

The MAC nove rate and prevention-type options are listed in the "mac-
| oop- preventi on” contai ner

5.13. MAC Address Limt

The optional "mac-address-limit" container contains the custoner MAC
address limt and information to describe the action when the linit
is exceeded and the aging tine for a MAC address.

When multiple services are provided on the sane network el ement, the
MAC address table (and the Routing Information Base space for MAC
routes in the case of EVPN) is a shared comon resource. Service
provi ders may inpose a maxi mum nunber of MAC addresses | earned from
the customer for a single service instance by using "mac-limt’|eaf,
and nmay use 'action’ leaf to specify the action when the upper linmt
i s exceeded: drop the packet, flood the packet, or sinply send a
war ni ng | og nessage.

For point-to-point services, if MAC learning is disabled then the MAC
address limt is not necessary.

5.14. Enhanced VPN Feat ures
5.14.1. Carriers’ Carriers

In the case of Carriers’ Carrier (CsC) [RFC6624], a custoner may want
to build an MPLS service using an L2VPN to carry its traffic.
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LAN custonerl

(vrf_cust1)

CE1_|I SP1
| | SP1 POP
| MPLS link
I
I
(vrf 1SP1)
PE1
(...) Provi der backbone
PE2
(vrf 1SP1)
I
I ____________
| MPLS link
| | SP1 POP
CE2_| SP1

(vrf_custl)

LAN custonerl

In the figure above, ISPl resells an L2VPN service but has no core

network infrastructure between its POPs. |SP1 uses an L2VPN as the
core network infrastructure (belonging to another provider) between
its POPs.

In order to support CsC, the VPN service nmust indicate MPLS support
by setting the "carrierscarrier"” leaf to true in the vpn-service
list. The link between CEl | SP1/PE1 and CE2_| SP1/PE2 nust al so run
an MPLS signalling protocol. This configuration is done at the site
| evel

In this nodel, LDP or BGP can be used as the MPLS signalling
protocol. |In the case of LDP, an I GP routing protocol MJST al so be
activated. 1In the case of BGP signalling, BG MJIST al so be
configured as the routing protocol
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If CsCis enabled, the requested "svc-nmtu" leaf will refer to the
MPLS MIU and not to the link MIU

5.15. External |ID References

The service nodel sonetimes refers to external information through
identifiers. As an exanple, to order cloud-access to a particul ar

cl oud service provider (CSP), the nodel uses an identifier to refer
to the targeted CSP. |If a custoner is directly using this service
nodel as an APl (through RESTCONF or NETCONF, for exanple) to order a
particul ar service, the SP should provide a list of authorized
identifiers. |In the case of cloud-access, the SP will provide the
associated identifiers for each avail able CSP. The sane applies to
other identifiers, such as std-qos-profile.

As an usage exanple, the renote-carrier-nane is used in the NNI case
because it should be known by the current L2VPN Service Provider it
is connecting. While cloud-identifier should be known by both the
current L2VPN Service Provider and the customer because it is applied
to public cloud or internet access.

How an SP provi des the neani ngs of those identifiers to the custoner
is out of scope for this docunent.

5.16. Defining NNI's and I nter-AS support

An aut ononobus system (AS) is a single network or group of networks
that is controlled by a commbn system admi nistration group and that
uses a single, clearly defined routing protocol. |In sonme cases, VPNs
need to span different ASes in different geographic areas or span
different SPs. The connection between ASes is established by the SPs
and is seam ess to the customer. Exanples include

0 A partnership between SPs (e.g., carrier, cloud) to extend their
VPN servi ces sean essly.

0 An internal administrative boundary within a single SP (e.g.
backhaul versus core versus data center).

NNl s have to be defined to extend the VPNs across nultiple ASes.
[RFCA761] defines multiple flavors of VPN NNl inplenentation. Each

i mpl ementation has pros and cons; this topic is outside the scope of
this docunent. For exanple, in an Inter-AS option A autononous
system border router (ASBR) peers are connected by nultiple
interfaces with at |east one of those interfaces spanning the two
ASes while being present in the sane VPN. | n order for these ASBRs
to signal |abel blocks, they associate each interface with a Virtua
Switching (MAC-VRF) instance and a BGP session. As a result, traffic
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bet ween the back-to-back VPLS is Ethernet. In this scenario, the
VPNs are isolated fromeach other, and because the traffic is

Et hernet, QoS mechani snms that operate on Ethernet traffic can be
applied to achi eve custoner service |level agreenents (SLAs).

/ \ / \ / \
| O oud I I I I I
| Provider |----- NNl ----- | |----NNI---| Data Center
| #1 I I I I I
\ / | | \ /
________ | | e -
I I
-------- | My net wor k | R
/ \ [ [ / \
| Coud I I I I I
| Provider |----- NNI----- | [---NNI---|] L2VPN |
|  #2 [ [ [ | Partner [
\ / | | I I
-------- | | | |
\ / [ [
—————————————— \ /
I
I
NNI
I
|
/ \

The figure above describes an SP network called "My network" that has
several NNIs. This network uses NNI's to:

0 increase its footprint by relying on L2VPN partners.
0 connect its own data center services to the custoner L2VPN

0 enable the custoner to access its private resources located in a
private cloud owned by sone CSPs.
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5.16.1. Defining an NNl with the Option A Flavor

AS A AS B
/ \ / \
I
++++++++ I nter-AS |ink +++++++++
+ + + +
+(MAC- VRF1) - - (VPN1) - - ( MAC- VRF1) +
+ + + +
+ ASBR + + ASBR +
+ + + +

+( MAC- VRF2) - - (VPN2) - - ( MAC- VRF2) +
+ + + +

++++++++ +++++++++

++++++++ I nter-AS |ink +++++++++

+ + + +
+( MAC- VRF1) - - (VPNL) - - (MAG- VRF1) +
+ + + +
+ ASBR + + ASBR +
+ + + +

+( MAC- VRF2) - - (VPN2) - - ( MAC- VRF2) +
+ + + +

++++++++ +++++++++

In option A, the two ASes are connected to each other with physica
links on ASBRs. For resiliency purposes, there may be nultiple

physi cal connections between the ASes. A VPN connection -- physica
or logical (on top of physical) -- is created for each VPN that needs
to cross the AS boundary, thus providing a back-to-back VPLS nodel.

From a service nodel s perspective, this VPN connection can be seen
as a site. Let's say that AS B wants to extend sone VPN connections
for VPN C on AS AL The administrator of AS B can use this service
nodel to order a site on AS A Al connection scenarios could be
realized using the features of the current nodel. As an exanple, the
figure above shows two physical connections that have | ogica
connections per VPN overlaid on them This could be seen as a multi-
VPN scenario. Also, the adnministrator of AS B will be able to choose
the appropriate routing protocol (e.g., E-BGP) to dynamically
exchange routes between ASes.
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Thi s docunent assumes that the option A NNl flavor SHOULD re-use the
exi sting VPN site nodeling.

Exanpl e: a custonmer wants its CSP Ato attach its virtual network N
to an existing L2VPN (VPNLl) that he has from L2VPN SP B

CSP A L2VPN SP B
/ \ / \
I I I I I
| VM --| ++++++++ NNI ++++++++++ | --- VPN1L
| | + + + + | Site#l
| [------- +( MAC- VRF1) - (VPN1) - ( MAC- VRF1) + |
| | + + + + |
[ | + ASBR + + ASBR + |
[ [ + + + + [
| | ++++++++ ++++++++4++ |
| VWM--| [ [ | --- VPNL
[ | Virtual [ [ [ Site#2
| | Network | | |
| VM--| [ [ | --- VPNL
| | | | [ Site#3
\ / \ /
I
I
VPNL
Site#4d

To create the VPN connectivity, the CSP or the customer may use the
L2VPN servi ce nodel that SP B exposes. W could consider that, as
the NNI is shared, the physical connection (bearer) between CSP A and
SP B already exists. CSP A may request through a service nodel the
creation of a new site with a single site-network-access (single-
homing is used in the figure). As a placenent constraint, CSP A nmay
use the existing bearer reference it has fromSP A to force the

pl acement of the VPN NNI on the existing link. The XM bel ow
illustrates a possible configuration request to SP B

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf: parans: xm:ns:yang:ietf-|2vpn-svc">
<vpn-profil es>
<val i d-provi der-identifiers>
<qos-profile-identifier>
<i d>G0LD</i d>
</ qos-profile-identifier>
<qos-profile-identifier>
<i d>PLATI NUMK/ i d>
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\én,

</ qos-profile-identifier>
</valid-provider-identifiers>
</vpn-profil es>
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNLl</vpn-id>
<ce-vl an- preservati on>true</ce-vl an- preservati on>
<ce-vl an-cos- preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>CSP_A attachnment</site-id>
<l ocati ons>
<l ocati on>
<l ocati on-i d>NY1</| ocati on-i d>
<city>Ny</city>
<count ry- code>US</ count ry- code>
</l ocation>
</l ocati ons>

<site-vpn-flavor>site-vpn-flavor-nni</site-vpn-flavor>

<si te- net wor k- accesses>
<si te-network-access>
<net wor k- access-i d>CSP_A VN1</ net wor k- access-
<connecti on>
<encapsul ati on-type>vl an</ encapsul at i
<et h-i nf -t ype>t agged</ et h-i nf-type>
<t agged-i nterface>
<t agged-i nf-type>dot 1q </tagged-i nf
<dot 1g- vl an-t agged>
<cvl an-id>17</cvl an-i d>
</ dot 1g- vl an-t agged>
</tagged-interface>
</ connecti on>
<servi ce>
<svc- bandwi dt h>
<bandw dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r >450000000</ ci r >
<cbs>20000000</ cbs>
<ei r>1000000000</ €i r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandw dt h>
<carrierscarrier>

i d>

on-type>

-type>

<si gnal i ng-type>bgp</si gnal i ng-type>

</carrierscarrier>
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<vpn-i d>12456487</ vpn-i d>
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<site-rol e>spoke-rol e</site-rol e>

</ vpn-attachnent >

</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
<managenent >
<t ype>cust oner - nanaged</t ype>
</ managenent >

</site>

</sites>
</l 2vpn-svc>

The case described above is different froma scenario using the

cl oud- accesses cont ai ner

as the cloud-access provides a public cloud

access while this exanple enables access to private resources | ocated

in a CSP networKk.

5.16. 2.

Defining an NNl with the Option B Flavor

Wen, et al

\ /
++++L+++ Inter-AS |ink +++L++++
+ + + +
+ + + +
+ ASBR +<---MP-BGP---->+ ASBR +
+ + + +
+ + + +
++++++++ ++++++++

++++++++ I nter-AS |ink ++++++++

+ + + +
+ + + +
+ ASBR +<- - - MP- BGP- - - - >+ ASBR +
+ + + +
+ + + +
++++++++ +4++++++

I I

I I

/ \
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In option B, the two ASes are connected to each other with physica
links on ASBRs. For resiliency purposes, there may be multiple
physi cal connections between the ASes. The VPN "connection” between
ASes i s done by exchangi ng VPN routes through MP-BGP [ RFC4761].

There are multiple flavors of inplenmentations of such an NNI. For
exanpl e:

1. The NNI is internal to the provider and is situated between a
backbone and a data center. There is enough trust between the
domains to not filter the VPN routes. So, all the VPN routes are
exchanged. RT filtering nmay be inplenented to save sone
unnecessary route states.

2. The NNl is used between providers that agreed to exchange VPN
routes for specific RTs only. Each provider is authorized to use
the RT values fromthe other provider

3. The NNI is used between providers that agreed to exchange VPN
routes for specific RTs only. Each provider has its own RT
schene. So, a custonmer spanning the two networks will have
different RTs in each network for a particular VPN

Case 1 does not require any service nodeling, as the protocol enables
t he dynam ¢ exchange of necessary VPN routes.

Case 2 requires that an RT-filtering policy on ASBRs be mai ntai ned.
From a service nodeling point of view, it is necessary to agree on
the list of RTs to authorize.

In Case 3, both ASes need to agree on the VPN RT to exchange, as well
as howto map a VPN RT fromAS Ato the corresponding RT in AS B (and
Vi ce versa).

Those nodelings are currently out of scope for this docunent.
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CSP A L3VPN SP B

/ \ / \

I I I I I
| VM --| ++++++++ NNI ++++++++ | --- VPNL
[ [ + + + + [ Site#l

| [------- + + + + [

[ [ + ASBR +<- MP- BGP- >+ ASBR + [

[ [ + + + + [

| | ++++++++ ++++++++ |
| VWM--| [ [ | --- VPNL
[ | Virtual [ [ [ Site#2

| | Net wor k | | |
| VM--| [ [ | --- VPNL
[ [ [ [ [ Site#3

\ / | |

----------------- | |

\ /

I
I
VPNL
Site#d

The exanpl e above describes an NNI connection between CSP A and SP
network B. The SPs do not trust each other and use different RT

all ocation policies. So, in terns of inplenentation, the custoner
VPN has a different RT in each network (RT Ain CSP A and RT Bin SP
network B). In order to connect the custoner’s virtual network in
CSP A to the customer’s L2VPN (VPN1) in SP network B, CSP A should
request that SP network B open the customer VPN on the NNI (accept
the appropriate RT). Wo does the RT translation depends on the
agreenent between the two SPs: SP B may pernmit CSP A to request VPN
(RT) translation.

5.16.3. Defining an NNl with the Option C Flavor
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++++++++ Mul tihop E- BGP ++++++++

+ + + +
+ + + +
+ RGW +<----MP-BGP---->+ RGN +
+ + + +
+ + + +
++++++++ ++++++++

++++++++ I nter-AS |ink ++++++++

+ + + +
+ + + +
+ ASBR + + ASBR +
+ + + +
+ + + +
+H++++++ ++++++++

++++++++ Inter-AS | i nk ++++++++

+ + + +
+ + + +
+ ASBR + + ASBR +
+ + + +
+ + + +
R +4+++t++
I I
I I
\ / \ /

From a VPN service's perspective, the option CNN is very sinmlar to
option B, as an MP-BGP session is used to exchange VPN routes between
the ASes. The difference is that the forwarding plane and the
control plane are on different nodes, so the MP-BGP session is
mul ti hop between routing gateway (RGN nodes. Froma VPN service’s
poi nt of view, nobdeling options B and Cwll be identical
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5.17. Applicability of L2SM nodel in Inter-Provider and | nter-Domain
Orchestration

In the case where the ASes belong to different providers, one mght
i magi ne that providers would like to have fewer signaling sessions
crossing the AS boundary and that the entities that terninate the
sessions could be restricted to a smaller set of devices. Two
approaches can be taken:

a. Inter-provider control connections to run only between the two
border routers

b. Alow an end-to-end, nulti-segment connectivity to be constructed
out of several connectivity segments, w thout maintaining an end-
to-end control connecti on.

I nter-provider control connection described in (a) can be realized
usi ng techni ques of Section 5.15 (i.e., defining NNI). Milti-segnent
connectivity described in (b) can produce an inter-AS solution that
nmore cl osely resenbles option (b) in [RFC4364]. 1t may be realized
using stitching of per-site connectivity and service segnents at
different domains, e.g., end-to-end connectivity between Site_1 and
Site 3 spans nmultiple donmains (e.g., Metro networks) and can be
constructed by stitching network access connectivity within Site_1
with SEGL, SEG3, SEG4 and network access connectivity within Site_3
(as shown in the following figure). The assunption is that service
the orchestration conmponent in Figure 3 should have visibility of the
conpl ete abstract topology and resource availability. This may rely
on network pl anning.

Not e that SEGL, SEQ?, SEG3, SEHA, SEGS, SEGE can al so be regarded as
net wor k access connectivity within a site and can be created as a
normal site using L2SM servi ce nodel

+- -+ +---+ +---+ +- -+
Site_1| PE| ==SEGl== | ==SEG3== | ==SEG4==| PE| Site_3
+- -+ +---+ | | +- -+
| | | | e
I || | || I
+- -+ +---+ | | +---+ +- -+
Site_2| PE| ==SEQ2== | ==SEG5== | ==SEG6== | ==SEG7==| PE| Site_4
+- -+ +---+ +---+ +---+ +- -+
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In this figure, we use BGP redistribution of L2VPN NLRIs from AS to
nei ghboring AS. First, the PE routers use BGP to redistribute L2VPN
NLRI s either to an ASBR, or to a route reflector of which an ASBR is
a client. The ASBR then uses BGP to redistribute those L2VPN NLRI to
an ASBR i n another AS, which in turn distributes themto the PE
routers in that AS, or perhaps to another ASBR which in turn

di stributes them and so on

In this case, a PE can |earn the address of an ASBR through which it
coul d reach another PE to which it wishes to establish a
connectivity. That is, a local PEwill receive a BGP adverti senent
contai ni ng L2VPN NLRI corresponding to an L2VPN instance in which the
| ocal PE has sone attached nenbers. The BGP next-hop for that L2VPN
NLRI will be an ASBR of the local AS. Then, rather than building a
control connection all the way to the renote PE, it builds one only
to the ASBR. A connectivity segnent can now be established fromthe
PE to the ASBR. The ASBR in turn can establish a connectivity to the
ASBR of the next AS, and stitching that connectivity to the
connectivity fromthe PE as described in [RFC6073]. Repeating the
process at each ASBR | eads to a sequence of connectivity segments
that, when stitching together, connect the two PEs.

Note that in the approach just described, the |ocal PE nay never
learn the I P address of the renote PE. It |earns the L2VPN NLR
advertised by the remote PE, which need not contain the renote PE
address, and it learns the | P address of the ASBR that is the BGP
next hop for that NLRI.

When this approach is used for VPLS, or for full-mesh VPW5, it | eads
to a full nmesh of connectivity anpbng the PEs, but it does not require
a full mesh of control connections (LDP or L2TPv3 sessi ons).

Instead, the control connections within a single AS run anong all the
PEs of that AS and the ASBRs of the AS. A single control connection
bet ween the ASBRs of adjacent ASes can be used to support however
many AS-to0-AS connectivity segnents are needed.

6. Interaction with O her YANG Mdul es
As expressed in Section 4, this service nodule is not intended to
configure the network el enent, but is instantiated in a managenent
system

The managenent system night foll ow nodul ar design and conprise at
| east two different conponents:

a. The conponent instantiating the service nodel (let's call it the
servi ce conponent)
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b. The conponent responsible for network el ement configuration
(let’s call it the configuration conmponent)

In sone cases, when a split is needed between the behavior and
functions that a custoner requests and the technol ogy that the
networ k operator has available to deliver the service [ RFC8309], a
new conmponent can be separated out of the service conmponent (let’s
call it the control conponent). This conponent is responsible for
networ k-centric operation and is aware of many features such as

topol ogy, technol ogy, and operator policy. As an optional conponent,
it can use the service nodel as input and is not required at all if
the control conponent del egates its control operations to the
configuration conponent.

In Section 7 we provide sone exanple of translation of service

provi sioning requests to router configuration |lines as an
illustration. In the YANG based ecosystem it is expected that
NETCONF and YANG wi || be used between the configuration conponent and
network elenments to configure the requested service on those

el ement s.

In this framework, it is expected that YANG nodels will be used for
configuring service conponents on network el enents. There will be a
strong rel ationship between the abstracted view provided by this
service nodel and the detail ed configuration viewthat will be

provi ded by specific configuration nodels for network el enments such
as those defined in [I-D.ietf-bess-I|2vpn-yang] and
[I-D.ietf-bess-evpn-yang]. Service conponents needi ng configuration
on network elenents in support of the service nodel defined in this
docunent i ncl ude:

0 Network Instance definition including VPN policy expression
o Physical interface.
o Ethernet layer (VLAN ID).
0 QoS: classification, profiles, etc.
0 FEthernet Service OAM Support.
7. Service Mdel Usage Exanpl e
As explained in Section 4, this service nodel is intended to be
instanti ated at a managenment | ayer and is not intended to be used

directly on network elements. The managenent system serves as a
central point of configuration of the overall service.
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This section provides an exanpl e on how a nmanagenent system can use
this nmodel to configure an L2VPN service on network el ements

The exanple is to provide a VPN service for 3 sites using point-to-
poi nt VPWS and a Hub and Spoke VPN service topol ogy as shown in
Figure 5. Loadbal ancing is not considered in this case.

Sitel

; .......... ; PP VPUE

: Spoke Site:----- PEl------cmmmmm e +

: : [ Site3

............ I e
PE3- - - - - Hub Site

Site2 [

............ [ -

: : P2P VPWS |

: Spoke Site:----- PE2-- - +

Figure 5: Reference Network for Sinple Exanple

The followi ng XM_ describes the overall sinplified service
configuration of this VPN

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>12456487</vpn-i d>
<vpn-svc-type>vpws</vpn-svc-type>
<svc-t opo>hub- spoke</ svc-topo>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-servi ce>
<vpn- servi ce>
<vpn-i d>12456488</ vpn-i d>
<vpn-svc-type>vpws</vpn-svc-type>
<svc-t opo>hub- spoke</svc-topo>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- Vvl an- cos-preservati on>true</ce-vl an-cos- preservati on>
</ vpn-service>
</ vpn-services>
</l 2vpn-svc>
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When receiving the request for provisioning the VPN service, the
managenment systemw |l internally (or through comunication wth

anot her OSS conponent) allocates VPN route-targets. In this specific
case two Route Targets (RTs) will be allocated (100:1 for Hubs and

100: 2 for Spokes). The output bel ow describes the configuration of
Spoke Sitel

<?xm version="1.0"?>
<l 2vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|2vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>12456487</vpn-i d>
<svc-t opo>hub- spoke</ svc-t opo>
<ce-vl an- preservati on>true</ce-vl an-preservati on>
<ce- vl an- cos-preservati on>true</ce-vl an-cos-preservati on>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>Spoke Sitel</site-id>
<l ocati ons>
<l ocati on>
<l ocati on-i d>Nyl</| ocati on-i d>
<city>NYy</city>
<count ry- code>US</ count ry- code>
</l ocation>
</l ocati ons>
<si te- net wor k- accesses>
<si te-network-access>
<net wor k- access-i d>Spoke_UNI - Si t el</ net wor k- access-i d>
<access-di versity>
<gr oups>
<gr oup>
<group-i d>20</ gr oup-i d>
</ group>
</ groups>
</ access-diversity>
<connecti on>
<encapsul ati on-type>vl an</ encapsul ati on-type>
<t agged-i nterface>
<dot 1g- vl an-t agged>
<cvl an-id>17</cvl an-i d>
</ dot 1g- vl an-t agged>
</tagged-interface>
<l 2cp-control >
<st p-r st p- nst p>t unnel </ st p-r st p- nst p>
<l I dp>true</I|| dp>
</l 2cp-control >
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</ connecti on>
<servi ce>
<svc- bandw dt h>
<bandw dt h>
<di recti on>i nput - bw</ di recti on>
<t ype>bw- per-cos</type>
<ci r>450000000</ci r >
<chs>20000000</ cbs>
<ei r>1000000000</ ei r >
<ebs>200000000</ ebs>
</ bandw dt h>
</ svc- bandwi dt h>
<carrierscarrier>
<si gnal i ng- t ype>bgp</ si gnal i ng-t ype>
</carrierscarrier>
</ service>
<vpn-attachnent >
<vpn-i d>12456487</vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-attachnent >
</ site-network-access>
</ si te-network-accesses>
<managenent >
<t ype>provi der - nanaged</t ype>
</ managenent >
</site>
</sites>
</l 2vpn-svc>

When receiving the request for provisioning the Spokel site, the
managenent system MJST al |l ocate network resources for this site. It
MUST first deternmine the target network el ements to provision the
access, and especially the PE router (and may be an aggregation
switch). As described in Section 5.3.1, the managenent system SHOULD
use the location informati on and MJUST use the access-diversity
constraint to find the appropriate PE. In this case, we consider
Spokel requires PE diversity with Hub and that managenent system

al | ocate PEs based on | owest distance. Based on the |ocation

i nformati on, the managenent systemfinds the available PEs in the
nearest area of the custoner and picks one that fits the access-

di versity constraint.

When the PE is chosen, the nanagenent system needs to allocate
interface resources on the node. One interface is selected fromthe

PE avail abl e pool. The managenent system can start provisioning the
PE node by using any nean (NETCONF, CLI, ...). The nmanagenent system
will check if a VSI is already present that fits the needs. |If not,

it will provision the VSI: the Route Distinguisher will come fromthe
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internal allocation policy nodel, and the route-targets conme fromthe
vpn-policy configuration of the site (managenment system all ocated
some RTs for the VPN). As the site is a Spoke site (site-role), the
managenent system knows whi ch RT nust be inported and exported. As
the site is provider nmanaged, sone nanagenent route-targets may al so
be added (100:5000). Standard provider VPN policies MAY al so be
added in the configuration.

Exanpl e of generated PE configuration:

| 2vpn vsi context one
vpn id 12456487

aut odi scovery bgp signaling bgp
ve id 1001 <----identify the PE routers within the VPLS domain
ve range 50 <---- VE size
rout e-di sti ngui sher 100: 3123234324
route-target inport 100:1
route-target inport 100: 5000 <---- Standard SP configuration

route-target export 100: 2 for provider nanaged CE
!

When the VSI has been provisioned, the managenent system can start
configuring the access on the PE using the allocated interface
information. The tag or VLAN (e.g., service instance tag)is chosen
by the nanagenment system One tag will be picked froman all ocated
subnet for the PE, another will be used for the CE configuration
LACP protocols will also be configured between PE and CE and due to
provi der managed nodel, the choice is up to service provider. This
choi ce is independent of the LACP protocol chosen by custoner.

Exanpl e of generated PE configuration:
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1

bri dge-domain 1
menber Et hernet0/ 0 service-instance 100
menber vsi one

|

i2 router-id 198.51.100.1
1

|2 router-id 2001: db8: : 10: 1/ 64
|

interface Ethernet0/0

no i p address

servi ce instance 100 et hernet
encapsul ati on dot 1g 100

1

router bgp 1

bgp | og- nei ghbor - changes

nei ghbor 198.51.100.4 rempte-as 1

nei ghbor 198. 51. 100. 4 updat e- sour ce LoopbackO
|

address-fam |y | 2vpn vpls
nei ghbor 198.51.100.4 activate
nei ghbor 198.51. 100. 4 send-comuni ty extended
nei ghbor 198.51. 100. 4 suppress-signaling-protocol Idp
nei ghbor 2001: db8::0al0: 4 activate
nei ghbor 2001: db8::0al0: 4 send-community extended
exit-address-fanmly

interface vlan 100 <-- Associating the Attachnent
no i p address Crcuit with the MAC-VRF at the PE
xconnect vsi PE1-VPLS-A

!

vl an 100
state active

As the CE router is not reachable at this stage, the managenent
system can produce a conplete CE configuration that can be upl oaded
to the node by nmanual operation before sending the CE to custoner
premise. The CE configuration will be built as for the PE. Based on
the CE type (vendor/nodel) allocated to the custonmer and bearer

i nformati on, the managenent system knows whi ch interface nust be
configured on the CE. PE-CE link configuration is expected to be
handl ed automatically using the service provider GOSS as both
resources are managed internally. CE to LAN interface paraneters
like dot1Q tag are derived fromthe ethernet-connection taking into
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account how nmanagenment system distributes dot1Q tag between PE and CE
within subnet. This will allowto produce a plug n’' play
configuration for the CE

Exanpl e of generated CE configuration:

interface Ethernet0/1
swi tchport trunk allowed vlan none
swi tchport node trunk
service instance 100 et hernet
encapsul ati on defaul t
| 2prot ocol forward cdp
xconnect 203.0.113.1 100 encapsul ati on npls

8. YANG Modul e

<CODE BEG NS> file "ietf-12vpn-svc@018-04-03. yang"
nmodul e ietf-I2vpn-svc {
yang-version 1.1;
nanespace "urn:ietf:parans: xm :ns:yang:ietf-I2vpn-svc”
prefix | 2vpn-svc;

inmport ietf-inet-types {
prefix inet;

}

i mport ietf-yang-types {
prefi x yang;

i mport ietf-netconf-acm {
prefix nacm

}

organi zati on
"I ETF L2SM Wor ki ng G- oup. ";
cont act
"WG List: |2sm@etf.org
Editor: giuseppe.fioccola@eleconmtalia.it";
description
"The YANG nodul e defines a generic service configuration
nmodel for Layer 2 VPN services common across all of the
vendor inplenmentations.";

revi sion 2018-04-03 {
description
"Initial revision";
ref erence
"RFC xxxx: A YANG Data Mbdel for L2VPN Service
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Delivery.";
}

feature carrierscarrier {
description
"Enabl es support of CsC. ";
}

feature ethernet-oam {
description
"Enabl es support of ethernet OAM";
}

feature extranet-vpn {
description
"Enabl e the Support of Extranet VPN ";
}

feature | 2cp-control {
description
"Enabl e the Support of L2CP control.";
}

feature input-bw {
description
"Enabl e the suppport of Input Bandwidth in a VPN ";
}

feature output-bw {
description
"Enabl e the support of Qutput Bandwi dth in a VPN';
}

feature uni-list {
description
"Enabl e the support of UNI list in a VPN.";
}

feature cloud-access {
description
"Allow VPN to connect to a C oud Service
provider or an internet service provider.";

}

feature oam 3ah {
description
"Enabl es the support of OAM 802. 3ah.";
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feature mcro-bfd {
description
"Enabl es the support of Mcro-BFD.";

}

feature bfd {
description
"Enabl es the support of BFD.";

}

feature signaling-options {
description
"Enabl e the support of signaling option."

}

feature site-diversity {
description
"Enabl es the support of site diversity constraints in a VPN.";

}

feature encryption {
description
"Enabl es support of encryption.";

}

feature al ways-on {
description
"Enabl es support for always-on access
constraint.";

}

feature requested-type {
description
"Enabl es support for requested-type access
constraint.";

}

feature bearer-reference {
description
"Enabl es support for bearer-reference access
constraint.";

}

feature qos {
description
"Enabl es support of Cass of Services.";
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feature qos-custom {
description
"Enabl es support of custom qos profile.";

}

feature lag-interface {
description
"Enabl e |l ag-interface."”;
}

feature vlan {
description
"Enabl e the support of VLAN. ";
}

feature dotlqg {
description
"Enabl e the support of Dot1Q";
}

feature sub-inf {
description
"Enabl e the support of Sub Interface.";
}

feature qing {
description
"Enabl e the support of QnQ";
}

feature qi nany {
description
"Enabl e the support of Q nAny.";
}

feature vxlan {
description
"Enabl e the support of VXLAN.";
}

feature lan-tag {
description
"Enabl es LAN Tag support in a VPN.";
}

feature target-sites {
description
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"Enabl es support of the 'target-sites’ match flow paranmeter.";

}

feature bum {

description
"Enabl es broadcast, unknown-uni cast, nul ti cast
capabilities in a VPN ";
}

feature nmac-1 oop-prevention {
description
"Enabl es MAC Loop prevention capability in a VPN.";
}

feature lacp {
description
"Enabl es LACP capability in a VPN.";
}

feature mac-addr-limt{
description
"Enabl es MAC Address Linmt capability in a VPN ";
}

feature acl {
description
"Enabl es ACL capability in a VPN. ";
}

feature cfm{
description
"Enabl es ¢fm 802.1 ag capability in a VPN.";
}

feature y-1731 {
description
"Enabl e Y.1731 capability in a VPN.";

}
typedef svc-id {
type string;
description
"Defines a type of service conponent identifier.";
}
typedef ccmopriority-type {

type uint8 {
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range "0..7";
}
description
"A 3 bits priority value to be used in the VLAN tag,
if present in the transmtted frane.";

}

typedef control - node {
type enuneration {
enum "peer" {
description
"Peer node, i.e., participate in the protocol towards the CE
Peering is conmon for LACP and E-LM and occasionally
for LLDP. For virtual private services the Subscriber
can al so request that the Service Provider peer
spanning tree.";
}
enum "tunnel " {
description
"Tunnel node,i.e.,pass to the egress or destination site.
For EPL, the expectation is that L2CP franes are tunnel ed.";
}
enum "di scard" {
description
"Di scard node,i.e.,discard the frame.";
}

}

description
"Defining a type of the control node on L2CP protocols.";

}

typedef neg-node {
type enuneration {
enum "ful |l -dupl ex" {
description
"Defining Full duplex node";
}

enum "aut o- neg" {

description
"Defining Auto negotiation node";
}
}

description
"Defining a type of the negotiation node"
}

identity site-network-access-type {
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description
"Base identity for site-network-access type."
}

identity point-to-point {
base site-network-access-type;

description
"lIdentity for point-to-point connection.”
}

identity nultipoint {
base site-network-access-type;
description
"lIdentity for nultipoint connection.
Exanpl e: Ethernet broadcast segnent.";

}

identity tag-type {
description
"Base identity fromwhich all tag types
are derived froni;

}

identity c-vlan {
base tag-type
description
"A Custoner-VLAN tag, nornally using the 0x8100
Et hertype";

}

identity s-vlan {
base tag-type
description
"A Service-VLAN tag.";
}

identity c-s-vlan {
base tag-type
description
"Usi ng both Custoner-VLAN tag and Service-VLAN tag."
}

identity multicast-tree-type {
description
"Base identity for nulticast tree type."
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identity ssmtree-type {
base nmulticast-tree-type
description
"Identity for SSMtree type."
}

identity asmtree-type {

base nmulticast-tree-type
description
"Identity for ASMtree type."
}

identity bidir-tree-type {
base nmulticast-tree-type
description
"Identity for bidirectional tree type.";
}

identity mapping-type {
description
"Identity mappi ng-type";
}

identity static-mapping {
base mappi ng-type
description
"Identity for static nmapping, i.e.,attach the interface
to the Multicast group as static nmenber";

}

identity dynam c- mappi ng {
base mappi ng-type
description
"Identity for dynanmic napping, i.e.,interface was added
to the Multicast group as a result of snooping"

}

identity tf-type {
description
"Identity traffic-type";
}

identity multicast-traffic {
base tf-type
description
"Identity for nulticast traffic";
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identity broadcast-traffic {
base tf-type
description
"Identity for broadcast traffic";
}

identity unknown-unicast-traffic {

base tf-type
description
"Identity for unknown unicast traffic";
}

identity encapsul ation-type {
description
"Identity for encapsul ation type";
}

identity ethernet {
base encapsul ati on-type;
description
"Identity for ethernet type";
}

identity vlian {
base encapsul ati on-type;
description
"Identity for VLAN type";
}

identity carrierscarrier-type {
description
"lIdentity of carrierscarrier”;
}

identity ldp {
base carrierscarrier-type
description
"Use LDP as the signalling protoco
between the PE and the CE ";

}

identity bgp {
base carrierscarrier-type
description
"Use BGP (as per RFC 3107) as the signalling protoco
bet ween the PE and the CE
In this case, BGP nust al so be configured as
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the routing protocol.";

}

identity eth-inf-type {
description
"Identity of Ethernet Interface Type.";
}

identity tagged {
base et h-inf-type;
description
"Identity of tagged Interface type.";
}

identity untagged {
base et h-inf-type;
description
"Identity of untagged Interface type.";
}

identity lag {
base et h-inf-type;
description
"Identity of LAG Interface type";
}

identity bwtype {
description
"Identity of bandwi dt h";
}

identity bw per-cos {
base bwtype;
description
"Bandwi dth is per cos";
}

identity bw per-port {
base bwtype;
description
"Bandwi dth is per site network access";
}

identity bw per-site {
base bwtype;
description

"Bandwi dth is per site. It is applicable to
all the site network accesses within the site.";
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}

identity bw per-svc {
base bwtype;
description
"Bandwi dth is per VPN service";

}

identity site-vpn-flavor {
description
"Base identity for the site VPN service flavor.";

}

identity site-vpn-flavor-single {
base site-vpn-flavor;
description
"Identity for the site VPN service flavor.
Used when the site belongs to only one VPN ";

}

identity site-vpn-flavor-nmulti ({
base site-vpn-flavor;
description
"Identity for the site VPN service flavor.
Used when a | ogical connection of a site
bel ongs to multiple VPNs.";

}

identity site-vpn-flavor-nni {
base site-vpn-flavor;
description
"Identity for the site VPN service flavor.
Used to describe an NNI option A connection.”;

}

identity service-type {
description
"Base ldentity of service type.";

}

identity vpws {
base service-type;
description
"point-to-point Virtual Private Wre Services(VPW5) type.";

}

identity pwe3 {
base service-type;
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description
"Pseudo-Wre Enul ati on Edge to
Edge (PWE3) Service type.";

identity ldp-I2tp-vpls {
base service-type
description

"LDP based or L2TP based nultipoint Virtual Private LAN
services (VPLS) Service Type. This VPLS uses LDP-signal ed
Pseudowi res or L2TP signal ed Pseudowires.";

}

identity bgp-vpls {
base service-type
description
"BGP based nmultipoint Virtual Private LAN services (VPLS)
Service Type. This VPLS uses a Border Gateway Protoco
(BGP) control plane as described in RFCA761 and RFC6624.";

identity vpws-evpn {
base service-type
description
"VPW5 Service Type using Ethernet VPN(EVPN)
specified in RFC 7432.";

}

identity pbb-evpn {
base service-type
description
"PBB Service Type using Ethernet VPN(EVPN)
specified in RFC 7432.";

}

identity bundling-type {
description
"This is base identity for Bundling type. It supports
mul ti ple CE-VLAN associated with L2VPN service or
all CE-VLANs associated with L2VPN service."

}

identity multi-svc-bundling {
base bundl i ng-type;
description
"Identity for nultiple service bundling,i.e.
mul tiple CE-VLAN I Ds can be associated with an
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L2VPN Service at site.";
}

i dentity one2one-bundling {
base bundli ng-type;
description
"lIdentity for one to one service bundling,i.e.
Each L2VPN can be associated with only one CE-VLAN | Ds
at site.";

}

identity all2one-bundling {
base bundl i ng-type;
description
"Identity for all to one bundling,i.e.,all CE-VLAN IDs
are napped to one L2VPN Service";

}

identity color-id {
description
"base identity of color id";
}

identity color-id-cvlan {
base col or-id;
description
"Identity of color id base on CVLAN ";
}

identity cos-id {
description
"lIdentity of class of service id";
}

identity cos-id-pcp {
base cos-id;
description
"lIdentity of cos id based on PCP"
}

identity cos-id-dscp {
base cos-id;
description
"lIdentity of cos id based on DSCP"
}

identity color-type {
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description
"Identity of color types";
}

identity green {
base col or-type
description
"Identity of green type";
}

identity yellow {
base col or-type
description
"Identity of yellow type";
}

identity red {
base col or-type
description
"Identity of red type";
}

identity policing {
description
"Identity of policing type";
}

identity one-rate-two-color {
base poli cing;
description
"Identity of one-rate, two-color (1R2C).";
}

identity two-rate-three-color {
base poli cing;
description
"Identity of two-rate, three-color (2R30).";
}

identity bumtype {
description
"Identity of BUMtype.";
}

identity broadcast {
base bumtype
description
"Identity of broadcast.";
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}

identity unicast {
base bumtype
description
"Identity of unicast";
}

identity multicast {
base bumtype

description
"Identity of multicast.";
}

identity | oop-prevention-type {
description
"Identity of |oop prevention.";
}

identity shut {
base | oop-prevention-type;
description
"ldentity of shut protection."”;
}

identity trap {
base | oop-prevention-type;
description
"ldentity of trap protection.”;
}

identity lacp-state {
description
"Identity of LACP state.";
}

identity lacp-on {
base | acp-state;
description
"Identity of LCAP on.";
}

identity lacp-off {
base | acp-state;
description
"Identity of LACP off";
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identity |acp-node {
description
"Identity of LACP node"
}

identity | acp-passive {
base | acp- node
description
"Identity of LACP passive"
}

identity lacp-active {
base | acp- node
description
"lIdentity of LACP active"
}

identity |acp-speed {
description
"Identity of LACP speed";
}

identity lacp-fast {
base | acp- speed;
description
"Identity of LACP fast";
}

identity lacp-slow {
base | acp- speed;
description
"Identity of LACP sl ow
}

identity bwdirection {
description
"Identity for bandw dth direction";
}

identity input-bw {
base bwdirection;
description
"Identity for input bandw dth";
}

identity output-bw {
base bw-direction;
description
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"Identity for output bandw dt h";
}

i dentity managenent {
description
"Base identity for site managenent scheme.";
}

identity co-nmanaged {
base managenent;
description

"Identity for co-managed site.";

}

i dentity custoner-nanaged {
base nmanagenent;
description
"Identity for custoner managed site.";
}

i dentity provider-nanaged {
base nmanagenent;
description
"Identity for provider managed site.";
}

identity address-famly {
description
"Identity for an address fanmly.";
}

identity ipvéd {
base address-fanily;
description
"Identity for IPv4 address famly.";
}

identity ipv6 {
base address-fanily;
description
"Identity for IPv6 address famly.";
}

identity vpn-topol ogy {
description
"Base identity for VPN topol ogy.";
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identity any-to-any {
base vpn-topol ogy;
description
"Identity for any to any VPN topol ogy.";
}

i dentity hub-spoke {
base vpn-topol ogy;
description
"Identity for Hub’'n’ Spoke VPN topol ogy.";
}

i dentity hub-spoke-disjoint {
base vpn-topol ogy;
description
"Identity for Hub’n’ Spoke VPN topol ogy
wher e Hubs cannot tal k between each other.";

}

identity site-role {
description
"Base identity for site type.";
}

identity any-to-any-role {
base site-role;
description
"Site in an any to any L2VPN.";
}

identity spoke-role {
base site-role;
description
"Spoke Site in a Hub-and- Spoke L2VPN.";
}

identity hub-role {
base site-role;
description
"Hub Site in a Hub-and- Spoke L2VPN.";
}

identity pmtype {
description
" Performance nonitor type"
}

identity loss {
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base pmtype
description
"Loss neasurenent”;

}

identity delay {
base pmtype
description
"Del ay measurenent”;

}
identity fault-al armdefect-type {

description
"Indicating the alarmpriority defect”;

}

identity renote-rdi {
base fault-al arm defect-type
description
"Indi cates the aggregate health
of the renpte MEPs.";

}

identity renote-mac-error {
base fault-al arm defect-type
description
"Indi cates that one or nore of the renote MEPS is
reporting a failure in its Port Status TLV or
Interface Status TLV.";

}

identity renote-invalid-ccm {
base fault-al armdefect-type
description
"Indicates that at |east one of the Renote MEP
state machines is not receiving valid CCMs
fromits renote MEP.";

}

identity invalid-ccm{
base fault-al arm defect-type
description
"I ndicates that one or nore invalid CCMs has been
received and that 3.5 tines that CCMs transm ssion
interval has not yet expired.";
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identity cross-connect-ccm {
base fault-al arm defect-type
description
"I'ndi cates that one or nore cross connect CCMs has been
received and that 3.5 times of at |east one of those
CCMs transmission interval has not yet expired.";

}

identity frane-delivery-node {
description
"Delivery types";
}

identity discard {
base frame-delivery-node
description
"Service Frames are discarded.";

}

identity unconditional {
base frame-delivery-node
description
"Service Frames are unconditionally
delivered to the destination.";

}

identity unknown-discard {
base frame-delivery-node
description
"Service Frame are conditionally
delivered to the destination site and
t he packet with unknown destination address
wi Il be discarded.”;

}

identity placenment-diversity {
description
"Base identity for site placenent
constraints.";

identity bearer-diverse {
base pl acenent -di versity;
description
"Identity for bearer diversity.
The bearers should not use comon el enents.";
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identity pe-diverse {
base pl acenent -di versity;
description
"Identity for PE diversity";
}

identity pop-diverse {
base pl acenent -di versity;
description
"Identity for POP diversity";
}

identity linecard-diverse {
base pl acenent -di versity;
description
"Identity for linecard diversity";
}

identity same-pe {
base pl acenent -di versity;
description
"Identity for having sites connected
on the sanme PE";

}

identity same-bearer {
base pl acenent -di versity;
description
"Identity for having sites connected
usi ng the sane bearer";

}

identity tagged-inf-type {
description
"Identity for the tagged
interface type.";

}

identity priority-tagged {
base tagged-inf-type;
description
"This identity the priority-tagged interface.";
}

identity qing {
base tagged-inf-type;
description
"Identity for the ging tagged interface.";
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}

identity dotlq {
base tagged-inf-type;
description
"Identity for dotlqg vlan tagged interface.";
}

identity qinany {
base tagged-inf-type;
description
"Identity for qinany tagged inteface.";
}

identity vxlan {
base tagged-inf-type;
description
"Identity for vxlan tagged inteface.";
}

identity provision-nodel {
description
"base identity for provision nodel.";
}

identity single-side-provision {
description
"Identity for single side provisioning with discovery.";
}

i dentity doubl ed-side-provision {
description
"Identity for double side provisioning."
}

i dentity mac-I earni ng- node {
description
"MAC | earni ng node";
}

identity data-plane {
base mac-| earni ng- node
description
"User MAC addresses are |earned through ARP broadcast.";
}

identity control-plane {
base mac-| earni ng- node
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description
"User MAC addresses are advertised through EVPN BG";
}

identity vpn-policy-filter-type {
description
"Base identity for filter type.";
}

identity lan {
base vpn-policy-filter-type;
description
"Identity for lan tag filter type.";
}

identity mac-action {
description
"Base identity for MAC action.";
}

identity drop {
base nmac-acti on;
description
"Identity for packet drop.";
}

identity flood {
base nmac-acti on;
description
"Identity for packet flooding.";
}

identity warning {
base mac-acti on;
description
"Identity for sending a warning | og nmessage."
}

identity qos-profile-direction {
description
"Base identity for qos profile direction.";
}

identity site-to-wan {
base qos-profile-direction;
description
"Identity for Site to WAN direction.";
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identity wan-to-site {
base qos-profile-direction;
description
"Identity for WANto Site direction.";
}

identity bidirectional {
base qos-profile-direction;
description
"Identity for both WANto Site direction
and Site to WAN direction.";

}

identity vxl an-peer-node {
description
"Base identity for vxlan peer nobde.";
}

identity static-node {
base vxl an- peer - node;
description
"Identity for the vxlan access in static node.";
}

identity bgp-node {
base vxl an- peer - node;
description
"Identity for the vxlan access by bgp evpn |earning."
}

identity customer-application {
description
"Base identity for custoner application.”
}

identity web {
base custoner-application;
description
"lIdentity for Web application (e.g., HITP, HITPS)."
}

identity mail {
base custoner-application;
description
"Identity for mail application.”;
}

identity file-transfer {
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base custoner-application;

description
"Identity for file transfer application
(e.g., FTP, SFTP).";

identity database {
base custoner-application
description
"Identity for database application."”;
}

identity social {
base custoner-application
description
"Identity for social-network application.”;
}

identity ganes {
base custoner-application
description
"Identity for gaming application.”;
}

identity p2p {
base custoner-application
description
"ldentity for peer-to-peer application.";
}

i dentity network-nmanagenent {
base custoner-application
description
"Identity for nmanagenent application
(e.g., Telnet, syslog, SNWP).";

}

identity voice {
base custoner-application;
description
"Identity for voice application.";
}

identity video {
base custoner-application;
description
"Identity for video conference application.";
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}

identity enbb {
base custoner-application;
description
"Identity for enhanced Mobil e Broadband(eNVBB)

application. Note that eMBB applicati on demands
the network performance with wi de variety of
characteristics such as data rate, |atency,
loss rate, reliability and nmany ot her paraneters."”;

}

identity urllc {
base custoner-application;
description
"Identity for Utra-Reliable and Low Latency

Conmruni cati ons (URLLC) application. Note that
URLLC application denands the network perfornmance
with wide variety of characteristics such as | atency,
reliability and many ot her paraneters."”;

}

identity mmc {
base custoner-application;
description
"Identity for massive Machi ne Type

Conmruni cations (mMIC) application. Note that
mMTIC appl i cati on demands the network perfornmance
with wide variety of characteristics such as data
rate, latency, loss rate, reliability and many
ot her parameters."”;

}

groupi ng site-acl {
cont ai ner access-control-list {
if-feature acl;
list mac {
key "mac-address”;
| eaf mac-address {
type yang: mac- addr ess;
description
"MAC address.";
}

description
"List for MAC. ";

}

description
"Contai ner for access control List.";
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}

description
"This groupi ng defines Access Control List."

}

groupi ng site-bum {
cont ai ner broadcast - unknown- uni cast-mnul ti cast {
i f-feature bum
| eaf multicast-site-type {
type enuneration {
enum "recei ver-only" {
description
"The site only has receivers.";
}

enum "source-only" {
description
"The site only has sources.”
}

enum "source-receiver" {
description
"The site has both sources and receivers.”

}
default "source-receiver";
description

"Type of nulticast site.”;

list multicast-gp-address-nmapping {

key "id";
leaf id {
type uint 16;

description
"Unique identifier for the mapping.";

| eaf vlian-id {
type uint16 {
range "0..1024";

mandat ory true
description
"The VLAN I D of the Multicast group
The range of 12 bit VLANIDis 0 to 1024.";
}
| eaf mac- gp-address {
type yang: mac- addr ess;
mandat ory true
description
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"the MAC address of the Multicast group.";

| eaf port-Iag-nunber {
type uint32;
description
"the ports/LAGs belonging to the Multicast group."
}

description
"List of Port to group mappings."”

| eaf bumoverall-rate {
type uint 64;
units "bps";
description
"overall rate for BUM";
}

list bumrate-per-type {
key "type";
| eaf type {
type identityref {
base bumtype
}

description
"BUM type.";

| eaf rate {
type uint 64;
units "bps";
description
"rate for BUM";
}

description
"List of rate per type.";
}

description
"Cont ai ner of broadcast, unknown unicast, and nulticast
configurations.";
}
description
"Grouping for broadcast, unknown unicast, and nulticast.";
}

groupi ng site-nac-Iloop-prevention {
cont ai ner mac-| oop- prevention {
i f-feature mac-| oop-prevention;
| eaf protection-type {
type identityref {
base | oop-prevention-type;
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}

default "trap";

description
"Protection type. By default, the protection
type is trap protection type.";

| eaf frequency {
type uint32;
default "5";
description
"The nunber of tines to detect MAC duplication.
When duplicate-MAC situation has occurred and the
duplicated MAC is added into to a duplicate-MAC
list. By default, the nunber of times is 5.";
}
| eaf retry-timer {
type uint32;
units "seconds";
description
"The retry timer. Wen retry timer expires,
the duplicated MAC will be flushed from
the MAC-VRF. ";
}
description
"Cont ai ner of MAC | oop prevention.";
}
description
"G ouping for MAC | oop prevention.";
}

groupi ng site-service-qos-profile {
cont ai ner qos {
i f-feature gos;
container classification-policy {
list rule {
key "id";
or der ed- by user;
leaf id {
type string;
description
"A description identifying qos classification
policy rule.";

choi ce match-type {
default "match-fl ow';
case match-flow {
contai ner match-fl ow {
| eaf dscp {
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type inet:dscp;
description
"DSCP val ue. "

}
| eaf dotlq {
type uint 16;

description
"802.1q matching. It is VLAN Tag added into frame.";

}
| eaf pcp {
type uint8 {
range "0 .. 7";
}
description
"PCP val ue.";
}

| eaf src-mac {
type yang: mac- addr ess;
description
"Source MAC';

| eaf dst-mac {
type yang: mac- addr ess;

description
"Destination MAC. ";

| eaf color-type {
type identityref {
base col or-type
}
description
"Col or Types.";
}

leaf-list target-sites {
if-feature target-sites
type svc-id;
description
"Identify a site as traffic destination.”

| eaf any {
type enpty;
description
"Allow all.";

}
| eaf vpn-id {

type svc-id;
description
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"Reference to the target VPN ";
}
description
"Describe flow matching criteria.";

case mat ch-application {
| eaf match-application {
type identityref {
base custoner-application;
}

description
"Defines the application to match.";
}

}

description
"Choice for classification”

| eaf target-class-id {
type string;
description
"ldentification of the class of service.
This identifier is internal to the
admini stration.";
}
description
"List of marking rules.”
}

description
"Configuration of the traffic classification policy.";
}

cont ai ner qgos-profile {
choi ce qos-profile {
description
"Choice for QS profile.
Can be standard profile or customi zed profile.";
case standard {
description
"Standard QS profile.”
| eaf profile {
type leafref {
path "/I|2vpn-svc/vpn-profiles/”
+"valid-provider-identifiers"
+"/qos-profile-identifier";
}
description
"QoS Profile to be used.";
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}

case custom {
description
"Custom zed QS profile.";
cont ai ner cl asses {
i f-feature gos-custom
list class {
key "class-id";
| eaf class-id {
type string;
description
"Identification of the class of
service. This identifier is interna
to the admnistration.”;

| eaf direction {
type identityref {
base qos-profile-direction;
}
default "bidirectional™
description
"The direction which QS profile is applied to.
By default,the direction is bidirectional.";

| eaf policing {
type identityref {
base poli cing;

default "one-rate-two-color"”;
description
"The policing can be either one-rate,
two-color (1R2C) or two-rate, three-col or
(2R3C). By default, the policing is on rate
two color.";

}
| eaf byte-offset {
type uint 16;
description
"For not including extra VLAN tags in the QS
cal culation.";
}
cont ai ner frame-delay {
choi ce flavor {
case | owest {
| eaf use-lowest-latency {
type enpty;
description
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"The traffic class should use
the | owest delay path.";

}

case boundary {
| eaf del ay-bound {
type uint 16;
units "nsec";
description
"The traffic class should use
a path with a defined naxi num
del ay. ";
}
}
description
"Del ay constraint on the traffic
class.";
}
description
"Del ay constraint on the traffic
class.”;
}
container frame-jitter {
choice flavor {
case | owest {
| eaf use-lowest-jitter {
type enpty;
description
"The traffic class should use
the lowest jitter path.";

}

case boundary {
| eaf del ay-bound {
type uint32;

units "usec";
description
"The traffic class should use
a path with a defined naxi num
jitter.";
}
}
description
"Jitter constraint on the traffic
class.";

}

description
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"Jitter constraint on the traffic
class.";

}
contai ner frame-loss {
| eaf rate {
type deci mal 64 {
fraction-digits 2;
range "0..100";
}
units "percent";
description

"Frane Loss rate constraint on the traffic
class.";
}
description
"Container for frane loss rate.";

}
cont ai ner bandwi dth {
| eaf guarant eed- bw percent {
type deci mal 64 {
fraction-digits 5;
range "0..100";
}
units "percent";
mandat ory true
description

"To be used to define the guaranteed bandw dth

as a percentage of the avail able service
bandwi dt h. ";

}
| eaf end-to-end {
type enpty;
description
"Used if the bandw dth reservation
nmust be done on the MPLS network too.";

}

description
"Bandwi dt h constraint on the traffic class.";

}

description
"List of class of services.";

}

description
"Container for list of class of services.";
}

}
}

description
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"Qos profile configuration.";
}
description
"QoS configuration."”;
}
description
"Thi s groupi ng defines QoS paraneters
for a site";

}

groupi ng site-service-npls {
contai ner carrierscarrier {
if-feature carrierscarrier;
| eaf signaling-type {
type identityref {
base carrierscarrier-type

}
default "bgp";
description
"Carrierscarrier. By default,the signaling type is bgp.";
}

description
"Container for carrierscarrier";
description
"Grouping for carrierscarrier";

contai ner |2vpn-svc {
cont ai ner vpn-profiles {
contai ner valid-provider-identifiers {
leaf-list cloud-identifier {
i f-feature cl oud-access;
type string;
description
"Identification of public cloud service
or internet service. Local adm nistration
meani ng. ";

|l eaf-1ist qos-profile-identifier {
type string;
description
"ldentification of the QS Profile to be used.
Local adninistration neaning.";

}
leaf-list bfd-profile-identifier {

type string;
description
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"Identification of the SP BFD Profile to be used.
Local adninistration neaning.";

leaf-list renote-carrier-identifier {
type string;
description
"Identification of the renote carrier name to be used
It can be L2VPN partner, Data center service provider

or private cloud service provider. Local administration
meani ng. ";

nacm def aul t - deny-write;
description
"Container for Valid Provider ldentifies.";
}

description
"Container for VPN Profiles."
}

cont ai ner vpn-services {
list vpn-service {

key "vpn-id";
| eaf vpn-id {
type svc-id;

description
"Defining a service id."

}
| eaf vpn-svc-type {
type identityref {
base service-type

default "vpws";
description
"Service type. By default, the service type is VPW.";

| eaf custoner-name {
type string;
description
"Custoner nane.";
}
| eaf svc-topo {
type identityref {
base vpn-topol ogy;
}
default "any-to-any";
description
"Defining service topol ogy, such as
any-t o- any, hub- spoke, etc.";
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}

cont ai ner cl oud-accesses {

i f-feature cl oud-access;

list cloud-access {
key "cloud-identifier";
| eaf cloud-identifier {
type leafref {

Apri

2018

path "/l 2vpn-svc/vpn-profil es/valid-provider-identifiers”

+"/cloud-identifier"”;
}
description
"ldentification of cloud service.
Local adninistration neaning.";

choice list-flavor {
case permt-any {
| eaf permit-any {
type enpty;
description
"Allow all sites."”;
}
}

case deny-any-except {
leaf-list permt-site {
type leafref {
path "/l 2vpn-svc/sites/sitel/site-id"
}

description
"Site |Dto be authorized.";
}
}

case permt-any-except {
leaf-1ist deny-site {
type leafref {
path "/l 2vpn-svc/sites/site/site-id";
}

description
"Site IDto be denied."
}
}

description
"Choi ce for cloud access policy.
By default, all sites in the L2VPN

MUST be authorized to access the cloud.™

}

description
"Cl oud access configuration.";
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}

description
"Cont ai ner for cloud access configurations”
}
contai ner franme-delivery {
i f-feature bum
cont ai ner custoner-tree-flavors {
leaf-list tree-flavor {
type identityref {
base nulticast-tree-type
}

description
"Type of tree to be used.";

description
"Type of trees used by custoner.";

contai ner bumdeliveries {
list bumdelivery {
key "frame-type";

| eaf frame-type {
type identityref {
base tf-type
}

description
"Type of frame delivery. It support unicast
frame delivery, nmulticast frane delivery
and broadcast frane delivery.";
}
| eaf delivery-node {
type identityref {
base frame-delivery-node
}

default "unconditional"
description
"Define Frame Delivery Mode
(uncondi tional [defaul t],
conditional, or discard).
By default, Service Franes
are unconditionally delivered

to the destination. ";

}

description
"List of frame delivery type and node."
}

description
"Define frame delivery type and node.";
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}

| eaf multicast-gp-port-nmapping {
type identityref {
base mappi ng-type

mandat ory true
description
"Describe the way in which each interface is
associated with the Multicast group”;
}
description
"Mul ticast gl obal paraneters for the VPN service."
}

cont ai ner extranet-vpns {
i f-feature extranet-vpn;
list extranet-vpn {

key "vpn-id";
| eaf vpn-id {
type svc-id;

description
"Identifies the target VPN the |ocal VPN want to access.”

| eaf local-sites-role {
type identityref {
base site-role;
}
default "any-to-any-role";
description
"This describes the role of the local sites in the target
VPN t opol ogy. In the any-to-any VPN service topol ogy,
the local sites nust have the sane role, which will be
"any-to-any-role '. In the Hub-and-Spoke VPN service
topol ogy or the Hub and Spoke disjoint VPN service
topol ogy, the local sites nust have a Hub role or a
Spoke rol e";
}
description
"List of extranet VPNs the local VPN is attached to.";
}

description
"Cont ai ner for extranet VPN configuration."

| eaf ce-vlan-preservation {
type bool ean;
mandat ory true
description
"Preserve the CE-VLAN ID fromingress to egress,i.e.
CE-VLAN tag of the egress frame are identical to
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those of the ingress frane that yielded this
egress service frame. If All-to-One bundling within
a site is Enabled, then preservation applies to all
Ingress service franmes. If All-to-One bundling is
Di sabl ed , then preservation applies to tagged
I ngress service frames having CE-VLAN ID 1
t hrough 4094.";
}
| eaf ce-vl an-cos-perservation {
type bool ean;
mandat ory true
description
"CE vlan CoS preservation. PCP bits in the CE-VLAN tag
of the egress frane are identical to those of the
ingress frame that yielded this egress service
frame.";

| eaf carrierscarrier {
if-feature carrierscarrier;
type bool ean;
default "fal se”
description

"The VPN is using CsC, and so MPLS
is required."”;

}

description
"Li st of vpn services.";

}

description
"Container for VPN services.";

}
container sites {
list site {
key "site-id";
| eaf site-id {
type string;

description
"ldentifier of the site.";

| eaf site-vpn-flavor {
type identityref {
base site-vpn-flavor;

default "site-vpn-flavor-single";
description
"Defines the way the VPN nultiplexing is
done ,e.g.,whether the site belongs to
a single VPN site or a nmulti VPN, By
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default, the site belongs to a single VPN ";
}
cont ai ner devices {
when "derived-fromor-self(../managenent/type
+"" | 2vpn- svc: provi der - nanaged’ ) or "
+"derived-fromor-sel f(../managenent/type
+"" 1 2vpn-svc: co- managed’ )" {
description
"Applicable only for provider-nanaged or
co-managed device.";

Iist device {
key "device-id";
| eaf device-id {
type string;
description
"Identifier for the device.";

| eaf | ocation {
type leafref {
path "../../../locations/location/location-id"
}
mandatory true
description
"Location of the device.";
}

cont ai ner managenent {
when "derived-fromor-self(../../../managenent/type,"
+"" | 2vpn-svc: co- managed’ )" {

description
"Applicable only for co-managed device.";

| eaf transport {
type identityref {
base address-fanily;
}

description
"Transport protocol or Address famly
used for managenent.";
}
| eaf address {
when "(../ transport)" {
description
"If address-famly is specified, then address should
al so be specified. If the transport is not specified,
then address should al so not be specified.";
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type inet:ip-address;
description
" Managenent address.";
}

description
"Managenent configuration. Applicable only for
co- managed device.";
}
description
"List of devices requested by custoner.";
}

description
"Devi ces configuration"
}

cont ai ner managenent {
| eaf type {
type identityref {
base nmanagenent;
}

mandat ory true;
description
"Managenent type of the connection.”;
}

description

"Managenent configuration."”
}
contai ner |ocations {
list location {
key "l ocation-id";
| eaf location-id {
type string;
description
"Location ID';

| eaf address {

type string;

description
"Address (nunber and street) of the site.”

| eaf postal-code {
type string;
description
"postal code of the site. The format of postal-code is
simlar to postal code | abel format defined in
RFC4119.";

| eaf state {

2018
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type string;

description
"State of the site. This leaf can also be used to
describe a region for country who does not have
states.";

}
leaf city {
type string;
description
"City of the site.";

| eaf country-code {
type string;
description
"Country of the site. The format of country-code is simlar
to country | abel defined in RFC4119."
}
description
"List for location";
}

description
"Location of the site.";

}

container site-diversity {
if-feature site-diversity;
cont ai ner groups {
list group {
key "group-id";
| eaf group-id {
type string;
description
"Goup-id the site is belonging to"
}
description
"List of group-id";
}

description
"Groups the site is belonging to
Al site network accesses will inherit those group
val ues.";
}
description
"Diversity constraint type."

}

cont ai ner vpn-policies {
list vpn-policy {
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key "vpn-policy-id";
| eaf vpn-policy-id {
type string;
description
"Unique identifier for the VPN policy.";
}

list entries {
key "id";
leaf id {
type string;
description
"Unique identifier for the policy entry.";
}

container filters {
list filter {
key "type";
order ed- by user;
| eaf type {
type identityref {
base vpn-policy-filter-type;
}
description
"Type of VPN Policy filter.";

leaf-list lan-tag {
when "derived-fromor-self(../type, '|2vpn-svc:lan’)" {
description
"Only applies when VPN Policy filter is
LAN Tag filter.";
}
if-feature | an-tag;
type uint32;
description
"List of Ethernet LAN Tag to be matched. Ethernet

LAN Tag identifies a particular broadcast donmain
ina VPN ";

}
description
"List of filters used on the site. This list can
be augnented. ";

}

description
"If a nore-granular VPN attachnent is necessary,
filtering can be used. If used, it permits the
splitting of site LANs anong multiple VPNs. The
Site LAN can be split based on either LAN-tag or
LAN prefix. If no filter is used, all the LANs
will be part of the same VPNs with the sane
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role.";
list vpn {
key "vpn-id";
| eaf vpn-id {

type leafref {

path "/ 2vpn-svc/vpn-services/vpn-service/vpn-id";
}
description

"Reference to L2VPN. ";

| eaf site-role {
type identityref {
base site-role;

default "any-to-any-role";
description
"Role of the site in the L2VPN. ";
}
description
"List of VPNs the LAN is associated with."
}

description
"List of entries for export policy.";
}

description
"List of VPN policies."”;
}
description
"VPN policy.";
}

cont ai ner service {
uses site-service-qos-profile;
uses site-service-npls;
description
"Service paraneters on the attachment.";

uses site-bum
uses site-mac-| oop-prevention
uses site-acl;
| eaf actual-site-start {

type yang: date-and-ti ne;

config fal se

description
"Optional leaf indicating actual date
and tinme when the service at a particular
site actually started";
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| eaf actual-site-stop {
type yang: dat e-and-ti ne;
config fal se
description
"Optional leaf indicating actual date
and tine when the service at a particul ar
site actually stopped”;

}
| eaf bundling-type {

type identityref {

base bundling-type;
}
default "one2one-bundling";
description

"Bundling type. By default, Each L2VPN

can be associated with only one

CE-VLAN ,i.e., one to one bundling is used.";

| eaf default-ce-vlan-id {
type uint32;
mandat ory true
description
"Default CE VLAN ID set at site level.";

2018

}
cont ai ner site-network-accesses {
list site-network-access {
key "network-access-id"
| eaf network-access-id {
type string;
description
"Identifier of network access";
}
| eaf renote-carrier-nanme {
when "derived-fromor-self(../../../site-vpn-flavor,"
"' 2vpn-svc:site-vpn-flavor-nni’ )" {
description
"Rel evant when Site vpn flavor is
site-vpn-flavor-nni.";
}
type leafref {
path "/l 2vpn-svc/vpn-profiles/"+
"valid-provider-identifiers"+
"/renote-carrier-identifier";
}
description
"Renote carrier nane. The renote-carrier-nane
must be configured only when site-vpn-flavor
is set to site vpn-flavor-nni. If it is not
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set,it indicates custoner does not know renote
carrier nane beforehand.”;

}
| eaf type {
type identityref {
base site-network-access-type;

default "point-to-point";
description
"Describes the type of connection, e.g.
poi nt-to-point or nultipoint."
}
choi ce location-flavor {
case location {
when "derived-fromor-self(../../managenent/type
+"" | 2vpn-svc: cust oner - managed’ )" {
description
"Applicable only for custoner-nanaged device.";

| eaf | ocation-reference {
type leafref {
path "../../../locations/l|location/location-id";
}

description
"Location of the site-network-access.";
}

case device {
when "derived-fromor-self(../../managenent/type
+"" 1 2vpn-svc: provi der - managed’ ) or "
+"derived-fromor-self(../../mnagenent/type
+"’ 1 2vpn-svc: co- managed’ )" {
description
"Applicable only for provider-nanaged
or co-nmanaged device.";

| eaf device-reference {
type leafref {
path "../../../devices/device/device-id"
}

description
"ldentifier of CE to use.";
}

}

mandat ory true
description
"Choi ce of how to describe the site’'s |ocation.";
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cont ai ner access-diversity {
if-feature site-diversity;
cont ai ner groups {
list group {
key "group-id";
| eaf group-id {
type string;
description
"Goup-id the site is belonging to."
}

description
"Li st of group-id";
}

description
"Groups the site or site-network-access
is belonging to.";
}
contai ner constraints {
list constraint {
key "constraint-type"
| eaf constraint-type {
type identityref {
base pl acenent-diversity;
}
description
"Diversity constraint type."
}
container target {
choice target-flavor {
default "id";
case id {
list group {
key "group-id";
| eaf group-id {
type string;
description
"The constraint will apply
agai nst this particul ar
group-id.";

description
"List of groups.";
}
}

case all-accesses {
| eaf all-other-accesses {
type enpty;
description
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"The constraint will apply
against all other site network
access of this site.™;

}
}

case all-groups {

| eaf all-other-groups {
type enpty;
description
"The constraint will apply
agai nst all other groups the
customer is managing.";
}
}

description
"Choice for the group definition.";
}

description
"The constraint will apply against
this list of groups.”;
}
description
"List of constraints."”;
}

description
"Constraints for placing this site
net work access.";
}
description
"Diversity parameters.";
}
cont ai ner bearer {
cont ai ner requested-type {
i f-feature requested-type;
| eaf type {
type string;
description
"Type of requested bearer Ethernet, ATM Frame
Rel ay, | P Layer 2 Transport, Frame Relay DLCl,
SONET/ SDH, PPP. " ;

| eaf strict {
type bool ean;
default "fal se”
description
"Define if the requested-type is a preference
or a strict requirenment.";
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}

description
"Cont ai ner for requested type.";

| eaf al ways-on {
i f-feature al ways-on;
type bool ean;
default "true";
description
"Request for an always on access type.
For exanple.This could nean no Dial access type."
}
| eaf bearer-reference {
i f-feature bearer-reference
type string;
description
"This is an internal reference for the
service provider.";
}
description
"Bearer specific paraneters.
To be augnented.”;
}
cont ai ner connection {
| eaf encapsul ation-type {
type identityref {
base encapsul ati on-type;

default "ethernet";

description
"Encapsul ati on Type. By default,the
encapsul ation type is set as Ethernet.";

}
| eaf eth-inf-type {
type identityref {
base eth-inf-type
}

default "untagged";

description
"Ethernet Interface Type. By default,
the Ethernet Interface Type is set as
unt agged interface.";

cont ai ner tagged-interface {
| eaf type {
type identityref {
base tagged-inf-type;
}
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default "priority-tagged";
description
"Tagged interface type. By default,
the Tagged interface type is priority
tagged interface. ";
}
cont ai ner dot 1g-vl an-tagged {
when "derived-fromor-self(../type, '|2vpn-svc:dotlq )" {
description
"Only applies when Tagged interface type is dotlqg."

i f-feature dot1q
| eaf tg-type {
type identityref {
base tag-type
}
default "c-vlan";
description
"TAG type. By default, Tag type is Custoner-VLAN tag."

| eaf cvlan-id {
type uint 16;
mandat ory true
description
"VLAN identifier.";
}

description
"Tagged interface.";

contai ner priority-tagged {
when "derived-fromor-self(../type
+"" 1 2vpn-svc: priority-tagged )" {
description
"Only applies when Tagged interface type
is priority tagged interface.";

}
| eaf tag-type {
type identityref {
base tag-type

default "c-vlan";
description
"TAG type. By default, the TAGtype is
Custoner-VLAN tag.";
}
description
"Priority tagged.";
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cont ai ner qinqg {
when "derived-fromor-self(../type, '|2vpn-svc:qinqg )" {
description
"Only applies when Tagged interface type is ging."
}

if-feature qing;
| eaf tag-type {
type identityref {
base tag-type

default "c-s-vlan";
description
"Tag type. By default, the Tag type is c-s-vlan."

| eaf svlan-id {
type uint 16;
mandat ory true
description
"S-VLAN ldentifier.";

| eaf cvlan-id {
type uint 16;
mandat ory true
description
"C-VLAN ldentifier";

}
description
"QnQ";
cont ai ner qi nany {
when "derived-fromor-self(../type, 'I2vpn-svc:ginany’' )" {

description
"Only applies when Tagged interface type is ginany."
}

i f-feature gi nany;
| eaf tag-type {
type identityref {
base tag-type

default "s-vlan";
description

"Tag type.By default, the Tag type is Service-VLAN tag."

| eaf svlan-id {
type uint 16;
mandat ory true
description
"SVian ID.";

2018
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}

description
"Container for Qn Any.";
}

contai ner vxlan {
when "derived-fromor-self(../type, 'l2vpn-svc:vxlan’ )" {
description
"Only applies when Tagged interface type is vxlan.";

if-feature vxlan
leaf vni-id {
type uint32;
mandat ory true
description
"VNI ldentifier.";
}

| eaf peer-node {
type identityref {
base vxl an- peer - node;

default "static-node"
description
"specify the vxlan access node. By default
the peer node is Set as static node.";
}
list peer-list {
key "peer-ip";
| eaf peer-ip {
type inet:ip-address;
description
"Peer |P.";
}
description
"List for peer IP."
}

description

"QnQ";
}

description
"Cont ai ner for tagged Interface.";
}
cont ai ner untagged-interface {
| eaf speed {

type uint32;
units "nbps";
default "10";

description
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"Port speed.";

| eaf node {
type neg- node;
default "auto-neg";
description

"Negotiation node.";
}
| eaf phy-mtu {
type uint32;
units "bytes";
description
"PHY MTU.";

}

leaf Il1dp {
type bool ean;
default "fal se";
description

"LLDP. Indicate LLDP is supported."”;
}

cont ai ner oam 802. 3ah-1ink {
i f-feature oam 3ah;
| eaf enable {
type bool ean;
default "fal se";
description

"I ndi cat e whet her support oam 802.3 ah |ink";
}
description
"Container for oam802.3 ah link.";

| eaf uni-1oop-prevention {
type bool ean;

default "fal se";
description

"If this leaf set to truth that the

port automatically
goes down when a physi cal

| oopback is detect.";

}
description

"Cont ai ner of Untagged Interface Attributes
configurations.";

}
contai ner lag-interfaces {
if-feature lag-interface;
list lag-interface {
key "index";
| eaf index {
type string;
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description
"LAG interface index.";

container lacp {
if-feature |acp;

| eaf enable {
type bool ean;

default "fal se";
description
"LACP on/off.By default, LACP is disabled.";
}

| eaf node {

type neg- node;

description
"LACP node. LACP nobdes have auto negoti ati on node
and passive node (false). Auto negotiati on node
means initiating the auto speed negotiation and
trying to form Et hernet Channel with other end.
Passi ve node neans not initiating the negotiation,
but responding to LACP packets initiated by other

end(e.g., full duplex or half duplex. ";
}
| eaf speed {
type uint32;
units "nbps";
default "10";
description

}
I eaf mini-link-num {
type uint32;
description
"Defines the mnimum nunber of |inks that nust be
active before the aggregating link is put
into service.";

"LACP speed. By default, the lacp speed is 10Mops.";

}

| eaf systempriority {
type uint 16;
default "32768";
description
"Indicates the LACP priority for the system
The range is fromO to 65535.
The default is 32768.";
}
contai ner mcro-bfd {
i f-feature m cro-bfd;
| eaf enable {
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type enuneration {
enum "on" {
description
"Mcro-bfd on.";

enum "of f" {
description
"Mcro-bfd off.";
}

}
default "off";
description
"M cro BFD ONV OFF. By default,
the mcro-bfd is set to off.";
}
| eaf interval {
type uint32;
units "nsec";
description
"BFD i nterval .";

| eaf hold-tinmer {
type uint32;
units "nsec";
description
"BFD hold tiner.";
}
description
"Cont ai ner of Mcro-BFD configurations."”
}

cont ai ner bfd {
i f-feature bfd;
| eaf enabled {
type bool ean;
default "fal se";
description

"BFD activation. By default, BFD is not activated.";

choi ce holdtine {
default "fixed";
case profile {
| eaf profile-nane {
type leafref {
path "/1|2vpn-svc/vpn-profiles/”
+"val i d-provider-identifiers”
+"/bfd-profile-identifier";
}

description
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"Service provider well known profile.";
}
description
"Service provider well known profile.";
}
case fixed {
| eaf fixed-value {
type uint32;

units "nsec";
description
"Expected hold tine expressed in nsec.";
}
}

description
"Choice for hold tinme flavor.";
}

description
"Container for BFD. ";
}

cont ai ner menber-1inks {
list menber-1link {
key "nane";
| eaf nane {
type string;
description
"Menmber |ink name.";

| eaf speed {
type uint32;
units "nbps";
default "10";
description
"Port speed.";

| eaf node {
type neg- node;
default "auto-neg";
description
"Negotiation node.";
}
leaf link-ntu {
type uint32;
units "bytes";
description
"Link MIU size.";
}

cont ai ner oam 802. 3ah-1ink {
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i f-feature oam 3ah;
| eaf enable {
type bool ean;
default "fal se";
description
"I ndi cate whether oam 802.3 ah link is supported.”;
}

description
"Cont ai ner for oam 802.3 ah link.";
}
description
"Menber |ink";
}

description
"Cont ai ner of Menber link list";
}

| eaf flow control {
type bool ean;
default "fal se";
description

"Fl ow control. Indicate whether flow control is supported.

}
leaf Ildp {
type bool ean;
default "fal se";
description
"LLDP. Indicate whether |Ildp is supported.”;

}
description
"LACP. ";
} .
description
"List of LAGinterfaces.";
}
description
"Container of LAGinterface attributes configuration";
}
list cvlan-id-to-svc-map {
key "svc-id";
| eaf svc-id {
type leafref {
path "/l 2vpn-svc/vpn-servi ces/vpn-service/vpn-id";
}
description
"VPN Service identifier";
list cvlan-id {
key "vid";
et al. Expi res Cctober 13, 2018 [ Page
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leaf vid {
type uint 16;
description
"CVLAN | D';

}

description
"List of CVLAN-ID to SVC Map configurations”;
}

description
"List for cvlan-id to L2VPn Service map configurations
}
cont ai ner | 2cp-control {
if-feature |2cp-control;
| eaf stp-rstp-nstp {
type control - node;
description
" STP/ RSTP/ MSTP protocol type applicable to all Sites
}

| eaf pause {
type control - node;
description
"Pause protocol type applicable to all Sites.";

}
| eaf lacp-lanp {
type control - node;
description
"LACP/ LAMP. " ;

| eaf |ink-oam/{
type control - node;
description
"Link OAM ";
}

| eaf esnt {
type control - node;
description
"ESMC. ";

}
| eaf |2cp-802.1x {
type control - node;

description
"1 EEE 802.x.";

leaf e-Im {

type control - node;
description
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IIE_LM.II;

}
leaf I'l1dp {
type bool ean;
description
"LLDP protocol type applicable to all sites.";

| eaf ptp-peer-delay {
type control - node;
description
"PTP peer delay.";
}

| eaf garp-mrp {
type control - node;
description
" GARP/ MRP. ";
}

description
"Cont ai ner of L2CP control configurations”;
}
cont ai ner oam {
i f-feature ethernet-oam
| eaf nd-nane {
type string;
mandat ory true;
description
" Mai nt enance domai n nane.";

}
| eaf nd-1evel {
type uintl1l6 {
range "0..255";

mandat ory true;

description
"Mai nt enance domain | evel. The |level may be
restricted in certain protocols (e.qg.,
protocol in layer O to layer 7).";

}
list cfm8021-ag {
if-feature cfm
key "nmaid";

I eaf maid {
type string;
mandat ory true;
description
"Identify an Mai ntenance Association (MY).";
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| eaf mep-id {
type uint32;
description
"Local Maintenance End Point (MEP) ID.
The non-exi stence of this |eaf neans
that no defects are to be reported.”;

| eaf mep-1evel {
type uint32;
description
"Define Maintenance End Point (MEP) |evel.
The non-exi stence of this | eaf neans that
no defects are to be reported.”;
}
| eaf mep-up-down {
type enuneration {
enum "up" {
description
"MEP up.";

enum "down" {
description
"MEP down.";

}

default "up";
description
"MEP up/down. By default, MEP up is used.
The non-exi stence of this |eaf means that
no defects are to be reported.”;
}
| eaf renote-nep-id {
type uint32;
description
"Renote MEP I D. The non-existence of this |eaf means
that no defects are to be reported."”;
}
| eaf cos-for-cfmpdus {
type uint32;
description
"COS for CFM PDUs. The non-exi stence of this |eaf neans
that no defects are to be reported."”;

}

| eaf ccminterval ({
type uint32;
units "nsec";
default "10000";
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description
"Continuity Check Message(CCM interval.
By default, ccminterval is 10 seconds."”;

| eaf ccmholdtine {
type uint32;
units "nsec";
default "35000";
description
"CCM hold tine. By default ccmhold tine
is 3.5 times of ccminterval .";
}
|l eaf alarmpriority-defect {
type identityref {
base fault-al arm defect-type;
}
default "remote-invalid-ccni;
description
"The |l owest priority defect that is
all owed to generate a Fault Alarm By default,
fault-alarmdefect-type is set to renote-invalid-ccm
The non-exi stence of this |eaf neans
that no defects are to be reported.”;
}
| eaf ccmp-bits-pri {
type ccmpriority-type;
description
"The priority paraneter for CCMs transmtted by the MEP.
The non-exi stence of this |eaf means
that no defects are to be reported."”;
}
description
"List of 802.1ag CFM attri butes”;

}

list y-1731 {
if-feature y-1731;
key "maid";
| eaf maid {

type string;
mandat ory true;
description
"Identify an Mi ntenance Association (My).";
}

| eaf mep-id {

type uint32;

description
"Local Muaintenance End Poi nt ( MEP) |D.
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The non-exi stence of this |eaf means
that no neasurenents are to be reported.”

}
| eaf type {
type identityref {
base pmtype

}
default "del ay";
description
"Performance nonitor types. By default, the
performance nonitoring type is set to del ay.
The non-exi stence of this | eaf neans that no
nmeasurenents are to be reported.";
}
| eaf renote-nep-id {
type uint32;
description
"Remote MEP I D. The non-existence of this
| eaf means that no neasurements are to be
reported.”;
}
| eaf message-period {
type uint32;
units "nsec";
default "10000";
description
"Defines the interval between Y.1731
performance nonitoring nessages. The nessage
period is expressed in nilliseconds."
}
| eaf nmeasurenent-interval {
type uint32;
units "sec”
description
"Specifies the measurenent interval for statistics. The
measurenent interval is expressed in seconds.";
}
| eaf cos {
type uint32;

description
"Cl ass of service. The non-exi stence
of this |eaf neans that no neasurenents
are to be reported.”;

| eaf | oss-neasurenent {
type bool ean;
default "fal se";
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description
"Whet her enabl e | oss neasurenent.
By default, |oss nmeasurenent is not
enabl ed. ";
}
| eaf synthethic-Ioss-nmeasurenent {
type bool ean;
default "fal se";
description
"I ndi cat e whet her enabl e synthetic |oss
measur enent . By default, synthethic |oss
neasurenent i s not enabled.”;
}
cont ai ner del ay- measur enent {
| eaf enabl e-dm {
t ype bool ean;
default "fal se";
description
"Whet her to enabl e del ay neasurenent.
By defaut, the delay neasurenent is
not enabl ed."”;
}
| eaf two-way {
type bool ean;
default "fal se";
description

April 2018

"VWhet her del ay nmeasurenent is two-way (true) of one-

way (false). By default, one way neasurenent

description
"Cont ai ner for delay nmeasurement.";

| eaf frame-size {
type uint32;
units "bytes";
description

"Frane size. The non-existence of this |eaf neans

that no neasurenents are to be reported.”
}
| eaf session-type {

type enuneration {
enum "proactive" {
description
"Proactive node.";
}

enum "on-demand" {

description
"On denmand node.";
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}

default "on-demand"
description
"Session type. By default, the session type is on denmand node.
The non-exi stence of this |eaf nmeans that no neasurenents
are to be reported.”;
}
description
"List for y-1731.";
}
description
"Cont ai ner for Ethernet service OAM";
}
description
"Cont ai ner for bearer";
}
container availability {
| eaf access-priority {
type uint32;
defaul t "100";
description
"Access priority. The higher the access-priority val ue,
the higher the preference of the access will be.";

choi ce redundancy-node {
case single-active {
| eaf single-active {
type enpty;
description
"Single active.";
}
description
"Single active case.";

case all-active {

| eaf all-active {
type enpty;
description

"All active.";

}

description
"All active case.";

}

description
"Redundancy node choice."
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description
"Cont ai ner of availability optional configurations."”;
}

cont ai ner vpn-attachnment {
choi ce attachnent-flavor {
case vpn-id {
| eaf vpn-id {
type leafref {
path "/ 2vpn-svc/vpn-servi ces/vpn-service/vpn-id";
}

description
"Reference to a L2VPN. Referencing a vpn-id provides
an easy way to attach a particular |ogical access to
a VPN. In this case, vpn-id must be configured.";
}
| eaf site-role {
type identityref {
base site-role;
}
default "any-to-any-role";
description
"Role of the site in the L2VPN. When referencing a vpn-id,
the site-role setting nust be added to express the role
of the site in the target VPN service topol ogy.";
}
}
case vpn-policy-id {
| eaf vpn-policy-id {
type leafref {
path "../../../../vpn-policies/vpn-policy/vpn-policy-id";
}
description
"Reference to a vpn policy."
}

mandat ory true
description
"Choice for VPN attachnent flavor.";
}

description
"Defines VPN attachnent of a site.”;
}

cont ai ner service {
cont ai ner svc-bandw dth {
i f-feature input-bw
l'ist bandwi dth {
key "direction type"
| eaf direction {
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type identityref {
base bw-direction;
}
description
"Indicate the bandwi dth direction. It can be bandw dth
downl oad direction fromthe SP to the site or
bandwi dth upload direction fromthe site to the SP.";

}
| eaf type {
type identityref {
base bwtype;
}

description

"Bandwi dth Type. By default, the bandwi dth type is set
as bandwi dth per cos.";
}

| eaf cos-id {

when "derived-fromor-self(../type, 'I2vpn-svc: bwper-cos’)" {
description

"Rel evant when the bandwi dth type is set as bandwi dth
per cos.";
}
type uint8;
description
"Identifier of Class of Service
, indicated by DSCP or a CE-CLAN
CoS(802. 1p)value in the service frane.
If bandwidth type is set as bandw dth
per cos, cos-id MJST be specified."”;

}
| eaf vpn-id {
when "derived-fromor-self(../type,
+"" | 2vpn-svc: bw per-sve’ )" {
description
"Rel evant when the bandwi dth type is
set as bandwi dth per VPN service.";
}
type svc-id;
description
"Identifies the target VPN. If bandwi dth
type is set as bandw dth per VPN service,
vpn-id MJST be specified.";
}
leaf cir {
type uint 64;
units "bps";
mandat ory true;
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description
"Committed Information Rate. The maxi num nunber of
bits that a port can receive or send during
one-second over an interface.";
}
| eaf cbs {
type uint 64;
units "bps";
mandat ory true
description
"Committed Burst Size.CBS controls the bursty nature
of the traffic. Traffic that does not use the configured
CIR accumul ates credits until the credits reach the
configured CBS.";

leaf eir {
type uint 64;
units "bps";
description
"Excess Information Rate,i.e., Excess frane delivery
al | oned not subject to SLA The traffic rate can be
limted by eir.";
}
| eaf ebs {
type uint 64;
units "bps";
description
"Excess Burst Size. The bandw dth avail able for burst
traffic fromthe EBS is subject to the anount of
bandwi dth that is accunul ated during periods when
traffic allocated by the EIR policy is not used.";

}

| eaf pir {
type uint 64;
units "bps";
description

"Peak Information Rate, i.e., maixnumfrane delivery
allowed. It is equal to or less than sumof cir
and eir.";
}
| eaf pbs {
type uint 64;

units "bps";
description
"Peak Burst Size. It is measured in bytes per second.”
}

description
"List for bandwi dth.";
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}

description
"Fromthe customer site’ s perspective, the service
i nput/out bandwi dth of the connection or downl oad/ upl oad
bandwi dth fromthe SP/site to the site/SP.";
}
| eaf svc-mtu {
type uint 16;
units "bytes";
mandat ory true;
description
"SVC MU, it is also known as the naxi numtransmni ssion unit or
maxi mum frame size, Wen a frame is larger than the MIU, it is
broken down, or fragnented, into smaller pieces by the network
protocol to accommpdate the MIU of the network. If CsCis
enabl ed, the requested svc-ntu leaf will refer to the
MPLS MIU and not to the link MIU. ";

uses site-service-qos-profile;
uses site-service-npls;
description
"Cont ai ner for service";
}

uses site-bum
uses site-nmac-| oop-prevention;
uses site-acl;
container mac-addr-limt ({
if-feature mac-addr-limt;
leaf Iimt-nunber {
type uint 16;
default "2";
description
"maxi mum nunber of MAC addresses | earned from
the subscriber for a single service instance.
The default all owed nmaxi num nunber of MAC

addresses is 2.";

| eaf tine-interval {

type uint32;
units "sec";
default "300";

description
"The aging tinme of the mac address. By default,
the aging time is set 300 seconds."”;

| eaf action {
type identityref {
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base mac-acti on;

default "warning";
description
"specify the action when the upper limt is
exceeded: drop the packet, flood the
packet, or sinply send a warning | og nmessage. By default,
action is set to warning.";
}
description
"Cont ai ner of MAC-Addr linmt configurations"

}
description
"List of Site Network Accesses.”;
}
description
"Cont ai ner of port configurations."”
}
description
"List of sites.”;
}

description
"Cont ai ner of site configurations."
}

description
"Cont ai ner for L2VPN service.";

}
<CODE ENDS>

9.

Security Considerations

The YANG nodul e specified in this docunent defines a schema for data
that is designed to be accessed via network managenent protocols such
as NETCONF[ RFC6241] or RESTCONF [ RFC8040]. The | owest NETCONF | ayer

is the secure transport |layer, and the mandatory-to-inpl enment secure

transport is Secure Shell (SSH)[RFC6242] . The | owest RESTCONF | ayer

is HITPS, and the mandatory-to-inpl enent secure transport is TLS

[ RFC5246] .

The NETCONF access control nodel [RFC8341] provides the neans to
restrict access for particular NETCONF or RESTCONF users to a
preconfi gured subset of all available NETCONF or RESTCONF protoco
operations and content.

There are a nunber of data nodes defined in this YANG nodul e that are
writable/creatable/deletable (i.e., config true, which is the
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default). These data nodes may be considered sensitive or vul nerable
in some network environnents. Wite operations (e.g., edit-config)
to these data nodes w thout proper protection can have a negative

ef fect on network operations. These are the subtrees and data nodes
and their sensitivity/vulnerability:

o [/12vpn-svc/vpn-services/vpn-service

The entries in the list above include the whole vpn service
configurations which the custoner subscribes, and indirectly
create or nodify the PE and CE device configurations. Unexpected
changes to these entries could lead to the service disruption and/
or network nisbehavi or

o /l2vpn-svc/sites/site

The entries in the |list above include the customer site
configurations. As above, unexpected changes to these entries
could lead to the service disruption and/or network mi sbehavi or

Sone of the readable data nodes in this YANG nodul e may be consi dered
sensitive or vulnerable in sone network environments. It is thus
important to control read access (e.g., via get, get-config, or
notification) to these data nodes. These are the subtrees and data
nodes and their sensitivity/vulnerability:

o /Il 2vpn-svc/vpn-services/vpn-service
o /l2vpn-svc/sites/site
The entries in the lists above include custoner-proprietary or
confidential information, e.g., custoner-nane, site |ocation, what
service the custoner subscri bes.
When a Service Provider collaborates with nultiple custoners, it have
to ensure that a given customer can only view and nodify his own
service information.
The data nodel defines some security parameters that can be extended
via augnentation as part of the custoner service request; those
paraneters are described in Section 5.12 and Section 5.13.

10. | ANA Consi derati ons

I ANA is requested to assign a new URI fromthe IETF XM registry
([RFC3688]). The following URI is suggested:
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11.

12.

12.

URI: urn:ietf:parans:xm:ns:yang:ietf-12vpn-svc
Regi strant Contact: The | ESG
XM.: NA, the requested URI is an XM. nanespace

Thi s docunent al so requests a new YANG nodul e nane in the YANG Mdul e
Nanes registry ([ RFC6020]) with the foll owi ng suggestion:

nane: ietf-12vpn-svc

nanespace: urn:ietf:parans:xm :ns:yang:ietf-I2vpn-svc
prefix: |2vpn-svc

ref erence: RFC XXXX
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Appendi x A. Changes Log

Changes in v-(01) include:

(0]

(0]

(0]

Ref erence Updat e.
Fix figure in section 3.3 and section 3.4

Consi der VPW5, VPLS, EVPN as basic service and view EVC rel ated
service as additional service

Model structure change, nove two custoner infornmation related
paraneter into VPN Services container, renove 'custoner-info
’ cont ai ner

Redefine vpn-type to cover VPW5, VPLS, EVPN service

Consol i date EVC and OVC contai ner, nake them optional since for
sone L2VPN service such as EVPN sevice, OYVC, EVC are not needed

Add service and security filter under sites container and change
"ports" into "site-network-accesses" to get consistent with L3SM
and al so nake it generalized.

Fi xed usage exanples in the | 2sm nodel draft.

Changes in v-(02) include:

(0]

\én,

Fix figure 3 and figure 4 in section 3.4 to apply | EEE802.3 on the
segnment between C and CE and apply | EEE802. 1Q on the segnent
bet ween CE and PE.

Update Signaling Option section and add L2TP support and cl assify
the signaling option type into BGP-L2VPN, BGP-EVPN, LDP-PWE, L2TP-
PW

Add Multicast Support in section 5.2.13, section 5.10.3 and nove
the text in BUM Storm Control section into section 5.10. 3.

Add new section 5.3.1, section 5.4, section 5.5, section 5.6,
section 5.7, section 5.8, section 5.11to explain the usage of
constraint parameters and service placenent related paraneters

Add new section 5.1 and 5.14 to allow augnmentation and external 1D
Ref er ences.

Add new section to discuss inter-AS support and inter-provider
support with NNI and EVC, OVC.
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(0]

Update Service Section 5.10 and define four type for svc-input-
bandwi dt h and svc-out put - bandwi dt h and add guar ant eed- bw per cent
paraneter and rel ated description

Add extranet VPN support.

Renove duplicated paraneters from cl oud access

Move L2CP control plane protocol paranmeters under connection
Update section 5.3.3.2 to address | oop avoi dance issue and divide
section 5.3.3.2 into Physical interface section, LAG interface
section and Addressing Section.

Ref erence Updat e.

Changes in v-(03) include:

(0]

(0]

(0]

(0]

I ntroduce additional termi nol ogy.
Modify figure 5 to get consistent wth RFC3049

Add end to end Milti-segnent connectivity support and site-vpn-
flavor-e2e attribute.

Add usage exanple to explain howto use EVC and OVC
Di scuss applicability of this nodel to inter-provider support.

Reduce redundant paranmeters related to encapsul ati on type and
Et hernet type in the nodel

Clarify the rel ationshi p between guarant ee-bandw dt h- percent and
CR EIRand PIR

Modi fy nmodel structure for VPN service to nmake it consistent with
the text in section 5.

Renove Sub-inf parameter since it is simlar to Q nQ paraneter
Add "direction" paraneter for QS profile.

Update XM. exanple and figure in section 5.16

Changes in v-(04) include:

(0]

\én,

Renmove EVC and OVC rel ated attri butes
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(0]

(0]

Renmove Metro-Network related attributes.
Renpbve Custoner Account Nunber attri butes.
Update L2VPN service Types.

Renmove | oad banl anci ng options since access-priority within
availability can be used to support | oad bal anci ng.

Renove service protection attribute since we have site diversity
attributes

Move SVC-MIU to service | evel

Move CVLAN to Service Mapping to Network Access Level
Add two new paraneters under qos-classification-policy.
Renove Security Contai ner

Renmove | Pv4/1Pv6 prefix filter from VPN policy.

Add Delivery node support at service |evel

Changes in v-(05) include:

(0]

Change type from 16-bit integer to string for the leaf id under
"qos-cl assification-policy" container

Stick to using ordered-by user and renove inefficiency to map
servi ce nodel sequence nunber to device nodel sequence numnber.

Renove mandating the use of deviations and add "if-feature target-
sites" under the leaf-list target-sites in section 5.10.2.

RFC2119 | anguage changes on operation of the managenment systemin
Section 5.6, 3rd paragraph and section 7.

Fi x inconpl ete description statements.

Change the use of the absolute paths to the use of relative paths
in the "nmust" statenent or "path" statement for vpn-policy-id |eaf
node, managenent container, |ocation |eaf node, devices container
| ocation case, |location-reference | eaf, device case, device-
reference leaf to make configuration is only applicable to the
current sites.
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o Change "nust" statenent to "when" statenment for nanagenent
cont ai ner devi ce contai ner.
o Define new grouping vpn-profile-cfg for all the identifiers
provided by SP to the custonmer. The identifiers include cloud-

identifier, std-qos-profile.

0 Add in the XPATH string representation and renove unqualified
nane.

0 Renove redundant paraneters in the cloud access.
0 Add a fewtext to clarify what the site is in section 6. 3.
0 Add multi-filter and nmulti-VPN per entry support for VPN policy.

o0 Modify description for svc-bandwi dth |eaf to nake it consistent
with the text in section 5.10. 1.

0 Add text to clarify the way to achi eve Per-VPN QoS policy.
o0 Change guarant eed- bw percent data type fromuint8 to deci nal 64.
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