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Abst ract

One of the goals for MPTCP is utilizing nultiple paths to perform at
| east as well as the best path in ternms of throughput. However, this
goal mght not be arrived at because of the path asymmetry, which is
call ed as the performance-degradation problemof MPTCP in this draft.
Sone existing nmethods focus on this problem such as penalizing and
opportuni stic retransm ssion, which reactively responds to the head-
of -line blocking for trying their best to send data across all paths.
In order to efficiently utilize the capabilities of the multiple
paths, this draft proposes an approach that proactively selects the
best path(s) to send data instead of always bonding all paths

t oget her.
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1. Introduction

Multi Path TCP (MPTCP) enables a transport connection across nultiple
pat hs simultaneously [ RFC6824]. According to [RFC6356], one of the
MPTCP' s goals is inproving throughput: a multipath flow should
performat least as well as a single path flow would on the best of
the path available to it. However, this goal cannot be al ways

achi eved due to the head-of-1ine blocking caused by the path
asymetry, e.g. WFi and LTE in smart phones. To be convenient, this
phenonmenon (that MPTCP performs worse than the best path) is called
as the performance-degradation problemin this draft.

The direct solution for this problemis allocating a | arge enough
receive buffer. As in [RFC6182], ‘'The RECOMVVENDED receive buffer is
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2*sun(BW.i ) *RTT_max, which ‘ensures subflows do not stall when fast
retransmt is triggered on any subflow . However, the buffer size can
be very large to cover all the possible scenarios. In other words,
the buffer size can be linmted and the perfornance-degradation
problemis possible to exist. Therefore, it needs a solution for
MPTCP protocol that can solve this problem On this issue, sone
reactive nmethods have been proposed, such as penalizing and
opportuni stic retransm ssion. They take actions after the head-of -

I ine bl ocking occurring and their purpose is to send data across al
pat hs as possible as they can. Experinents show that even with these
met hods, the capabilities of the nultiple paths may not be
efficiently utilized. Meanwhile, instead of bonding all paths
together, [RFC6182] indicates that it would be better ‘to only use
some of the fastest available paths for the MPTCP connection in
extreme cases’

This draft focuses on this problemand proposes a proactive approach
whi ch dynanically enploys part or all of the paths for higher
utilization efficiency. In particular, this approach first neasures
the aggregated throughput of the multiple paths and the throughput of
the best single path in real tinme. Then, if the performance-
degradati on phenonenon is derived through the throughput conparison
only the best path is used to send data.

2. Acronynms and Ter m nol ogy
MPTCP: Multiple Path Transport Control Protoco
RTT: Round-robin Transnmit Tinme
PLR: Packet Loss Ratio
BW BandW dth
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. A Proactive Approach to Avoid MPTCP Perfornmance Degradation
This section introduces the basic principles of the proposed
approach: 1) howto efficiently neasure the characteristics of
multiple paths; 2) howto select the path(s). Mre details regarding
to this approach can be found in Section 4. Briefly, through

measuring and conparing the path characteristics, the best path(s) is
selected to satisfy a special purpose, such as the high throughput or
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low RTT. In theory, path characteristics can be RTT, throughput,
congestion wi ndow, etc., while only throughput is considered in this
draft for a case study. As shown in Figure 1, the proposed approach
is inplemented in the Perfornance-Degradation-Free Mdule of the MP
| ayer.

3.1 Throughput Measurenent

This section describes the nmethod of the throughput nmeasurenment for
mul tipath transm ssions. As shown in [CMI-SCTP], one possible nethod
i s nodeling the aggregated throughput of nultiple paths and neasuring
the related path characteristics, i.e. buffer size, PLR BWand RTT.
However, it is hard to accurately nodel the throughput, since 1)

| acki ng of BW eval uati on nethods, 2) and the snmall PLR can be
obtained only after a huge nunber of data exchangi ng.

This draft proposes a nethod that directly neasures the nultipath and
best-singl e-path throughputs, in order to avoid the nmeasurenents of
BWand PLR. At first, two nodes are defined for the throughput

neasur enent :

1) Redundant transm ssion node: Miltiple paths transmt the sane
dat a;

2) MultiPath (MP) transm ssion node: Multiple paths transmt
different data with using a MPTCP schedul i ng scheme, such as m nRTT
(the default scheduling nmethod) in version 0.92. By the way, the
opportuni stic retransm ssion and penalization nmechani sns can be
enabl ed in MP node.

The redundant transmnission node is a kind of scheduling scheme in
MPTCP vO0.92, which is usually used to achieve | ower packet del ay than
that of a single path. Because of wasting bandwi dth (BW, the
redundant transm ssion node is ignored when MPTCP aggregates the BW
of multiple paths. However, this draft utilizes the redundant
transm ssi on node to neasure the throughputs of each path and the
best single path, while using the multipath transni ssion node to
measure the aggregated t hroughput. To be conveni ent, the redundant/MP
transm ssion node is also called as the redundant/MP node in the
followi ng part of this draft. Moreover, the throughput neasurenent is
executed during the data transm ssion w thout introducing extra
packets, and is periodic for self-adapting to the dynam ¢ network
envi ronnent .

The Figure 1 briefly shows the relationship between the two

transm ssi on nodes and our Perfornmance-Degradati on-Free Mddule in M
| ayer.
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Figure 1: The performance-degradati on-free nodule in the MP | ayer
3.2 Path Sel ection Strategy

Al'l these paths or the best one of themare used to send data
dependi ng on the correspondi ng throughput.

4. Operation Overview

Section 3 presents the nmain principles, i.e. throughput neasurenent
and path selection. This section introduces how the proposed approach
works in details. According to different congestion-control schenes,
the proposed approach may have slow start stage and congestion-
control stage. At the first stage, the approach ensures that the slow
start of the schene has been finished. At the second stage, the
approach periodically neasures the average throughputs of multiple
paths and the best path, and enpl oys the suitable path(s) through

t hr oughput conpari sons.

4.1 Slow Start Stage

During the slowstart stage, MPTCP schedules the data in the
redundant node, where the same data are transnitted across nultiple
pat hs. After each round, we get a measured throughput fromthe view
of MP | ayer, where the round time could be from sendi ng a packet

until receiving its responsive ACK. The throughput (defined as
‘Brd ) is calculated by dividing the total nunber of delivered data
with the tine period of this round. W define a threshold ‘h’, where
h belongs to (0,1), e.g. h=0.2. As shown in Figure 2, if the measured
throughput is h times larger than the |ast measured value (i.e.
Brd(i) >>h * B rd(i-1) ) , keep the redundant node and set the
round counter Nr as 0, or else increase the round counter (defined as
Nr) by 1.
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4.2 Congesti on- Avoi dance St age

If the round counter Nr > N (e.g. N

switches to the congestion-avoi dance st age,
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then the transm ssion
as shown in Figure 2. Two

:3)’

timers are set to deci de when we need neasure the throughputs of the

redundant and MP nodes agai n.
redundant and MP neasurenent val ues,

Two indicators of updating the

I ndi cat or _Redundant and

Indicator MP, are both set as 1. The indicator tinmers for the

redundant node and MP npdes are set

as REDUNDANT_MODE_TI MER and

MP_MODE Tl MER, separately. The tinmeout of both tiners is set as a

period of tine TIMEQUT (e.g. 10s).

At first,
o e e e e e e e e e a ==
I
%
Nr <=
T +
| Sl ow- Start Stage+---------
S +
Nr > N [
I
T VL +
| Congesti on- Avoi dance St age|
Fo e e e e e e eam o +

Figure 2: Stage transition from sl ow

4. 2.1 Redundant Transmni ssi on Mode

J.

As shown in Figure 3, when running t

the redundant node is used to neasure the throughput.

___________________ +
I
o e e e e e e e e e e e e e e e e e e e - =
N [ If B_rd(i)= h*B_rd(i-1)
| Nr ++;
----- > | El se
| Nr =0;
o e e e e e e e e e e e e e e e e e m =

start to congestion avoi dance.

he redundant node, MP | ayer and

each path would cal cul ate the average throughputs during a period of

time (e.g. 1s). Meanwhile, the tiner
and t he variabl e | ndi cat or _Redundant
segrment, if Indicator_MP = 1,

MP node to neasure the throughput,
O herwi se, the two throughputs obt ai

REDUNDANT_MCODE_TI MER i s reset
is set as 0. Before sending each

the redundant node is switched to the
as described in Section 4.2.2.

ned fromthe redundant and MP

nodes are conpared, which is introduced in Section 4.2.3.
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Fi gure 3: The redundant-and- MP node transiti on when the correspondi ng indicator
is equal to 1.

4.2.2 Multipath Transm ssi on Mde

As shown in Figure 3, when running the MP node, MP |ayer would
calculate its average throughput during a period of tinme (e.g. 1s).
Meanwhile, the timer MP_MODE_TIMER is reset and the variable
Indicator _MP is set as 0. Before sending each segnent, if

I ndi cat or _Redundant = 1, the MP node is switched to the redundant
node to measure the throughputs (refer to Section 4.2.1). Oherw se,



the two throughputs obtained fromthe redundant and MP nobdes are
conpared (see Section 4.2.3).

4.2.3 Throughput Conpari son

By conparing the throughputs neasured by the redundant and MP nodes,
a transm ssion node corresponding to the larger throughput woul d be
sel ect ed.

If the redundant node (described in Section 4.2.1) is selected, the

J. Zuo, et al Expires April 29, 2018 [ Page 7]



| NTERNET- DRAFT Cct ober 30, 2017

path with the highest throughput is enployed for data transm ssion.
Bef ore sendi ng each segnent, if Indicator_redundant = 1 or
Indicator MP =1, we will go back to the redundant node or the MP
node to neasure the correspondi ng throughput(s). If both of the
indicators are 0, keep transmtting data at the best path.

If the MP node (described in Section 4.2.2) is selected, the multiple
pat hs are bonded together to achi eve the aggregated throughput.

4.2.4 Indicator Tiner Tineout

During data transmission, if the tinmer for the redundant/MP node is
timeout, set Indicator_ Redundant/Indicator MP = 1 and reset the tinmer
of the redundant/MP node.

5. Security Considerations

TBD.

6. | ANA Consi derati ons
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