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Abst ract

Thi s docunment describes open research chall enges for network
virtualization. Network virtualization is following a simlar path
as previously taken by cloud conmputing. Specifically, cloud
computing popul ari zed migration of conputing functions (e.qg.
applications) and storage fromlocal, dedicated, physical resources
to renmote virtual functions accessible through the Internet. 1In a
simlar manner, network virtualization is encouraging mgration of
net wor ki ng functions from dedi cated physical hardware nodes to a
virtualized pool of resources. However, network virtualization can
be considered to be a nore conplex problemthan cloud conmputing as it
not only involves virtualization of conputing and storage functions
but al so involves abstraction of the network itself. This docunent
describes current research and engi neering chall enges in network

virtualization including guaranteeing quality-of-service, perfornmance

i mprovenent, supporting nultiple domains, network slicing, service
conposition, device virtualization, privacy and security, separation
of control concerns, network function placement and testing. In
addition, sonme proposals are made for new activities in | ETF/ | RTF
that coul d address sone of these challenges. This docunent is a
product of the Network Function Virtualization Research G oup
(NFVRG) .

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-

Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference

material or to cite themother than as "work in progress.”
This Internet-Draft will expire on March 6, 2019.

Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the

docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
Provisions Relating to | ETF Docunents

(https://trustee.ietf.org/license-info) in effect on the date of

publication of this docunent. Please review these documents

carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as

described in the Sinplified BSD License.
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1. Introduction and scope

The tel ecomuni cations sector is experiencing a major revolution that
wi Il shape the way networks and services are designed and depl oyed
for the next few decades. 1In order to cope with continuously

i ncreasi ng demand and cost, network operators are taking | essons from
the I T paradi gm of cloud conputing. This new approach of
virtualizing network functions will enable nulti-fold advantages by
nmovi ng comuni cati on services from bespoke hardware in the operator’s
core network to Commercial off-the-shelf (COIS) equipnent distributed
across datacenters.

Some of the network virtualization nechanisns that are being

consi dered include: sharing of network infrastructure to reduce
costs, virtualization of core and edge servers/services running in
data centers as a way of supporting their |oad-aware el astic

di mensi oni ng, and dynanic energy policies to reduce the electricity
consunpti on.

Thi s docunment presents research and engi neering chall enges in network
virtualization that need to be addressed in order to achi eve these
goal s, spanning from pure research and engi neeri ng/standards space.
The objective of this nmenp is to docunent the technical challenges
and correspondi ng current approaches and to expose requirenents that
shoul d be addressed by future research and standards work
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Thi s docunent represents the consensus of the NFV Research G oup. It
has been reviewed by the Research G oup nmenbers active in the
specific areas of work covered by the docunent.

2. Term nol ogy

The following terns used in this docunent are defined by the ETS
Net wor k Function Virtualization (NVF) Industrial Study Goup (ISGQ
[etsi_gs _nfv_003], the ONF [onf _tr_521] and the | ETF [ RFC7426]

[ RFC7665] :

Application Plane - The collection of applications and services
that program network behavi or

Control Plane (CP) - The collection of functions responsible for
controlling one or nore network devices. CP instructs network
devices with respect to how to process and forward packets. The
control plane interacts primarily with the forwarding plane and,
to a |l esser extent, with the operational plane.

Forwardi ng Plane (FP) - The collection of resources across al
net wor k devi ces responsible for forwarding traffic.

Managenment Plane (MP) - The collection of functions responsible
for monitoring, configuring, and naintaining one or nore network
devices or parts of network devices. The managenent plane is
mostly related to the operational plane (it is related less to the
forwardi ng pl ane).

NFV I nfrastructure (NFVI): totality of all hardware and software
components which build up the environment in which VNFs are
depl oyed.

NFV Managenent and Orchestration (NFV-MANO): functions
collectively provided by NFVO VNFM and VIM

NFV Orchestrator (NFVO: functional block that nanages the Network
Service (NS) lifecycle and coordi nates the nanagenment of NS
lifecycle, VNF |ifecycle (supported by the VNFM and NFVI
resources (supported by the VIM to ensure an optinm zed allocation
of the necessary resources and connectivity.

Operational Plane (OP) - The collection of resources responsible
for managi ng the overall operation of individual network devices.

Physi cal Network Function (PNF): Physical inplenentation of a
Net work Function in a nonolithic realization
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Service Function Chain (SFC): for a given service, the abstracted
view of the required service functions and the order in which they
are to be applied. This is sonehow equivalent to the Network
Function Forwardi ng Graph (NF-FG at ETSI.

Service Function Path (SFP): the selection of specific service
function instances on specific network nodes to forma service
graph through which an SFC is instanti ated.

Virtualized Infrastructure Manager (VIM: functional block that is
responsi ble for controlling and nmanagi ng the NFVI conpute, storage
and network resources, usually within one infrastructure
operator’s Domai n.

Virtualized Network Function (VNF): inplenentation of a Network
Function that can be depl oyed on a Network Function Virtualization
Infrastructure (NFVI).

Virtualized Network Function Manager (VNFM: functional bl ock that
is responsible for the lifecycle managenent of VNF.

3. Background

This section briefly describes sone basic background technol ogi es, as
wel | as other standards devel opi ng organi zati ons and open source
initiatives working on network virtualization or related topics.

3.1. Network Function Virtualization

The ETSI |1 SG NFV is a working group which, since 2012, ains to evol ve
quasi -standard I T virtualization technol ogy to consolidate many

net wor k equi prent types into industry standard hi gh volune servers

swi tches, and storage. It enables inplenenting network functions in
software that can run on a range of industry standard server hardware
and can be noved to, or |oaded in, various |locations in the network
as required, without the need to install new equi pnent. The ETSI NrFV
is one of the predom nant NFV reference franework and architectura
footprints [nfv_sota research_challenges]. The ETSI NFV framework
architecture framework i s conposed of three domains (Figure 1):

0 Virtualized Network Function, running over the NFVI.
0 NFV Infrastructure (NFVI), including the diversity of physica
resources and how t hese can be virtualized. NFVI supports the

execution of the VNFs.

0 NFV Managenent and Orchestration, which covers the orchestration
and life-cycle managenment of physical and/or software resources
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that support the infrastructure virtualization, and the life-cycle
managenent of VNFs. NFV Managenent and Orchestration focuses on
all virtualization specific managenent tasks necessary in the NFV
f r amewor k.

I I

I I

| |

I I
|| I I I I I I
| -mmmmm e e e I I
R T T + |

I I
o + |
[ NFV I nfrastructure (NFVI) | NFV [
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| e e s | |
| b ] |
| | Virtualization Layer | 1 | [
| ] |
| ] |
T | |
| | | Conpute | | Storage | | Network | | | | |
RS EE LR ] |
| | Har dwar e resources | 1 | [
| 1 |
oo m e e e e e e e e e e e e e e e e e eaao o E T oS +

Figure 1: ETSI NFV framework
The NFV architectural franmework identifies functional blocks and the
mai n reference points between such blocks. Sone of these are already
present in current deploynents, whilst others m ght be necessary
additions in order to support the virtualization process and
consequent operation. The functional blocks are (Figure 2):
0 Virtualized Network Function (VNF).
o El enent Managenent (EM.

0 NFV Infrastructure, including: Hardware and virtualized resources,
and Virtualization Layer.

0 Virtualized Infrastructure Manager(s) (VIM.
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0 NFV O chestrator.
0 VNF Manager(s).
0 Service, VNF and Infrastructure Description.

0 COperations and Busi ness Support Systens (0OSS/BSS).
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Figure 2: ETSI NFV reference architecture
3.2. Software Defined Networking
The Software Defined Networking (SDN) paradi gm pushes the

intelligence currently residing in the network elenents to a central
controller inplementing the network functionality through software.
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In contrast to traditional approaches, in which the network’s contro
pl ane is distributed throughout all network devices, with SDN the
control plane is logically centralized. 1In this way, the depl oynent
of new characteristics in the network no | onger requires conplex and
costly changes in equi pnent or firmwvare updates, but only a change in
the software running in the controller. The nmain advantage of this
approach is the flexibility it provides operators to nanage their
network, i.e., an operator can easily change its policies on how
traffic is distributed throughout the network.

One of the nost well known protocols for the SDN control plane

bet ween the central controller and the networking el ements is the
OpenFl ow protocol (OFP), which is maintained and extended by the Open
Net wor k Foundation (ONF: https://ww. opennetwor ki ng. org/).

Oiginally this protocol was devel oped specifically for | EEE 802.1
switches conformng to the ONF OpenFl ow Switch specification. As the
benefits of the SDN paradi gm have reached a wi der audience, its
application has been extended to nore conpl ex scenari os such as
Wreless and Mbile networks. Wthin this area of work, the ONF is
actively devel opi ng new OFP extensi ons addressing three key
scenarios: (i) Wreless backhaul, (ii) Cellular Evolved Packet Core
(EPC), and (iii) Unified access and nanagenent across enterprise
wirel ess and fixed networks.
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Figure 3: High level SDN ONF architecture

Fi gure 3 shows the blocks and the functional interfaces of the ONF
architecture, which conprises three planes: Data, Controller, and
Application. The Data plane conprehends several Network Entities
(NE), which expose their capabilities toward the Controller plane via
a Sout hbound API. The Controller plane includes several cooperating
nodul es devoted to the creation and mai ntenance of an abstracted
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resource nodel of the underlying network. Such nodel is exposed to
the applications via a Northbound APl where the Application plane
conmpri ses several applications/services, each of which has exclusive
control of a set of exposed resources.

The Managenent plane spans its functionality across all planes
performing the initial configuration of the network elenents in the
Dat a pl ane, the assignment of the SDN controller and the resources
under its responsibility. 1In the Controller plane, the Managenent
needs to configure the policies defining the scope of the contro
given to the SDN applications, to nonitor the perfornmance of the
system and to configure the paraneters required by the SDN
controller nmodules. |In the Application plane, Managenment configures
the paraneters of the applications and the service | evel agreements.
In addition to these interactions, the Managenment pl ane exposes
several functions to network operators which can easily and quickly
configure and tune the network at each |ayer

In RFC7426 [ RFC7426], the | RTF Software-Defined Networki ng Research
G oup (SDNRG docunented a | ayer nodel of an SDN architecture, since
this has been a controversial discussion topic: what exactly is SDN?
what is the layer structure of the SDN architecture? how do | ayers
interface with each other? etc.

Fi gure 4 reproduces the figure included in RFC7426 [ RFC7426] to
sunmmari ze the SDN architecture abstractions in the formof a

detail ed, high-level schematic. 1In a particular inplenmentation
pl anes can be collocated with other planes or can be physically
separ at ed

In SDN, a controller manipulates controlled entities via an
interface. Interfaces, when local, are nostly APl invocations
through sone library or systemcall. However, such interfaces may be
extended via sonme protocol definition, which may use |ocal inter-
process conmuni cation (I PC) or a protocol that could al so act
renotely; the protocol nay be defined as an open standard or in a
proprietary nmanner.

SDN expands nul tiple planes: Forwarding, Operational, Control
Managenent and Applications. Al planes nentioned above are
connected via interfaces. Additionally, RFC7426 [ RFC7426] considers
four abstraction layers: the Device and resource Abstraction Layer
(DAL), the Control Abstraction Layer (CAL), the Managenent
Abstraction Layer (MAL) and the Network Services Abstraction Layer
(NSAL) .
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Fi gure 4: SDN Layer Architecture

While SDN is often directly associated to OpenFlow, this is just one
(rel evant) exanple of a southbound protocol between the central
controller and the network entities. Qher relevant exanpl es of
protocols in the SDN fanily are NETCONF [ RFC6241], RESTCONF [ RFC8040]
and For CES [ RFC5810] .
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3.3. |ITUT functional architecture of SDN

The Tel ecommuni cation standardi zati on sector of the Internationa

Tel econmuni cation Union (I TU) -- the ITUT -- has also |ooked into
SDN architectures, defining a slightly nodified one from what other
SDCs have done. | TU-T provides in the recommendation I TU-T Y. 3302
[itu-t-y.3302] a functional architecture of SDN with descriptions of
functional conponents and reference points. The described functiona
architecture is intended to be used as an enabler for further studies
on ot her aspects such as protocols and security as well as being used
to custom ze SDN i n support of appropriate use cases (e.g., cloud
computing, nobile networks). This recommendation is based on ITU-T
Y. 3300 [itu-t-y.3300] and ITU-T VY.3301 [itu-t-y.3301]. While the
first describes the framework of SDN (including definitions,

obj ectives, high-level capabilities, requirements and the high-Ieve
architecture of SDN), the second describes nore detail ed
requirenents.

Figure 5 shows the SDN functional architecture defined by the I TU-T.
It is a layered architecture conposed of the SDN application |ayer
(SDN-AL), the SDN control layer (SDN-CL) and the SDN resource | ayer
(SDN-RL). It also has nulti-layer managenent functions (MW), which
provides functionalities for nmanagi ng the functionalities of SDN

| ayers, i.e., SDN-AL, SDN-CL and SDN-RL. MWF interacts with these

| ayers usi ng MWA, MVWFC, and MVFR reference points.

The SDN- AL enabl es a service-aware behavior of the underlying network
in a progranmmatic nmanner. The SDN- CL provi des programuabl e neans to
control the behavior of SDN-RL resources (such as data transport and
processing), follow ng requests received fromthe SDN-AL according to
MW policies. The SDN-RL is where the physical or virtual network

el ements performtransport and/or processing of data packets
according to SDN-CL deci sions.
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Figure 5: ITU T SDN functional architecture
3.4. Milti-access Edge Computing

Mul ti-access Edge Conputing (MEC) -- fornmerly known as Mobil e Edge
Conputing -- capabilities deployed in the edge of the npbile network
can facilitate the efficient and dynam c provision of services to
mobi | e users. The ETSI | SG MEC wor ki ng group, operative fromend of
2014, intends to specify an open environnment for integrating MEC
capabilities with service providers’ networks, including also
applications from3rd parties. These distributed conputing
capabilities will nmake available IT infrastructure as in a cloud
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envi ronnment for the depl oynent of functions in nobile access
networks. |t can be seen then as a conplement to both NFV and SDN

3.5. | EEE 802. 1CF (Omi RAN)

The | EEE 802. 1CF Reconmmended Practice [omiran] specifies an access

net wor k, which connects termnals to their access routers, utilizing
technol ogi es based on the famly of | EEE 802 Standards (e.g., 802.3

Et hernet, 802.11 W-Fi, etc.). The specification defines an access

networ k reference nodel, including entities and reference points

al ong wi th behavioral and functional descriptions of comunications

anong those entities.

The goal of this project is to help unifying the support of different
i nterfaces, enabling shared network control and use of SDN
principles, thereby |lowering the barriers to new network
technol ogi es, to new network operators, and to new service providers.

3.6. Distributed Managenent Task Force

The DMIF (https://ww. dntf.org/) is an industry standards

organi zation working to sinplify the manageability of network-
accessi bl e technol ogi es through open and col | aborative efforts by
some technol ogy conpanies. The DMIF is involved in the creation and
adopti on of interoperable nanagenent standards, supporting

i mpl ement ati ons that enabl e the managenent of diverse traditional and
energi ng technol ogi es including cloud, virtualization, network and

i nfrastructure

There are several DMIF initiatives that are relevant to the network
virtualization area, such as the Open Virtualization Format (OVF),
for VNF packagi ng; the Coud Infrastructure Managenent Interface
(G M, for cloud infrastructure rmanagenent; the Network Managenent
(NETMAN), for VNF nanagenent; and, the Virtualizati on Managenent
(VMAN), for virtualization infrastructure nmanagenent.

3.7. Open Source initiatives

The Open Source comunity is especially active in the area of network
virtualization and orchestration. W next sunmarize sonme of the
active efforts:

0 OpenStack. OpenStack is a free and open-source cl oud-conputing
software platform OpenStack software controls | arge pools of
comput e, storage, and networking resources throughout a
dat acenter, nmanaged t hrough a dashboard or via the OpenStack AP
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(o]

Kubernetes. Kubernetes is an open-source system for automating
depl oynent, scaling and managenent of containerized applications.
Kuber net es can schedul e and run application containers on clusters
of physical or virtual machines. Kubernetes allows: (i) Scale on
the fly, (ii) Limt hardware usage to required resources only,
(iii) Load balancing Mnitoring, and (iv) Efficient lifecycle
managemnent .

OpenDaylLi ght. OpenDaylight (ODL) is a highly avail able, nodul ar,
extensi ble and scalable nulti-protocol controller infrastructure
built for SDN depl oynents on nodern heterogeneous multi-vendor
networks. It provides a nodel-driven service abstraction platform
that allows users to wite apps that easily work across a wi de

vari ety of hardware and sout hbound protocol s.

ONCS. The ONOS (Open Network Operating System project is an open
source comunity hosted by The Linux Foundation. The goal of the
project is to create a SDN operating system for conmuni cati ons
service providers that is designed for scalability, high
performance and high availability.

OpenContrail. OpenContrail is an Apache 2.0-1icensed project that
is built using standards-based protocols and provides all the
necessary conponents for network virtualization-SDN controller
virtual router, analytics engine, and published northbound APIs.
It has an extensive REST APl to configure and gather operationa
and anal ytics data fromthe system

OPNFV. OPNFV is a carrier-grade, integrated, open source platform
to accelerate the introduction of new NFV products and servi ces.
By integrating conponents from upstream projects, the OPNFV
comrunity ains at conducting perfornmance and use case- based
testing to ensure the platfornis suitability for NFV use cases.
The scope of OPNFV's initial release is focused on building NFV
Infrastructure (NFVI) and Virtualized Infrastructure Managenent
(MM by integrating conponents from upstream projects such as
OpenDayl i ght, OpenStack, Ceph Storage, KVM Open vSwitch, and

Li nux. These conponents, along with application progranmable
interfaces (APIs) to other NFV elements formthe basic
infrastructure required for Virtualized Network Functions (VNF)
and Managenent and Network Orchestration (MANO) conponents.
OPNFV's goal is to (i) increase perfornance and power efficiency,
(ii) improve reliability, availability, and serviceability, and
(iii) deliver conprehensive platforminstrunentation

OSM  Open Source Mano (OSM is an ETSI-hosted project to devel op
an Open Source NFV Managenent and Orchestration (MANO software
stack aligned with ETSI NFV. OSMis based on conponents from
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previous projects, such Tel efonica’ s OpenMANO or Canonical’s Juju
anong ot hers.

0 OpenBaton. QOpenBaton is a ETSI NFV conpliant Network Function
Virtualization Ochestrator (NFVO. OpenBaton was part of the
OpenSDNCor e project started with the objective of providing a
compliant inplementation of the ETSI NFV specification

0 ONAP. ONAP (Open Network Automation Platform is an open source
software platformthat delivers capabilities for the design
creation, orchestration, nonitoring, and life cycle nmanagenent of:
(i) Virtual Network Functions (VNFs), (ii) The carrier-scale
Sof tware Defined Networks (SDNs) that contain them and (iii)

Hi gher-1evel services that conbine the above. ONAP (derived from
the AT&T' s ECOWP) provides for automatic, policy-driven
interaction of these functions and services in a dynamc, real-
time cloud environment.

0O SONA. SONA (Sinplified Overlay Network Architecture) is an
extension to ONOS to have a alnost full SDN network control in
OpenSt ack for virtual tenant network provisioning. Basically,
SONA i s an SDN-based network virtualization solution for cloud DC

Anong the main areas that are being devel oped by the former open
source activities that relate to network virtualization research, we
can highlight: policy-based resource managenent, analytics for
visibility and orchestration, service verification with regards to
security and resiliency.

4. Network Virtualization Challenges
4.1. Introduction

Network Virtualization is changing the way the tel econmunications
sector will deploy, extend and operate their networks. These new
technol ogi es ai mat reducing the overall costs by noving

conmuni cation services fromspecific hardware in the operators’ core
to server farns scattered in datacenters (i.e. conpute and storage
virtualization). |In addition, the networks interconnecting the
functions that conpose a network service are fundanentally affected
in the way they route, process and control traffic (i.e. network
virtualization).

4.2. Quaranteeing quality-of-service
Achi eving a given quality-of-service in an NFV environnent with

virtualized and distributed conputing, storage and networ ki ng
functions is nore challenging than providing the equivalent in
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di screte non-virtualized conponents. For exanple, ensuring a
guaranteed and stabl e forwardi ng data rate has proven not to be
straightforward when the forwarding function is virtualized and runs
on top of COTS server hardware [opennmano_dat apl ane]

[I-D.m k-nfvrg-nfv-reliability-using-cots] [etsi_nvf_ whitepaper_ 3].
Again, the conparison point is against a router or forwarder built on
optinmized hardware. W next identify sone of the challenges that
this poses.

4.2.1. Virtualization Technol ogi es

The i ssue of guaranteeing a network quality-of-service is | ess of an
i ssue for "traditional cloud conputing"” because the workl oads that
are treated there are servers or clients in the networking sense and
hardly ever process packets. oud conputing provides hosting for
applications on shared servers in a highly separated way. Its main
advantage is that the infrastructure costs are shared anong tenants
and that the cloud infrastructure provides levels of reliability that
can not be achieved on individual premises in a cost-efficient way
[intel 10 differences_nfv_cloud]. NFV has very strict requirenents
posed in terns of performance, stability and consistency. Although
there are sone tools and nechanisns to inprove this, such as Enhanced
Per f ormance Awareness (EPA), Single Root |/O Virtualization (SR-10QV),
Non- Uni f orm Menory Access (NUMA), Data Plane Devel opnent Kit (DPDK)
etc, these are still unsolved chall enges. One open research issue is
finding out technol ogies that are different from VM and nore suitable
for dealing with network functionalities.

Lately, a nunber of light-weight virtualization technol ogies

i ncludi ng containers, unikernels (specialized VM5) and mininmalistic
di stributions of general -purpose OSes have appeared as virtualization
approaches that can be used when constructing an NFV platform

[1-D. nataraj an-nfvrg-contai ners-for-nfv] describes the challenges in
bui l di ng such a platform and di scusses to what extent these

technol ogies, as well as traditional VMs, are able to address them

4.2.2. Metrics for NFV characterization

Anot her rel evant aspect is the need for tools for diagnostics and
measurenent suited for NFV. There is a pressing need to define
metrics and associ ated protocols to neasure the perfornance of NFV.
Specifically, since NFV is based on the concept of taking centralized
functions and evolving it to highly distributed SWfunctions, there
is a conmensurate need to fully understand and measure the baseline
performance of such systens.

The | P Performance Metrics (I PPM W5 defines netrics that can be used
to neasure the quality and performance of Internet services and
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applications running over transport |ayer protocols (e.g., TCP, UDP)
over IP. It also develops and maintains protocols for the

measur enent of these metrics. Wile the IPPMW5 is a long running W5
that started in 1997, at the tinme of witing it does not have a
charter itemor active drafts related to the topic of network
virtualization. 1In addition to using IPPMnetrics to evaluate the
QS, there is a need for specific netrics for assessing the
performance of network virtualization techniques.

The Benchmar ki ng Met hodol ogy Working Group (BMAG is al so perforning
work related to NFV netrics. For exanple, [RFC8172] investigates
addi ti onal net hodol ogi cal considerations necessary when benchnar ki ng
VNFs instantiated and hosted in general - purpose hardware, using bare-
met al hypervi sors or other isolation environnents such as Linux
containers. An essential consideration is benchmarking physical and
virtual network functions in the same way when possible, thereby

al | owi ng direct conparison.

As stated in the docunent [RFC8172], there is a clear notivation for
the work on performance netrics for NFV [etsi_gs_nfv_per_001], that
is worth replicating here: "I’mdesigning and buil ding my NFV
Infrastructure platform The first steps were easy because | had a
smal | nunber of categories of VNFs to support and the VNF vendor gave
HWrecomendations that | followed. Now | need to depl oy nore VNFs
from new vendors, and there are different hardware recomendati ons.
How well will the new VNFs performon ny existing hardware? Wich
anong several new VNFs in a given category are nost efficient in
terns of capacity they deliver? And, when | operate nultiple
categories of VNFs (and PNFs) *concurrently* on a hardware platform
such that they share resources, what are the new performance limts,
and what are the software design choices | can make to optinize ny
chosen hardware platforn? Conversely, what hardware platform
upgrades should | pursue to increase the capacity of these
concurrently operating VNFs?"

Lately, there are also sonme efforts |ooking into VNF benchmarki ng.
The sel ection of an NFV Infrastructure Point of Presence to host a
VNF or allocation of resources (e.g., virtual CPUs, nmenory) needs to
be done over virtualized (abstracted and sinplified) resource views
[vnf _benchmarking] [I-D.rorosz-nfvrg-vbaas].

4.2.3. Predictive analysis

On top of diagnostic tools that enabl e an assessnent of the QoS,

predi ctive anal yses are required to react before anomalies occur

Due to the SWcharacteristics of VNFs, a reliable diagnosis franework
could potentially enable the prevention of issues by a proper

di agnosis and then a reaction in ternms of acting on the potentially
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i npacted service (e.g., nmigration to a different conpute node
scaling in/out, up/down, etc).

4., Portability

Portability in NFV refers to the ability to run a given VNF on
multiple NFVIs, that is, guaranteeing that the VNF would be able to
performits functions with a high and predictabl e performance given
that a set of requirenents on the NFVI resources is nmet. Therefore,
portability is a key feature that, if fully enabled, would contribute
to nmaki ng the NFV environment achieve a better reliability than a
traditional system Inplementing functionality in SWover
"commodi ty" infrastructure should nake it nuch easier to port/nove
functions fromone place to another. However this is not yet as
ideal as it sounds, and there are aspects that are not fully tackled.
The existence of different hypervisors, specific hardware
dependencies (e.g., EPA related) or state synchronizati on aspects are
just sone exanples of trouble-nmakers for portability purposes.

The ETSI NFV ISGis doing work in relation to portability.
[etsi_gs_nfv_per 001] provides a list of minimal features which the
VM Descri ptor and Conpute Host Descriptor should contain for the
appropri ate depl oynent of VMinages over an NFVI (i.e. a "telco
datacenter"), in order to guarantee high and predictable performance
of data plane workl oads while assuring their portability. In

addi tion, the docunment provides a set of recommendations on the

m ni mum r equi renent s whi ch HW and hypervi sor should have for a "telco
datacenter"” suitable for different workl oads (data-plane, control -

pl ane, etc.) present in VNFs. The purpose of this docunent is to
provide the list of VMrequirements that should be included in the VM
Descriptor tenplate, and the Iist of HWcapabilities that should be
included in the Conpute Host Descriptor (CHD) to assure predictable
hi gh performance. ETSI NFV assunes that the MANO Functions will make
the mix & match. There are therefore still several research
chal | enges to be addressed here.

Per f or mance i nprovenent
1. Energy Efficiency

Virtualization is typically seen as a direct enabler of energy
savings. Sone of the enablers for this that are often mentioned
[nfv_sota_research_chal | enges] are: (i) the multiplexing gains

achi eved by centralizing functions in data centers reduce the overal
energy consuned, (ii) the flexibility brought by network
programmability enables to switch off infrastructure as needed in a
much easier way. However there is still a lot of roomfor
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i nprovenent in terns of virtualization techniques to reduce the power
consunption, such as enhanced hypervi sor technol ogi es.

Sone additional exanples of research topics that could enabl e energy
savings are [nfv_sota research_chal |l enges]:

o0 Energy aware scaling (e.g., reductions in CPU speeds and partially
turning off sone hardware com ponents to neet a given energy
consunption target.

0 Energy-aware function placenent.

0o Scheduling and chaining algorithms, for exanple adapting the
net wor k topol ogy and operating paranmeters to mininize the
operation cost (e.g., tracking energy costs to identify the
cheapest prices).

Note that it is also inportant to analyze the trade-off between
energy efficiency and network performance.

4.3.2. Inproved |link usage

The use of NFV and SDN technol ogi es can help inprove |ink usage. SDN
has already shown that it can greatly increase average |ink
utilization (e.g., Google exanple [google_sdn_wan]). NFV adds nore
complexity (e.g., due to service function chaining / VNF forwarding
graphs) which need to be considered. Aspects |ike the ones described
in [I-D. bagnul o-nfvrg-topol ogy] on NFV data center topol ogy design
have to be carefully | ooked at as well.

4.4. Miltiple Donmains

Mar ket fragmentation has resulted in a nultitude of network operators
each focused on different countries and regions. This nmakes it
difficult to create infrastructure services spanning multiple
countries, such as virtual connectivity or conpute resources, as no
single operator has a footprint everywhere. Cross-donain
orchestration of services over multiple adm nistrations or over

mul ti-domain single adm nistrations will allow end-to-end network and
service elenents to mx in nulti-vendor, heterogeneous technol ogy and
resource environnments [nulti-domain_5GEX].

For the specific use case of 'Network as a Service', it becones even
nmore inportant to ensure that Cross Domain Orchestration al so takes
care of hierarchy of networks and their association, with respect to
provi sioning tunnels and overl ays.
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Mul ti-domain orchestration is currently an active research topic,
whi ch is being tackled, among others, by ETSI NFV I SG and t he 5GEx
project (https://ww.5gex.eu/) [I-D.bernardos-nfvrg-mnultidonmain]
[mul ti-domai n_5GEX] .

Anot her side of the nmulti-donmain problemis the integration/

har nmoni zati on of different managenent domains. A key exanpl e cones
fromMilti-access Edge Computing, which, according to ETSI, cones
with its own MANO system and would require to be integrated if

i nterconnected to a generic NFV system

4.5. 5G and Network Slicing

From the beginning of all 5G discussions in the research and industry
fora, it has been agreed that 5G will have to address nuch nore use
cases than the preceding wirel ess generations, which first focused on
voi ce services, and then on voice and hi gh speed packet data
services. In this case, 5G should be able to handle not only the
same (or enhanced) voice and packet data services, but also new
energing services like tactile Internet and 10oT. These use cases
take the requirenents to opposite extrenes, as sone of themrequire
ultra-low | atency and hi gher-speed, whereas sone others require
ultra-1ow power consunption and high del ay tol erance.

Because of these very extreme 5G use cases, it is envisioned that
sel ective conbinations of radi o access networks and core network

components will have to be conbined into a given network slice to
address the specific requirenents of each use case.

For exanple, within the major |0T category, which is perhaps the nost
di srupting one, some autononous |oT devices will have very | ow

t hroughput, will have nmuch | onger sleep cycles (and therefore high

| atency), and a battery life time exceeding by a factor of thousands
that of smart phones or sone other devices that will have al nost
continuous control and data conmuni cations. Hence, it is envisioned
that a customi zed network slice will have to be stitched together
fromvirtual resources or sub-slices to neet these requirenents.

The actual definition of network slice froman IP infrastructure

vi ewpoint is currently undergoing intense debate

[1-D. geng-cons-probl emstatenent] [I|-D. gdnb-netslices-intro-and-ps]
[I1-D. def oy- netslices-3gpp-network-slicing] [ngm_5G whitepaper].
Network slicing is a key for introducing new actors in existing

mar ket at low cost -- by letting new players rent "blocks" of
capacity, if the new busi ness nodel enabl es performance that neets
the application needs (e.g., broadcasting updates to nany sensors
with satellite broadcasting capabilities). However, nore work needs
to be done to define the basic architectural approach of how network
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slices will be defined and forned. For exanple, is it nostly a
matter of defining the appropriate network nodels (e.g. YANG to
stitch the network slice from existing components. O do end-to-end
ti mng, synchronization and other |ow | evel requirenents nean that
nore fundanmental research has to be done.

4.5.1. Virtual Network Operators

The wi despread use/di scussion/practice of system and network
virtualization technol ogies has | ed to new busi ness opportunities,
enlarging the offer of IT resources with virtual network and
computing resources, anong others. As a consequence, the network
ecosystem now differentiates between the owner of physical resources,
the Infrastructure Provider (InP), and the intermediary that conforns
and delivers network services to the final custoners, the Virtua

Net wor k Operator (VNO.

VNGCs aimto exploit the virtualized infrastructures to deliver new
and inproved services to their customers. However, current network
virtualization techni ques offer poor support for VNOs to contro
their resources. It has been considered that the InP is responsible
for the reliability of the virtual resources but there are severa
situations in which a VNOrequires to gain a finer control on its
resources. For instance, dynam c events, such as the identification
of new requirenents or the detection of incidents within the virtua
system might urge a VNOto quickly reformits virtual infrastructure
and resource allocation. However, the interfaces offered by current
virtualization platforns do not offer the necessary functions for
VNGs to performthe elastic adaptations they require to tackle with
their dynanic operation environments.

Beyond their heterogeneity, which can be resolved by software
adapters, current virtualization platforns do not have comon net hods
and functions, so it is difficult for the virtual network controllers
used by the VNOs to actually nmanage and control virtual resources
instantiated on different platforms, not even considering different
InPs. Therefore it is necessary to reach a common definition of the
functions that should be offered by underlying platfornms to give such
overlay controllers the possibility to all ocate and deal | ocate
resources dynamcally and get nonitoring data about them

Such common net hods shoul d be offered by all underlying controllers,
regardl ess of being network-oriented (e.g. ODL, ONCS, Ryu) or
computing-oriented (e.g. OpenStack, OpenNebul a, Eucal yptus)
Furthernore, it is also inportant for those platfornms to offer sone
"PUSH' function to report resource state, avoiding the need for the
VNO s controller to "POLL" for such data. A starting point to get
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proper notifications within current REST APIs could be to consider
the protocol proposed by the WEBPUSH W5 [ RFC8030] .

Finally, in order to establish a proper order and allow the

coexi stence and col |l aboration of different systens, a conmon ontol ogy
regardi ng network and systemvirtualization shoul d be defined and
agreed, so different and heterogeneous systemnms can understand each
other without requiring to rely on specific adaptati on nmechani snms
that m ght break with any update on any side of the relation

4.5.2. Extending Virtual Networks and Systens to the Internet of Things

The Internet of Things (loT) refers to the vision of connecting a
mul titude of automated devices (e.g. lights, environmental sensors,
traffic lights, parking neters, health and security systens, etc.) to
the Internet for purposes of reporting, and renote conmand and
control of the device. This vision is being realized by a nulti-
pronged approach of standardi zation in various foruns and

conmpl enentary open source activities. For exanple, in the |ETF,
support of 10T web services has been defined by an HTTP-1li ke protoco
adapted for 10T called CoAP [ RFC7252], and |lately a group has been
studying the need to develop a new network |l ayer to support IP
applications over Low Power Wde Area Networks (LPWAN).

El sewhere, for 5G cellular evolution there is nuch discussion on the
need for supporting virtual "network slices" for the expected nassive
nunbers of 10T devices. A separate virtual network slice is

consi dered necessary for different 5G 10T use cases because devices
will have very different characteristics than typical cellular
devices like smart phones [ngm_5G whitepaper], and the nunber of |oT
devices is expected to be at |least one or two orders of nagnitude

hi gher than other 5G devices (see Section 4.5).

The specific nature of the 10T ecosystem particularly reflected in

t he Machi ne-to- Machi ne (MM comuni cations, |eads to the creation of
new and highly distributed systens whi ch denmand | ocati on-based
network and conputing services. A specific exanple can be
represented by a set of "things" that suddenly require to set-up a
firewall to allow external entities to access their data while

out sourci ng sone conputation requirenents to nore powerful systens
relying on cl oud-based services. This representative use case
exposes inportant requirements for both NFV and the underlying cloud
i nfrastructures.

In order to provide the aforenentioned | ocation-based functions
integrated with highly distributed systens, the so called fog
infrastructures should be able to instantiate VNFs, placing themin
the required place, e.g. close to their consuners. This requirenent
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inplies that the interfaces offered by virtualization platforms nust
support the specification of |ocation-based resources, which is a key
function in those scenarios. Moreover, those platforns nust also be
able to interpret and understand the references used by |0T systens
to their location (e.g., "My-AP", "5BLDG+2F") and al so the
specification of identifiers linked to other resources, such as the
case of requiring the infrastructure to establish a link between a
specific AP and a specific virtual conmputing node. |In summary, the
research gap is exact localization of VNFs at far network edge
infrastructure which is highly distributed and dynami c.

4.6. Service Conposition

Current network services depl oyed by operators often involve the
composition of several individual functions (such as packet
filtering, deep packet inspection, |oad balancing). These services
are typically inplenented by the ordered conbinati on of a nunber of
service functions that are deployed at different points within a
networ k, not necessarily on the direct data path. This requires
traffic to be steered through the required service functions,
wherever they are depl oyed [ RFC7498].

For a given service, the abstracted view of the required service
functions and the order in which they are to be applied is called a
Servi ce Function Chain (SFC) [sfc_challenges], which is called

Net wor k Function Forwardi ng Gaph (NF-FG in ETSI. An SFCis
instanti ated through selection of specific service function instances
on specific network nodes to forma service graph: this is called a
Service Function Path (SFP). The service functions nmay be applied at
any layer within the network protocol stack (network |ayer, transport
| ayer, application layer, etc.).

Servi ce conposition is a powerful means which can provide significant
benefits when applied in a softwarized network environnent. There
are however many research challenges in this area, as for exanple the
ones related to conposition nmechanisns and al gorithms to enabl e | oad
bal ancing and inprove reliability. The service conposition should

al so act as an enabler to gather information across all hierarchies
(underl ays and overlays) of network depl oyments whi ch may span across
mul tiple operators, for faster serviceability thus facilitating
acconpl i shing aforenenti oned goals of "load bal anci ng and i nprove
reliability".

As described in [dynam c_chaining], different algorithms can be used
to enabl e dynami c service conposition that optim zes a QoS-based
utility function (e.g., mnimzing the | atency per-application
traffic flows) for a given conposition plan. Such algorithns can
consi der the conputation capabilities and | oad status of resources
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executing the VNF instances, either deduced through estimations from
hi storical usage data or collected through real-time nonitoring
(i.e., context-aware selection). For this reason, selections should
i nclude references to dynamc information on the status of the
service instance and its constituent elenents, i.e., nonitoring
information related to individual VNF instances and |inks connecting
themas well as derived nmonitoring information at the chain | eve
(e.g., end-to-end delay). At runtime, if one or nore VNF instances
are no nore avail able or QoS degrades bel ow a given threshold, the
service selection task can be rerun to performservice substitution

There are different research directions that relate to the previous
point. For exanple, the use of Integer Linear Progranming (ILP)
techni ques can be explored to optim ze the managenent of diverse
traffic flows. Deep machine |earning can also be applied to optim ze
service chains using infornmation paraneters such as sone of the ones
menti oned above. Newer scheduling paradigns, |ike co-flows, can also
be used.

The SFC working group is working on an architecture for service
function chaining [ RFC7665] that includes the necessary protocols or
protocol extensions to convey the Service Function Chain and Service
Function Path information to nodes that are involved in the

i mpl ement ati on of service functions and Service Function Chains, as
wel | as mechani sms for steering traffic through service functions.

In terms of actual work items, the SFC W5 is has not yet considered
wor ki ng on the managenent and configuration of SFC conponents rel ated
to the support of Service Function Chaining. This part is of specia
interest for operators and would be required in order to actually put
SFC nechanisns into operation. Simlarly, redundancy and reliability
mechani sms for service function chaining are currently not dealt with
by any W in the ETF. Wiile this was the main goal of the VNFpoo
BoF efforts, it still renmains unaddressed.

4.7. End-user device virtualization

So far, nost of the network softwarization efforts have focused on
virtualizing functions of network el enents. Wile virtualization of
network elenents started with the core, nobile networks architectures
are now heavily switching to also virtualize radi o access network
(RAN) functions. The next natural step is to get virtualization down
at the level of the end-user device (e.g., virtualizing a smartphone)
[virtualization_nobile _device]. The cloning of a device in the cloud
(central or local) bears attractive benefits to both the device and
network operations alike (e.g., power saving at the device by

of f|1 oadi ng conput ati onal - heaving functions to the cloud, optim zed
net wor ki ng -- both device-to-device and device-to-infrastructure) for
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service delivery through tighter integration of the device (via its
clone in the networking infrastructure). This is, for exanple, being
expl ored by the European H2020 |1 Cl RRUS project (www.icirrus-

5gnet. eu).

4.8. Security and Privacy

Simlar to any other situation where resources are shared, security
and privacy are two inportant aspects that need to be taken into
account .

In the case of security, there are situations where nultiple service
providers will need to coexist in a virtual or hybrid physical/
virtual environment. This requires attestation procedures anongst
different virtual/physical functions and resources, as well as
ongoi ng external nonitoring. Simlarly, different network slices
operating on the sane infrastructure can present security problens,
for instance if one slice running critical applications (e.g. support
for a safety system) is affected by another slice running a | ess
critical application. 1In general, the m ninum comon denom nator for
security neasures on a shared system shoul d be equal or higher than
the one required by the nost critical application. Miltiple and
continuous threat nodel analysis, as well as DevOps nodel are
required to maintain a certain level of security in an NFV system
Sinmplistically, DevOps is a process that conbines multiple functions
into single cohesive teans in order to quickly produce quality
software. It typically relies on also applying the Agile devel opnent
process, which focuses on (anbng many things) dividing | arge features
into multiple, snmaller deliveries. One part of this is to

i medi ately test the new smaller features in order to get inmediate
feedback on errors so that if present, they can be imediately fixed
and redepl oyed.

On the other hand, privacy refers to concerns about the control of
personal data and the decision of what to reveal to whom In this
case, the storage, transnission, collection, and potenti al
correlation of information in the NFV system for purposes not
originally intended or not known by the user, should be avoided.

This is particularly challenging, as future intentions and threats
cannot be easily predicted, and still can be applied on data
collected in the past. Therefore, well-known techniques such as data
nm ninization, using privacy features as default, and allow ng users
to opt in/out should be used to prevent potential privacy issues.

Conpared to traditional networks, NFV will result in networks that
are nuch nore dynanmic (in function distribution and topol ogy) and
elastic (in size and boundaries). NFV will thus require network

operators to evolve their operational and administrative security
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solutions to work in this new environnent. For example, in NFV the
networ k orchestrator will beconme a key node to provide security
policy orchestration across the different physical and virtua
conmponents of the virtualized network. For highly confidential data,
for exanple, the network orchestrator should take into account if
certain physical hardware (HW of the network is considered nore
secure (e.g., because it is located in secure prem ses) than other
HW

Traditional telecomnetworks typically run under a single

adm nistrative donain controlled by (exactly) one operator. Wth
NFV, it is expected that in many cases, the tel ecomoperator will now
becone a tenant (running the VNFs), and the infrastructure (NFVI) may
be run by a different operator and/or cloud service provider (see

al so Section 4.4). Thus, there will be nultiple adnm nistrative
domai ns involved, naeking security policy coordination nore conpl ex.
For exanple, who will be in charge of provisioning and naintaining
security credentials such as public and private keys? Also, should
private keys be allowed to be replicated across the NFV for
redundancy reasons? Alternatively, it can be investigated howto
devel op a mechani smthat avoid such a security policy coordination
this maki ng the system nore robust.

On a positive note, NFV may better defense against Denial of Service
(DoS) attacks because of the distributed nature of the network (i.e.
no single point of failure) and the ability to steer (undesirable)
traffic quickly [etsi_gs_nfv_sec_001]. Also, NFVs which have
physical HWwhich is distributed across nmultiple data centers will

al so provide better fault isolation environnents. This holds true in
particular if each data center is protected separately via firewalls,
DWVZs and ot her network protection techniques.

SDN can al so be used to help inprove security by facilitating the
operation of existing protocols, such as Authentication,

Aut hori zation and Accounting (AAA). The nmanagenent of AAA
infrastructures, nanely the nanagenent of AAA routing and the
establi shnent of security associations between AAA entities, can be
performed using SDN, as analyzed in [I|-D. marin-sdnrg-sdn-aaa- mg].

4.9. Separation of control concerns

NFV environments offer two possible |evels of SDN control. One |evel
is the need for controlling the NFVI to provide connectivity end-to-
end anong VNFs or anong VNFs and PNFs (Physical Network Functions).
A second level is the control and configuration of the VNFs

thensel ves (in other words, the configuration of the network service
i npl emented by those VNFs), taking advantage of the programmubility
brought by SDN. Both control concerns are separated in nature.
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However, interaction between both could be expected in order to
optinize, scale or influence each other.

Cl ear mechani sms for such interaction are needed in order to avoid
mal functioning or interference concerns. These ideas are considered
in [etsi_gs nfv_eve005] and [I-D.irtf-sdnrg-Iayered-sdn]

4.10. Network Function pl acenent

Net work function placenent is a problemin any kind of network

tel econmuni cations infrastructure. Moreover, the increased degree of
freedom added by network virtualization makes this problemeven nore
i mportant, and al so harder to tackle. Deciding where to place
virtual network functions is a resource allocation probl em which
needs to (or may) take into consideration quite a few aspects:
resiliency, (anti-)affinity, security, privacy, energy efficiency,
etc.

When several functions are chained (typical scenario), placenent

al gorithms become nore conpl ex and inportant (as described in
Section 4.6). VWile there has been research on the topic
[nfv_piecing] [dynam c_placenent][vnf-p], this still remains an open
chal | enges that requires nore attention. Milti-dormain also adds
anot her conponent of conplexity to this problemthat has to be
consi der ed.

4.11. Testing

The inpacts of network virtualization on testing can be divided into
3 groups:

1. Changes in nethodol ogy.
2. New functionality.
3. Opportunities.

4.11.1. Changes in methodol ogy

The | argest inpact of NFVis the ability to isolate the System Under
Test (SUT). \When testing Physical Network Functions (PNF), isolating
the SUT nmeans that all the other devices that the SUT comuni cates
with are replaced with simulations (or controlled executions) in
order to place the SUT under test by itself. The SUT may be

compri sed of one or nore devices. The simnulations use the
appropriate traffic type and protocols in order to execute test

cases.
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As shown in Figure 2, NFV provides a comon architecture for al
functions to use. A VNF is executed using resources offered by the
NFVI, which have been allocated using the MANO function. It is not
possible to test a VNF by itself, without the entire supporting
environnment present. This fundanentally changes how to consi der the
SUT. |In the case of a VNF (or nultiple VNFs), the SUT is part of a
| arger architecture which is necessary in order to run the SUTs.

I solation of the SUT therefore becomes controlling the environment in
a di sciplined manner. The conponents of the environnent necessary to
run the SUTs that are not part of the SUT becone the test

environnment. In the case of VNFs which are the SUT, the NFVI and
MANO becone the test environment. The configurations and policies
that guide the test environment should remain constant during the
execution of the tests, and also fromtest to test. Configurations
such as CPU pinning, NUMA configuration, the SWversions and
configurations of the hypervisor, vSwitch and NI Cs should renain
constant. The only variables in the testing should be those
controlling the SUT itself. |If any configuration in the test
environnment is changed fromtest to test, the results beconme very
difficult, if not inpossible, to conpare since the test environnent
behavi or may change the results as a consequence of the configuration
change.

Testing the NFVI itself also presents new considerations. Wth a
PNF, the dedi cated hardware supporting it is optimzed for the
particul ar workl oad of the function. Routing hardware is specially
built to support packet forwarding functions, while the hardware to
support a purely control plane application (say, a DNS server, or a
Di ameter function) will not have this specialized capability. In
NFV, the NFVI is required to support all types of potentially

di fferent workl oad types.

Testing the NFVI therefore requires careful consideration about what
types of netrics are sought. This, in turn, depends on the workl oad
type the expected VNF will be. Exanples of different workload types
are data forwarding, control plane, encryption, and authentication
Al'l these types of expected workloads will deternine the types of
metrics that should be sought. For exanple, if the workload is
control plane, then a netric such as jitter is not useful, but
dropped packets are critical. In a nmulti-tenant environnent, the
NFVI coul d support various types of workloads. |In this case, testing
with a variety of traffic types while nmeasuring the correspondi ng
metrics sinultaneously becomes necessary.

Test beds for any type of testing for an NFV-based systemw || be

largely sinmlar to previously used test architectures. The nethods
are inpacted by virtualization, as described above, but the design of
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test beds are simlar as in the past. There are two main new
consi derati ons:

0 Since networking is based on software, which has lead to greater
autonation in deploynment, the test system should al so be
depl oyable with the rest of the systemin order to fully autonmate
the system This is especially relevant in a DevQps environnent
supported by a CI/CD tool chain (see Section 4.11.3 bel ow).

o In any performance test bed, the test system should not share the
same resources as the System Under Test (SUT). While nulti-
tenenacy is a reality in virtualization, having the test system
share resources with the SUT will inpact the neasured results in a
performance test bed. The test system should be depl oyed on a
separate platformin order to not to inpact the resources
avai l abl e to the SUT.

4.11.2. New functionality

NFV presents a collection of new functionality in order to support
the goal of software networking. Each conponent on the architecture
shown in Figure 2 has an associated set of functionality that allows
VNFs to run: onboarding, lifecycle managenent for VNFs and Networks
Services (NS), resource allocation, hypervisor functions, etc.

One of the new capabilities enabled by NFV is VNFFG ( VNF Forwar di ng
G aphs). This refers to the graph that represents a Network Service
by chaining together VNFs into a forwarding path. In practice, the
forwardi ng path can be inplenented in a variety of ways using

di fferent networking capabilities: vSwitch, SDN, SDN with a

nort hbound application, and the VNFFG m ght use tunneling protocols
i ke VXLAN. The dynamic allocation and inplenentation of these
net wor ki ng paths will have different performance characteristics
dependi ng on the nethods used. The path inpl enentati on nechani sm
becones a variable in the network testing of the NSs. The

nmet hodol ogy used to test the various mechani snms should largely remain
the same, and as usual, the test environment should remain constant
for each of the tests, focusing on varying the path establishnent
met hod.

Scaling refers to the change in allocation of resources to a VNF or
NS. It happens dynamically at run-time, based on defined policies
and triggers. The triggers can be network, conpute or storage based.
Scaling can allocate nore resources in tinmes of need, or reduce the
anount of resources allocated when the demand is reduced. The SUT in
this case becones much larger than the VNF itself: MANO controls how
scaling is done based on policies, and then allocates the resources
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accordingly in the NFVI. Essentially, the testing of scaling
i ncludes the entire NFV architecture conponents into the SUT.

4.11.3. Qpportunities

Sof twari zati on of networking functionality |eads to softwarization of
test as well. As Physical Network Functions (PNF) are being
transforned into VNFs, so have the test tools. This leads to the
fact that test tools are also being controlled and executed in the
same environnent as the VNFs are. This presents an opportunity to

i nclude VNF-based test tools along with the depl oynent of the VNFs
supporting the services of the service provider into the host data
centers. Tests can therefore be automatically executed upon

depl oynent in the target environnent, for each depl oynent, and each
service. Wth PNFs, this was very difficult to achieve.

Thi s new concept hel ps to enabl e nodern concepts |ike DevOps and
Conti nuous Integration and Conti nuous Depl oynent in the NFV
environnment. The ClI/CD pipeline supports this concept. It consists
of a series of tools, among which inmediate testing is an integral
part, to deliver software fromsource to deploynment. The ability to
depl oy the test tools thenselves into the production environnent
stretches the CI/CD pipeline all the way to production depl oynent,
allow ng a range of tests to be executed. The tests can be sinple,
with a goal of verifying the correct deploynent and networking

est abli shnent, but can al so be nore conplex, like testing VNF
functionality.

5. Technol ogy Gaps and Potential |ETF Efforts

Table 1 correlates the open network virtualization research areas
identified in this docunent to potential |ETF and | RTF groups that
coul d address sonme aspects of them An exanple of a specific gap
that the group could potentially address is identified in

parent heti cal beside the group nane.
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| Open Research Area | Potential |ETF/ |IRTF G oup |

1- Quar ant eei ng QoS
2- Per f or mance

i mpr ovenent

3-Mul tiple Domains
4-Network Slicing

[ | PPM WG ( Measur enents of NFVI) [
| SFC W5 NFVRG (energy driven |
| orchestration) |
| NFVRG (rmul ti-domai n orchestration) |
| NVG3 WG NETSLI CES bar BoF (nul ti - |
| t enancy support) |
| 5-Service Conposition SFC WG (SFC Mgmt and Confi g) [
| 6-End-user device N A |
I I
I I
I I
| |
I I
I I
I I

virtualization

7-Security N A

8- Separati on of control NFVRG (separati on between transport
concerns control and services)

9-Testi ng NFVRG (testing of scaling)

10- Functi on pl acenent NFVRG SFC WG (VNF pl acenent al gorithns

and protocol s)

Tabl e 1: Mappi ng of Open Research Areas to Potential |ETF G oups
6. NFVRG focus areas

Table 2 correlates the currently identified NFVRG topics of
interests/focus areas to the open network virtualization research
areas enunerated in this document. This can help the NFVRG in
identifying and prioritizing research topics. The current |ist of
NFVRG focus points is the foll ow ng:

0 Re-architecting functions, including aspects such as new
architectural and design patterns (e.g., containerization,
stat el essness, serverless, control/data plane separation), SDN
i ntegration, and proposals on progranmmability.

o New managenent franmeworks, considering aspects related to new OAM
nmechani snms (e.g., configuration control, hybrid descriptors) and
I i ght wei ght MANO pr oposal s

o Techniques to guarantee |ow | atency, resource isolation, and other
dat apl ane features, including hardware accel eration, functiona
of fl oadi ng to datapl ane el enents (including NICs), and rel ated
appr oaches.

0 Measurenment and benchmar ki ng, addressing both interna
measur enents and external applications.
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| NFVRG Focus Poi nt | Open Research Area |
1-Re-architecting functions - Performance i nprovem

- Network Slicing

- Quarant eei ng QoS

- Security

- End-user device virt.

- Separation of control

Mul ti pl e Domai ns

- Service Conposition

- End-user device virt.

- Performance inprovem

- Separation of control

- Quarant eei ng QoS

- Testing

3-Low | atency, resource isolation, etc

I

I

I

I

I

I

| 2-New managenent frameworks

I

I

I

| 4-Measurenment and benchmar ki ng
I

Tabl e 2: Mappi ng of NFVRG Focus Points to Open Research Areas
7. 1 ANA Consi derations
N A
8. Security Considerations

This is an informational docunent, which therefore does not introduce
any security threat. Research challenges and gaps related to
security and privacy have been included in Section 4.8.
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