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Abst ract

In NVOB networks, Network Virtualization Edge (NVE) devices sit at
the edge of the underlay network and provide Layer-2 and Layer-3
connectivity anong Tenant Systens (TSes) of the same tenant. The NVEs
need to build and nmaintain mapping tables so that they can deliver
encapsul ated packets to their intended destination NVE(s). Wile
there are different options to create and di ssem nate the napping
table entries, NVEs may exchange that information directly anong
thensel ves via a control -plane protocol, such as EVPN. EVPN provi des
an efficient, flexible and unified control-plane option that can be
used for Layer-2 and Layer-3 Virtual Network (VN) service
connectivity. This docunment describes the applicability of EVPN to
NVO3 net wor ks and how EVPN sol ves the chall enges in those networks
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1. Introduction

In NVOB networks, Network Virtualization Edge (NVE) devices sit at

t he edge of the underlay network and provide Layer-2 and Layer-3
connectivity anong Tenant Systens (TSes) of the same tenant. The NVEs
need to build and maintain mapping tables so that they can deliver
encapsul at ed packets to their intended destination NVE(s). Wile
there are different options to create and di ssem nate the napping
table entries, NVEs nmay exchange that information directly anong

t hensel ves via a control -plane protocol, such as EVPN. EVPN provi des
an efficient, flexible and unified control-plane option that can be
used for Layer-2 and Layer-3 Virtual Network (VN) service
connectivity.

In this docunment, we assune that the EVPN control -plane nodul e
resides in the NVEs. The NVEs can be virtual switches in hypervisors,
TOR/ Leaf switches or Data Center Gateways. Note that Network
Virtualization Authorities (NVAs) may be used to provide the
forwarding information to the NVEs, and in that case, EVPN could be
used to dissemnate the information across nultiple federated NVAs.
The applicability of EVPN would then be simlar to the one described
in this docunent. However, for sinplicity, the description assunes
control - pl ane conmmuni cati on anong NVE(S).

2. EVPN and NVO3 Ter m nol ogy

o EVPN. Ethernet Virtual Private Networks, as described in [RFC7432].
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o PE: Provider Edge router

0 NVGB or Overlay tunnels: Network Virtualization Over Layer-3
tunnels. In this docunent, NVO3 tunnels or sinply Overlay tunnels
will be used interchangeably. Both terns refer to a way to
encapsul ate tenant franes or packets into | P packets whose I P
Sour ce Addresses (SA) or Destination Addresses (DA) belong to the
underl ay | P address space, and identify NVEs connected to the sane
underl ay network. Examples of NVO3 tunnel encapsul ations are VXLAN
[ RFC7348], [CGENEVE] or MPLSoUDP [ RFC7510] .

0 VXLAN: Virtual eXtensible Local Area Network, an NVO3 encapsul ation
defined in [ RFC7348].

0 GENEVE: Generic Network Virtualization Encapsul ati on, an NVG3
encapsul ati on defined in [ GENEVE].

0 CLCs: a multistage network topol ogy described in [ CLOS1953], where
all the edge switches (or Leafs) are connected to all the core
switches (or Spines). Typically used in Data Centers nowadays.

o ECWP: Equal Cost Multi - Path.

0 NVE: Network Virtualization Edge is a network entity that sits at
the edge of an underlay network and inplenments L2 and/or L3 network
virtualization functions. The network-facing side of the NVE uses
the underlying L3 network to tunnel tenant frames to and from ot her
NVEs. The tenant-facing side of the NVE sends and recei ves Ethernet
franes to and from i ndividual Tenant Systens. In this docunent, an
NVE could be inplenented as a virtual switch within a hypervisor, a
switch or a router, and runs EVPN in the control -pl ane.

o EVI: or EVPN Instance. It is a Layer-2 Virtual Network that uses an
EVPN control -pl ane to exchange reachability information anong the
menber NVES. It corresponds to a set of MAC-VRFs of the sane
tenant. See MAC-VRF in this section

o BD: or Broadcast Domain, it corresponds to a tenant |IP subnet. If
no suppression techniques are used, a BUMfrane that is injected in
a BDwill reach all the NVEs that are attached to that BD. An EVI
may contain one or nmultiple BDs depending on the service nodel
[ RFC7432]. This document will use the termBD to refer to a tenant
subnet .

0 EVPN VLAN- based service nodel: it refers to one of the three
service nodels defined in [RFC7432]. It is characterized as a BD
that uses a single VLAN per physical access port to attach tenant
traffic to the BD. In this service nodel, there is only one BD per
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EVI.

0 EVPN VLAN-bundl e service nodel: simlar to VLAN based but uses a
bundl e of VLANs per physical port to attach tenant traffic to the
BD. As in VLAN-based, in this nodel there is a single BD per EVI

0 EVPN VLAN aware bundl e service nodel: simlar to the VLAN bundl e
nmodel but each individual VLAN value is mapped to a different BD
In this nodel there are multiple BDs per EVI for a given tenant.
Each BD is identified by an "Ethernet Tag", that is a control-plane
value that identifies the routes for the BD within the EVI

o IP-VRF: an IP Virtual Routing and Forwarding table, as defined in
[RFCA364]. It stores IP Prefixes that are part of the tenant’s IP
space, and are distributed among NVEs of the sane tenant by EVPN
Rout e- Di sti nghi sher (RD) and Route-Target(s) (RTs) are required
properties of an IP-VRF. An IP-VRF is instantiated in an NVE for a
given tenant, if the NVE is attached to nultiple subnets of the
tenant and | ocal inter-subnet-forwarding is required across those
subnet s.

0o MAC-VRF: a MAC Virtual Routing and Forwarding table, as defined in
[ RFC7432]. The instantiation of an EVI (EVPN I nstance) in an NVE
Rout e- di sti nghi sher (RD) and Route-Target(s) (RTs) are required
properties of a MAC-VRF and they are normally different than the
ones defined in the associated IP-VRF (if the MAC-VRF has an I RB
i nterface).

o BT: a Bridge Table, as defined in [RFC7432]. A BT is the
instantiation of a BDin an NVE. Wen there is a single BD on a
given EVI, the MAG-VRF is equivalent to the BT on that NVE.

0 AC. Attachment Circuit or logical interface associated to a given
BT. To determine the AC on which a packet arrived, the NVE will
exam ne the physical/logical port and/or VLAN tags (where the VLAN
tags can be individual c-tags, s-tags or ranges of both).

0 IRB: Integrated Routing and Bridging interface. It refers to the
| ogical interface that connects a BD instance (or a BT) to an I P-
VRF and allows to forward packets with destination in a different
subnet .

0 ES: Ethernet Segnent. When a Tenant System (TS) is connected to one
or more NVEs via a set of Ethernet links, then that set of links is
referred to as an ’'Ethernet segnment’. Each ES is represented by a
uni que Ethernet Segnent ldentifier (ESI) in the NVG3 network and
the ESI is used in EVPN routes that are specific to that ES

Rabadan et al. Expi res August 13, 2018 [ Page 5]



Internet-Draft EVPN Applicability for NVO3 February 9, 2018

o DF and NDF: they refer to Designated Forwarder and Non-Desi gnated
Forwarder, which are the roles that a given PE can have in a given
ES.

o0 VN : Virtual Network ldentifier. Irrespective of the NVO3
encapsul ation, the tunnel header always includes a VNI that is
added at the ingress NVE (based on the mapping table | ookup) and
identifies the BT at the egress NVE. This VNI is called VNI in
VXLAN or GENEVE, VSID in nvGRE or Label in MPLSOGRE or MPLSoUDP.
This docunent will refer to VNI as a generic Virtual Network
Identifier for any NVOB encapsul ati on.

o0 BUM Broadcast, Unknown unicast and Multicast franes.

0 SA and DA: they refer to Source Address and Destination Address.
They are used along with MAC or IP, e.g. |IP SA or MAC DA

0 RT and RD: they refer to Route Target and Route Distinguisher.
o PTA: Provider Multicast Service Interface Tunnel Attribute.

0 RT-1, RT-2, RT-3, etc.: they refer to Route Type followed by the
type nunber as defined in the IANA registry for EVPN route types.

o TS: Tenant System

0 ARP and ND: they refer to Address Resol ution Protocol and Nei ghbor
Di scovery protocol.

3. Way Is EVPN Needed In NVO3 Networks?

Data Centers have adopted NVO3 architectures nostly due to the issues
di scussed in [RFC7364]. The architecture of a Data Center is nowadays
based on a CLCS design, where every Leaf is connected to a | ayer of
Spi nes, and there is a nunber of ECWP paths between any two | eaf
nodes. All the |inks between Leaf and Spine nodes are routed |inks,
form ng what we al so know as an underlay |IP Fabric. The underlay IP
Fabric does not have issues with |oops or flooding (like old Spanning
Tree Data Center designs did), convergence is fast and ECVP provi des
a fairly optinmal bandwidth utilization on all the links.

On this architecture and as di scussed by [ RFC7364] nulti-tenant

i ntra-subnet and inter-subnet connectivity services are provi ded by
NVO3 tunnel s, being VXLAN [ RFC7348] or [ GENEVE] two exanpl es of such
tunnel s.

Wiy is a control -plane protocol along with NVG3 tunnels required?
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There are three mmin reasons:

a) Auto-discovery of the renote NVEsS that are attached to the sane
VPN i nstance (Layer-2 and/or Layer-3) as the ingress NVE is.

b) Dissenination of the MAC/IP host information so that mapping
tabl es can be popul ated on the renote NVEs.

c) Advanced features such as MAC Mobility, MAC Protection, BUM and
ARP/ ND traffic reduction/suppression, Milti-hom ng, Prefix
I ndependent Convergence (PIC) like functionality, Fast
Conver gence, etc.

A possi bl e approach to achieve points (a) and (b) above for
mul ti point Ethernet services, is "Flood and Learn". "Flood and Learn"
refers to not using a specific control-plane on the NVEs, but rather
"Fl ood" BUMtraffic fromthe ingress NVE to all the egress NVEs
attached to the sanme BD. The egress NVEs may then use data path MAC
SA "Learning" on the frames received over the NVO3 tunnels. Wen the
destination host replies back and the frames arrive at the NVE that
initially flooded BUMfranes, the NVE will also "Learn" the MAC SA of
the frane encapsul ated on the NVGB tunnel. This approach has the
fol l owi ng drawbacks:

o In order to Flood a given BUMfrane, the ingress NVE nust know the
| P addresses of the renote NVEs attached to the same BD. This may
be done as foll ows:

- The renote tunnel |P addresses can be statically provisioned on
the ingress NVE. If the ingress NVE receives a BUMfrane for the
BD on an ingress AC, it will do ingress replication and will send
the frame to all the configured egress NVE IP DAs in the BD.

- Al the NVEs attached to the same BD can subscribe to an underl ay
IP Multicast Group that is dedicated to that BD. Wen an ingress
NVE receives a BUM frame on an ingress AC, it will send a single
copy of the frame encapsulated into an NVG3 tunnel, using the
mul ti cast address as | P DA of the tunnel. This solution requires
PIMin the underlay network and the association of individual BDs
to underlay I P nmulticast groups.

0 "Flood and Learn" solves the issues of auto-discovery and | earning
of the MAC to VNI/tunnel |P mapping on the NVEs for a given BD.
However, it does not provide a solution for advanced features and
it does not scale well.

EVPN provides a unified control-plane that solves the NVE auto-
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di scovery, tenant MAP/I P dissem nation and advanced features in a
scal abl e way and keepi ng the i ndependence of the underlay IP Fabric,
i.e. there is no need to enable PIMin the underlay network and

mai ntain nmulticast states for tenant BDs.

Section 4 describes howto apply EVPN to neet the control-pl ane
requirenents in an NVQ3 networKk.

4. Applicability of EVPN to NVCG3 Networks

This section discusses the applicability of EVPN to NVO3 networks.
The intend is not to provide a conprehensive explanation of the
protocol itself but give an introduction and point at the
correspondi ng reference docunment, so that the reader can easily find
nore details if needed.

4.1. EVPN Route Types used in NVO3 Networks

EVPN supports multiple Route Types and each type has a different
function. For convenience, Table 1 shows a sunmary of all the
existing EVPN route types and its usage. W will refer to these route
types as RT-x throughout the rest of the docunent, where x is the
type nunber included in the first colum of Table 1.

Rabadan et al. Expi res August 13, 2018 [ Page 8]



Internet-Draft EVPN Applicability for NVO3 February 9, 2018

|1 | Et her net Aut o- Di scovery | Multi-honi ng: [
[ [ | Per-ES: Mass withdrawal |
| | | Per-EVI: aliasing/backup [

L L T T T e +
| 2 | MAC/ | P Adverti senent | Host MAC/ I P di ssem nati on |
| | | Supports MAC nobility and protection |
Fomm e e e e e e e oo o m e o e e e e e e e e e e ee—aa- o +
| 3 | I nclusive Mul ticast | NVE di scovery and BUM fl ooding tree |
| | Et hernet Tag | setup [
L L T T T N ' +
| 4 | Et her net Segnent | Mul ti-homing: ES auto-discovery and |
| | | DF El ection |
Fomm e e e e e e e oo o m e o e e e e e e e e e e ee—aa- o +
| 5 | 1P Prefix | 1P Prefix dissem nation |
e e +
| 6 | Sel ective Multicast | I'ndicate interest for a multicast |
| | Et hernet Tag | S, Gor *, G |
Fomm e e e e e e e e o m e e e e e e e e e e e e e e eem o +
| 7 | 1 GWP Join Synch | Mul ti-homing: S, Gor * G state synch |
e . +
| 8 |  GWP Leave Synch | Mul ti-honming: S, Gor *,GIleave synch |
L LT T T I e +
| 9 | Per-Region |-PMSI A-D |BUMtree creation across regions |
Fomm e e e e e e e e o m e e e e e e e e e e e e e e eem o +
|10 |S-PVMSI A-D | Multicast tree for S,Gor *, G states |
e . +
|11 | Leaf A-D | Used for responses to explicit |
| | | tracking |
B o m e e e e e e e e e e e e e e e e +

Table 1 EVPN route types

4.2. EVPN Basic Applicability For Layer-2 Services

Al t hough the applicability of EVPN to NVO3 networks spans nultiple
docunents, EVPN s baseline specification is [RFC7432]. [RFC7432]
allows nmultipoint layer-2 VPNs to be operated as [ RFC4364] | P-VPNs,
where MACs and the information to setup flooding trees are
distributed by MP-BGP. Based on [ RFC7432], [ EVPN-OVERLAY] descri bes
how to use EVPN to deliver Layer-2 services specifically in NVG3
Net wor ks.

Figure 1 represents a Layer-2 service deployed with an EVPN BD in an
NVO3 net wor k.
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+--TS2---+
* | Single-Active
* [ ESI-1
R R
|BD1 | |BD1
o R e N  natt +
[ Foe et -+ |
[ NVE2 NVE3 NVE4
[ EVPN NVCQ3 Net wor k +----+
NVEL( | P- A) | BDl| =====+
S + RT-2 | | |
| +- MAC VRF1+ | oo - + oo+
| +----+ | | | MAC1T | NVES TS3
TSL-------- [BDL | | | [1P1 | oot |
MACL | | +----+ | | | Label L|---> | BD1| =====+
| P1 | +--------- + | | NH 1 P- Al [ | Al-Active
| Hypervisor | Fo---- - + +----+ ESI-2
- + |
T e +

Figure 1 EVPN for L2 in an NVO3 Network - exanple

In a sinple NVGB network, such as the exanple of Figure 1, these are
the basic constructs that EVPN uses for Layer-2 services (or Layer-2
Virtual Networks):

o BDl is an EVPN Broadcast Domain for a given tenant and TS1, TS2 and
TS3 are connected to it. The five represented NVEs are attached to
BD1 and are connected to the sane underlay |IP network. That is,
each NVE | earns the renote NVES' | oopback addresses via underl ay
routing protocol

0 NVE1l is deployed as a virtual switch in a Hypervisor with IP-A as
underl ay | oopback I P address. The rest of the NVEs in Figure 1 are
physical switches and TS2/TS3 are nulti-homed to them TSl is a
virtual machine, identified by MACL and | P1.

4.2.1. Auto-Di scovery and Auto-Provisioning of ES, Milti-Hom ng PEs and
NVE services

Aut o- di scovery is one of the basic capabilities of EVPN. The

provi sioning of EVPN conponents in NVEs is significantly automated,
simplifying the depl oynent of services and ninim zi ng manua
operations that are prone to human error

These are sone of the Auto-Discovery and Auto-Provi sioning
capabilities available in EVPN:
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0 Automation on Ethernet Segnents (ES): an ES is defined as a group
of NVEs that are attached to the sane TS or network. An ES is
identified by an Ethernet Segment ldentifier (ESI) in the contro
pl ane, but neither the ESI nor the NVEs that share the sane ES are
required to be nanually provisioned in the |ocal NVE

- If the nulti-honed TS or network are running protocols such as
LACP (Link Aggregation Control Protocol), MSTP (Miltiple-instance
Spanni ng Tree Protocol), G 8032, etc. and all the NVEs in the ES
can listen to the protocol PDUs to uniquely identify the nulti-
homed TS/ network, then the ESI can be "auto-sensed" or "auto-
provi sioned" follow ng the guidelines in [ RFC7432] section 5.

- As described in [RFC7432], EVPN can al so auto-derive the BGP
paraneters required to advertise the presence of a local ES in
the control plane (RT and RD). Local ESes are advertised using
RT-4s and the ESI-inport Route-Target used by RT-4s can be auto-
derived based on the procedures of [RFC7432], section 7.6.

- By listening to other RT-4s that match the local ESI and inport
RT, an NVE can al so auto-discover the other NVEsS participating in
the multi-homng for the ES

- Once the NVE has auto-discovered all the NVEs attached to the
sane ES, the NVE can automatically performthe DF El ection
al gorithm (which determines the NVE that will forward traffic to
the multi-homed TS/ network). EVPN guarantees that all the NVES in
the ES have a consistent DF El ection

0 Aut o-provisioning of services: when deploying a Layer-2 Service for
a tenant in an NVO3 network, all the NVEs attached to the sane
subnet nust be configured with a MAC-VRF and the BD for the subnet,
as well as certain parameters for them Note that, if the EVPN
service nodel is VLAN-based or VLAN- bundle, inplenentations do not
normal |y have a specific provisioning for the BD (since it is in
that case the sane construct as the MAC-VRF). EVPN al |l ows auto-
deriving as many MAC-VRF paraneters as possible. As an exanple, the
MAC- VRF' s RT and RD for the EVPN routes may be auto-derived.
Section 5.1.2.1 in [ EVPN- OVERLAY] specifies how to auto-derive a
MAC-VRF' s RT as |ong as VLAN based service nodel is inplenented.

[ RFC7432] specifies how to auto-derive the RD

4.2.2. Renote NVE Aut o-Di scovery
Aut o- di scovery via MP-BGP is used to discover the renote NVEs

attached to a given BD, NVEs participating in a given redundancy
group, the tunnel encapsul ation types supported by an NVE, etc.
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In particular, when a new MAC-VRF and BD are enabl ed, the NVE will
advertise a new RT-3. Besides other fields, the RT-3 will encode the
| P address of the advertising NVE, the Ethernet Tag (which is zero in
case of VLAN-based and VLAN- bundl e nodel s) and al so a PMSI Tunnel
Attribute (PTA) that indicates the information about the intended way
to deliver BuMtraffic for the BD.

In the exanple of Figure 1, when MAC-VRF1/BDl1 are enabled, NVE1L wll
send an RT-3 including its own | P address, Ethernet-Tag for BDl1 and
the PTA. Assuming Ingress Replication (IR), the RT-3 will include an
identification for IRin the PTA and the VNI the NVES nust use to
send BUMtraffic to the advertising NVE. The other NVEs in the BD,
will inport the RT-3 and will add NVEl's | P address to the flooding
list for BD1. Note that the RT-3 is also sent with a BGP

encapsul ation attribute [ TUNNEL- ENCAP] that indicates what NVO3
encapsul ati on the renote NVEs shoul d use when sending BUMtraffic to
NVEL.

Refer to [RFC7432] for nore information about the RT-3 and forwarding
of BUMtraffic, and to [ EVPN- OVERLAY] for its considerations on NVO3
net wor ks.

4.2.3. Distribution & Tenant MAC and I P Information

Tenant MAC/IP information is advertised to renote NVES using RT-2s.
Fol I owi ng the exanpl e of Figure 1:

o In a given EVPN BD, TSes’ MAC addresses are first |earned at the
NVE they are attached to, via data path or managenent pl ane
learning. In Figure 1 we assunme NVE1l |learns MACL/IP1 in the
managenent plane (for instance, via Coud Managenent System) since
the NVE is a virtual switch. NVE2, NVE3, NVE4 and NVE4 are TOR/ Leaf
switches and they normally | earn MAC addresses via data path.

0 Once NVE1l's BD1 |l earns MACL/I1Pl, NVEl advertises that infornmation
along with a VNI and Next Hop IP-Ain an RT-2. The EVPN routes are
advertised using the RD/RTs of the MAC- VRF where the BD bel ongs.

Al'l the NVEs in BDl1 |learn |local MAC/I P addresses and advertise them
in RT-2 routes in a simlar way.

0 The renote NVEs can then add MACL to their mapping table for BD1
(BT). For instance, when TS3 sends franes to NVE4 with MAC DA =
MAC1, NVE4 does a MAC | ookup on the BT that yields |IP-A and Label
L. NVE4 can then encapsul ate the frane into an NVO3 tunnel with |P-
A as the tunnel IP DA and L as the Virtual Network ldentifier. Note
that the RT-2 nay also contain the host’s |IP address (as in the
exanple of Figure 1). Wile the MAC of the received RT-2 is
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installed in the BT, the IP address nay be installed in the Proxy-
ARP/ND table (if enabled) or in the ARP/IP-VRF tables if the BD has
an |RB. See section 4.7.3. to see nore information about Proxy-
ARP/ ND and section 4.3. for nore details about IRB and Layer-3
services

Refer to [ RFC7432] and [ EVPN- OVERLAY] for nore infornmation about the
RT-2 and forwardi ng of known unicast traffic.

4.3. EVPN Basic Applicability for Layer-3 Services

[ P-PREFI X] and [| NTER- SUBNET] are the reference docunents that
descri be how EVPN can be used for Layer-3 services. |Inter Subnet
Forwarding in EVPN networks is inplenented via | RB interfaces between
BDs and | P-VRFs. As discussed, an EVPN BD corresponds to an I P
subnet. Wien | P packets generated in a BD are destined to a different
subnet (different BD) of the sanme tenant, the packets are sent to the
I RB attached to local BD in the source NVE. As discussed in [|NTER-
SUBNET], depending on how the | P packets are forwarded between the

i ngress NVE and the egress NVE, there are two forwardi ng nodel s:
Asymretric and Symmetric.

The Asymmetric nodel is illustrated in the exanple of Figure 2 and it
requires the configuration of all the BDs of the tenant in all the
NVEs attached to the sane tenant. In that way, there is no need to
advertise I P Prefixes between NVEs since all the NVEs are attached to
all the subnets. It is called Asymmetric because the ingress and
egress NVEs do not performthe same nunber of | ookups in the data
plane. In Figure 2, if TS1 and TS2 are in different subnets, and TSl
sends | P packets to TS2, the follow ng | ookups are required in the
data path: a MAC | ookup (on BDl's table), an I P | ookup (on the IP-
VRF) and a MAC | ookup (on BD2’s table) at the ingress NVEl1 and then
only a MAC | ookup at the egress NVE. The two IP-VRFs in Figure 2 are
not connected by tunnels and all the connectivity between the NVES is
done based on tunnels between the BDs.
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T T +
| EVPN NVG3 |
I I
NVEL NVE2
e + e +
| +---+IRB +------ + | R +RB +---+
TS1----- | BD1| ----] 1 P-VRF| | | | I P-VRF| ----| BD1| |
|+ || || | et
|+ || || | o]
| 1BD2]----] | | | ----|BD2| -- -~ TS2
| +---+IRB +------ + | e +H RB +---+ |
T + T +
I I
e e o +

Figure 2 EVPN for L3 in an NVO3 Network - Asymmetric nodel

In the Sycrmetric nodel, depicted in Figure 3, there are the sane data
pat h | ookups at the ingress and egress NVEs. For exanple, if TS1
sends | P packets to TS3, the follow ng data path | ookups are
required: a MAC | ookup at NVE1l's BD1 table, an I P | ookup at NVE1l's

| P-VRF and then I P | ookup and MAC | ookup at NVE2's | P-VRF and BD3
respectively. In the Synmetric nodel, the Inter Subnet connectivity
between NVEs is done based on tunnels between the |IP-VRFs.

. +
| EVPN NVG3 |
I I
NVEL NVE2
e e e e e e e e e e e e e e e e e + e e e e e e e e e e e e e e e e e +
| +---+IRB +------ + [ Homm - - - +RB +---+ |
TS1----- | BD1| ----] | P- VRF| | | | 1 P-VRF| ----|BD3|----- TS3
| ek | | | e
| +---+IRB | | | +------ + |
TS2- - - - - | BD2| - - --| | | R R +
| +---+ - - - - - + |
e e e e e e oo oo + [
I I
e +

Figure 3 EVPN for L3 in an NVO3 Network - Symmretric node
The Symmetric nodel scales better than the Asymmetric nodel because

it does not require the NVEs to be attached to all the tenant’s
subnets. However, it requires the use of NVGB tunnels on the | P-VRFs
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and t he exchange of I P Prefixes between the NVEs in the control

pl ane. EVPN uses RT-2 and RT-5 routes for the exchange of host IP
routes (in the case of RT-2 and RT-5) and I P Prefixes (RT-5s) of any
I ength. As an exanple, in Figure 3, NVE2 needs to advertise TS3's
host route and/or TS3's subnet, so that the I P | ocokup on NVE1l's | P-
VRF succeeds.

[ NTER- SUBNET] specifies the use of RT-2s for the advertisenent of
host routes. Section 4.4.1 in [IP-PREFI X] specifies the use of RT-5s
for the advertisement of IP Prefixes in an "Interface-less |P-VRF-to-
| P- VRF Model .

4.4. EVPN as a Control Plane for NVO3 Encapsul ati ons and GENEVE

[ EVPN- OVERLAY] describes how to use EVPN for NVGB encapsul ati ons,
such us VXLAN, nvCRE or MPLSOCRE. The procedures can be easily
applicable to any other NVQ3 encapsul ation, in particul ar GENEVE.

The NVO3 wor ki ng group has been working on different data pl ane
encapsul ati ons. The Generic Network Virtualization Encapsul ation

[ GENEVE] has been recommended to be the proposed standard for NVO3
Encapsul ati on. The EVPN control plane can signal the GENEVE

encapsul ation type in the BG® Tunnel Encapsul ati on Extended Conmunity
(see [ TUNNEL- ENCAP] ).

The NVOB encapsul ati on design team has nade a reconmendation in
[ NVG3- ENCAP] for a control plane to:

1- Negotiate a subset of CGENEVE option TLVs that can be carried on a
GENEVE t unnel

2- Enforce an order for CGENEVE option TLVs and

3- Limt the total nunber of options that could be carried on a
GENEVE t unnel .

The EVPN control plane can easily extend the BGP Tunnel Encapsul ation
Attribute sub-TLV [ TUNNEL- ENCAP] to specify the GENEVE tunnel options
that can be received or transmtted over a GENEVE tunnels by a given
NVE. [ EVPN- CENEVE] describes the EVPN control plane extensions to
support GENEVE.

4.5, EVPN OAM and application to NVQ3

EVPN OAM (as in [ EVPN-LSP-PING ) defines mechanisnms to detect data
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pl ane failures in an EVPN depl oyment over an MPLS network. These
mechani sms detect failures related to P2P and P2MP connectivity, for
mul ti-tenant unicast and nulticast L2 traffic, between multi-tenant
access nodes connected to EVPN PE(s), and in a single-honed, single-
active or all-active redundancy nodel .

In general, EVPN OAM nechani sns defined for EVPN deployed in MPLS
networ ks are equally applicable for EVPN in NVO3 net works.

4.6. EVPN as the control plane for NVO3 security

EVPN can be used to signal the security protection capabilities of a
sender NVE, as well as what portion of an NVO3 packet (taking a
GENEVE packet as an exanple) can be protected by the sender NVE, to
ensure the privacy and integrity of tenant traffic carried over the
NVG3 tunnel s.

4.7. Advanced EVPN Features For NVO3 Net wor ks

Thi s section descri bes how EVPN can be used to deliver advanced
capabilities in NVG3 networKks.

4.7.1. Virtual Machine (VM Mobility

[ RFC7432] replaces the traditional Ethernet Flood-and-Learn behavi or
anong NVEsS with BGP-based MAC | earning, which in return provides nore
control over the location of MAC addresses in the BD and consequently
advanced features, such as MAC Mobility. If we assune that VM
Mobility nmeans the VM s MAC and | P addresses nove with the VM EVPN s
MAC Mobility is the required procedure that facilitates VM Mbility.
According to [ RFC7432] section 15, when a MAC is advertised for the
first tinme in a BD, all the NVEs attached to the BD will store
Sequence Nunber zero for that MAC. Wien the MAC "noves" within the
same BD but to a renpote NVE, the NVE that just learned locally the
MAC, increases the Sequence Nunber in the RT-2's MAC Mobility
extended community to indicate that it owns the MAC now. That makes
all the NVE in the BD change their tables inmediately with no need to
wait for any aging tiner. EVPN guarantees a fast MAC Mobility w thout
floodi ng or black-holes in the BD.

4.7.2. MAC Protection, Duplication Detection and Loop Protection
The advertisenent of MACs in the control plane, allows advanced

features such as MAC protection, Duplication Detection and Loop
Protecti on.
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[ RFC7432] MAC Protection refers to EVPN' s ability to indicate - in an
RT-2 - that a MAC nust be protected by the NVE receiving the route.
The Protection is indicated in the "Sticky bit" of the MAC Mobility
extended comunity sent along the RT-2 for a MAC. NVEs' ACs that are
connected to subject-to-be-protected servers or VMs nay set the
Sticky bit on the RT-2s sent for the MACs associated to the ACs. Also
statically configured MAC addresses shoul d be advertised as Protected
MAC addresses, since they are not subject to MAC Mbility procedures.

[ RFC7432] MAC Duplication Detection refers to EVPN s ability to
detect duplicate MAC addresses. A "MAC nove" is a relearn event that
happens at an access AC or through an RT-2 with a Sequence Numnber
that is higher than the stored one for the MAC. When a MAC noves a
nunber of tinmes N within an M second wi ndow between two NVEs, the MAC
is declared as Duplicate and the detecting NVE does not re-advertise
the MAC anynore.

Whi | e [ RFC7432] provides MAC Duplication Detection, it does not
protect the BD agai nst |oops created by backdoor |inks between NVEs.
However, the sanme principle (based on the Sequence Nunber) may be
extended to protect the BD against |oops. When a MAC i s detected as
duplicate, the NVE may install it as a black-hole MAC and drop
received franes with MAC SA and MAC DA matchi ng that duplicate MAC
Loop Protection is described in [LOOP].

4.7.3. Reduction/Optimzation of BUM Traffic In Layer-2 Services

In BDs with a significant anmount of flooding due to Unknown uni cast
and Broadcast franes, EVPN nay hel p reduce and sonetines even
suppress the fl oodi ng.

In BDs where nost of the Broadcast traffic is caused by ARP (Address
Resol ution Protocol) and ND ( Nei ghbor Discovery) protocols on the
TSes, EVPN s Proxy-ARP and Proxy-ND capabilities may reduce the
flooding drastically. The use of Proxy-ARP/ND is specified in [ PROXY-
ARP- ND] .

Pr oxy- ARP/ ND procedures along with the assunption that TSes al ways
i ssue a GARP (Gratuitous ARP) or an unsolicited Nei ghbor
Advertisenent nessage when they cone up in the BD, may drastically
reduce the unknown unicast flooding in the BD

The fl oodi ng caused by TSes’ | GW/ M.D or PIM nessages in the BD may
al so be suppressed by the use of 1GW/ M.D and PI M Proxy functions, as
specified in [| G- M.D- PROXY] and [Pl M PROXY]. These two docunents

al so specify howto forward IP nulticast traffic efficiently within
the same BD, translate soft state | GW/ M.D/ Pl M nessages into hard

Rabadan et al. Expi res August 13, 2018 [ Page 17]



Internet-Draft EVPN Applicability for NVO3 February 9, 2018

state BGP routes and provi de fast-convergence redundancy for IP
Mul ticast on nulti-honed Ethernet Segnents (ESes).

4.7.4. Ingress Replication (IR} Optinization For BUM Traffic

When an NVE attached to a given BD needs to send BUMtraffic for the
BD to the renote NVEs attached to the same BD, IR is a very conmon
option in NVOB networks, since it is conpletely independent of the
mul ticast capabilities of the underlay network. Also, if the
optinization procedures to reduce/suppress the flooding in the BD are
enabl ed (section 4.7.3), in spite of creating nultiple copies of the
sane frame at the ingress NVE, IR nay be good enough. However, in BDs
where Multicast (or Broadcast) traffic is significant, IR may be very
i nefficient and cause perfornmance issues on virtual -sw tch-based
NVES.

[OPT-1R] specifies the use of AR (Assisted Replication) NVQ3 tunnels
in EVPN BDs. AR retains the independence of the underlay network
while providing a way to forward Broadcast and Milticast traffic
efficiently. AR uses AR-REPLI CATORs that can replicate the
Broadcast/Milticast traffic on behalf of the AR LEAF NVEs. The AR-
LEAF NVEs are typically virtual-switches or NVEs with linited
replication capabilities. AR can work in a single-stage replication
nmode (Non- Sel ective Mbde) or in a dual -stage replication node

(Sel ective Mode). Both nodes are detailed in [OPT-1R].

In addition, [OPT-IR] al so describes a procedure to avoid sendi ng
Broadcast, Milticast or Unknown unicast to certain NVEs that don't
need that type of traffic. This is done by enabling PFL (Pruned Fl ood
Lists) on a given BD. For instance, an virtual-switch NVE that |earns
all its local MAC addresses for a BD via C oud Managenent System
does not need to receive the BD s Unknown unicast traffic. PFLs help
optinize the BUMfl ooding in the BD.

4.7.5. EVPN Multi-hom ng

Anot her fundanental concept in EVPN is multi-homng. A given TS can
be nmulti-honmed to two or nore NVEs for a given BD, and the set of
links connected to the sane TS is defined as Ethernet Segnent (ES)
EVPN supports single-active and all-active multi-homing. In single-
active multi-homng only one link in the ESis active. In all-active
multi-homng all the links in the ES are active for unicast traffic.
Bot h nbdes support | oad- bal anci ng:

0 Single-active multi-hom ng means per-service | oad-bal anci ng
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to/fromthe TS, for exanple, in Figure 1, for BDl1 only one of the
NVEs can forward traffic fromto TS2. For a different BD, the
other NVE may forward traffic.

0 All-active multi-hom ng neans per-fl ow | oad-bal andi ng for uni cast
frames to/fromthe TS. That is, in Figure 1 and for BDl, both
NVE4 and NVE5 can forward known unicast traffic to/from TS3. For
BUMtraffic only one of the two NVEs can forward traffic to TS3,
and both can forward traffic from TS3.

There are two key aspects of EVPN nmulti-hom ng:

o DF (Designated Forwarder) election: the DF is the NVE that
forwards the traffic to the ES in single-active node. In case of
all-active, the DF is the NVE that forwards the BUMtraffic to
t he ES.

0 Split-horizon function: prevents the TS from receiving echoed BUM
frames that the TS itself sent to the ES. This is especially
relevant in all-active ESes, where the TS may forward BUM franes
to a non-DF NVE that can flood the BUMfranes back to the DF NVE
and then the TS. As an exanple, in Figure 1, assum ng NVE4 is the
DF for ES-2 in BDl, BUMframes sent fromTS3 to NVE5 will be
received at NVE4 and, since NVE4 is the DF for DB1, it wll
forward them back to TS3. Split-horizon allows NVE4 (and any
mul ti-homed NVE for that matter) to identify if an EVPN BUM frame
is comng fromthe same ES or different, and if the frame bel ongs
to the sane ES2, NVE4 will not forward the BUMframe to TS3, in
spite of being the DF.

Whil e [ RFC7432] describes the default algorithmfor the DF El ection,
[HRW DF], [PREF-DF] and [AC-DF] specify other algorithns and
procedures that optim ze the DF El ection.

The Split-horizon function is specified in [RFC7432] and it is
carried out by using a special ESI-label that it identifies in the
data path, all the BUM franmes being originated froma gi ven NVE and
ES. Since the ESI-|label is an MPLS |abel, it cannot be used in all
the non- MPLS NVQ3 encapsul ations, therefore [ EVPN- OVERLAY] defines a
nmodi fied Split-horizon procedure that is based on the IP SA of the
NVO3 tunnel, known as "Local-Bias". It is worth noting that Local -
Bias only works for all-active nulti-hom ng, and not for single-
active multi-hom ng.

4.7.6. EVPN Recursive Resolution for Inter-Subnet Unicast Forwarding
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Section 4.3. describes how EVPN can be used for Inter Subnet
Forwar di ng anong subnets of the sane tenant. RT-2s and RT-5s allow
the advertisenent of host routes and IP Prefixes (RT-5) of any

| ength. The procedures outlined by section 4.3. are simlar to the
ones in [RFC4364], only for NVQB tunnels. However, [EVPN-PREFI X] al so
defines advanced I nter Subnet Forwardi ng procedures that allow the
resolution of RT-5s to not only BGP next-hops but al so "overlay

i ndexes" that can be a MAC, a GNWIP or an ESI, all of themin the

t enant space.

Figure 4 illustrates an exanple that uses Recursive Resolution to a
GW P as per [IP-PREFIX] section 4.4.2. In this exanple, IP-VRFs in
NVE1l and NVE2 are connected by a SBD (Supplenentary BD). An SBD is a
BD t hat connects all the IP-VRFs of the same tenant, via I RB, and has
no ACs. NVE1l advertises the host route TS2-1P/L (I P address and
Prefix Length of TS2) in an RT-5 with overlay index GNP=IPl1. Al so
IP1 is advertised in an RT-2 associated to ML, VN -S and BGP next-hop
NVEL1l. Upon inporting the two routes, NVE2 installs TS2-1P/L in the

I P-VRF with a next-hop that is the GAAP I P1. NVE2 also installs ML in
the SBD, with VNI-S and NVEL1 as next-hop. If TS3 sends a packet with
I P DA=TS2, NVE2 will performa Recursive Resolution of the RT-5
prefix information to the forwarding infornmation of the correl ated
RT-2. The RT-5s Recursive Resol ution has several advantages such as
better convergence in scaled networks (since nultiple RT-5s can be
invalidated with a single w thdrawal of the overlay index route) or
the ability to advertise multiple RT-5s froman overlay index that
can nove or change dynam cally. [EVPN PREFI X] describes a few use-
cases.
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T T +
| EVPN NVG3 |
| +
NVEL NVE2
e + e +
| +---+IRB +------ + | R +H RB +---+ |
TS1----- | BD1| ----] 1 P-VRF| | | | 1 P-VRF| ----|BD3|----- TS3
|+ | - (SBD)------ (SBD) - | | et
| +---+IRB | | 1 RB(I P1/ ML) | RB+------ + |
TS2----- | BD2| - ---| | R e +
| +---+ +--- - - - +
T +

|
|  RT-2(M, |P1, VNI - S, NVEL) - - > |
| RT- 5( TS2- 1 P/ L, G\ P=I P1) - - > |

Figure 4 EVPN for L3 - Recursive Resolution exanple

4.7.7. EVPN Optim zed I nter-Subnet Milticast Forwarding

The concept of the SBD described in section 4.7.6 is also used in
[OSM for the procedures related to Inter Subnet Milticast

Forwar di ng across BDs of the sane tenant. For instance, [OSM allows
the efficient forwarding of IP nulticast traffic fromany BD to any
other BD (or even to the sane BD where the Source resides). The
[OSM procedures are supported along with EVPN nmulti-hom ng, and for
any tree allowed on NVOB networks, including IR or AR [OSM also
describes the interoperability between EVPN and other nulticast
technol ogi es such as MV/PN (Multicast VPN) and PIM for inter-subnet

mul ti cast.

[ EVPN- WPN] descri bes another potential solution to support EVPN to
MVPN i nteroperability.

4.7.8. Data Center Interconnect (DCl)

Tenant Layer-2 and Layer-3 services depl oyed on NVO3 networks nust be
extended to renbte NVO3 networ ks that are connected via non- NOV3 WAN
networ ks (nostly MPLS based WAN networks). [EVPN-DCI] defines some
architectural nodels that can be used to interconnect NVO3 networ ks
via MPLS WAN net wor ks.

When NVQB networks are connected by MPLS WAN net wor ks, [ EVPN- DCl |
speci fi es how EVPN can be used end-to-end, in spite of using a
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di fferent encapsulation in the WAN

Even if EVPN can al so be used in the WAN for Layer-2 and Layer-3
services, there may be a need to provide a Gateway function between
EVPN for NVQ3 encapsul ati ons and | PVPN for MPLS tunnels. [EVPN-IPVPN
specifics the interworking function between EVPN and | PVPN for

uni cast Inter Subnet Forwarding. If Inter Subnet Milticast Forwarding
is al so needed across an I PVYPN WAN, [O SM describes the required

i nt erwor ki ng between EVPN and MVPN.

5. Concl usi on

EVPN provides a unified control-plane that solves the NVE auto-

di scovery, tenant MAP/IP di ssem nation and advanced features required
by NVG3 networks, in a scal able way and keepi ng the independence of
the underlay IP Fabric, i.e. there is no need to enable PIMin the
underlay network and maintain nulticast states for tenant BDs.

This docunment justifies the use of EVPN for NVO3 networks, discusses
its applicability to basic Layer-2 and Layer-3 connectivity

requirenents, as well as advanced features such as MAG-nobility, MAC
Protection and Loop Protection, nmulti-honmng, DCl and nuch nore.

6. Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in all
capital s, as shown here

7. Security Considerations

This section will be added in future versions.

8. | ANA Consi derations

None.

9. References
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