None K. Makhijani, ed

I nternet-Draft J. Qn
I ntended status: |nformational R Ravi ndran
Expires: April 21, 2018 Huawei Technol ogi es
L. Ceng

Chi na Mobile

L. Qang

S. Peng

Huawei Technol ogi es

X. de Foy

A. Rahman

InterDigital Inc.

A Glis

Uni versity Col | ege London
G Fioccol a

Tel ecom ltalia

Cct ober 18, 2017

Network Slicing Use Cases: Network Custom zation and Differentiated
Servi ces
draft-netslices-usecases-02

Abst ract

Network Slicing is nmeant to enable creating (end-to-end) partitioned
network infrastructure that may include the user equi pnent, access/
core transport networks, edge and central data center resources to
provide differentiated connectivity behaviors to fulfill the

requi renents of distinct services, applications and custoners. In
this context, connectivity is not restricted to differentiated
forwarding capabilities but it covers al so advanced service functions
that will be invoked when transferring data within a given domain.

The purpose of this docunent is to focus on use cases that benefit
fromthe use of network slicing.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on April 21, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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Network Slicing enables the creation of (end-to-end) partitioned
network infrastructure that nmay include the user equi pnent, access/

cor

e transport networks, edge and central data center

resources to

provide differentiated connectivity behaviors to fulfill the

req
t hi
for
con

1.

The

uirenents of distinct services, applications and cu
s context, connectivity is not restricted to differ
war di ng capabilities but it also spans service, nman
trol plane support offered to a slice instance.

Requi rement s Language

key words "MJST", "MJST NOT", "REQUI RED', "SHALL",

st oners. I'n
enti at ed
agenment and

"SHALL NOT™,

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

2

Ter i nol ogy

Pl ease refer to [I-D.geng-netslices-architecture] for related

ter
Add

0

m nol ogi es and definitions.
itionally, the following ternms are used

V2X (Vehicle-to-everything): Is a comunication of
froma vehicle to any other entity that may be anot
road-si de network el ement or application end point.

ITS (Intelligent Transportation Systens): Considere
of how using Internet of Things resource |ike road

creates a smart transport network. The network off
related to transport and traffic nanagement systens
of information between road-side sensors, vehicles,
and hunmans.
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2

0o Over-the-top (OIT): A service, e.g., content delivery using a CDN
or a social networking service, operated by a different service
providers to which the users of the NSP service are attached to,
and to whomit serves as a comuni cation (or bit pipe) provider

0 Industry vertical: A collection of services or tools specific to
an industry, trade or narket sector. also, referred to as Service
Verticals in this docunent.

0 TETRA: Terrestrial trunked radio is a digital trunked nobile radio
standard to neet needs of public safety, transportati on and
utilities like organizations.

0 SLA Service Level Agreenent - A contract between a service
provi der and an end user that stipulates a specified |evel of
service, support option, a guaranteed |evel of system perfornance
as relates to downtinme or up-tine.

Scope

To maximnm ze resource utilization and mnimze infrastructure cost,
services will need to operate over a shared network infrastructure,
as against the traditional nonolithic nodel operated either as

dedi cated network or as an overlay. Service operators can utilize or
benefit from Network Slicing through nulti-tenancy, enabling
different custom zed network infrastructures for different group of
services across different network domains and operating them

i ndependent | y.

In this docunment, nulti-domain refers to conbination of different

ki nds of connection-technol ogy network donains. For exanple, it may
be a RAN, DSL etc. in access; a fixed, wireless or nobile service
provi der network; as well as different technol ogy domains, in
transport networks such as carrier Ethernet, optical, MPLS, TE-tunne
etc. Oten, a conbination of technol ogy donains is under the sane
adm nistrator’s control but may al so belong to different

adm nistrative systens and may require cross-domai n coordi nation

The docunent covers generalized as well as resource guaranteed
service scenarios that can benefit by applying Network Slicing
principles as belowin Figure 1
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| Network Slice as a Service

————————————————— [---------------- ----->| 3CGPP |
I I I [ I
I I I
I I I
+ + +
| Custom zation | | Resource | | New [
| | | assurance | | Technol ogi es
I I I |
I\ I\ |
I\ |\ |
A A /A A |
_____ f_ N /| _\ | __
| VCPE | | | 5GEX | | mMIC || | uRLLC | | ICN |
I [ || || | | I
I I
I I
S |
| eVBB | | MCS |

Figure 1: Use case organi zation in the docunent
The renmai ni ng docunent is organi zed as bel ow

o0 In Section 3, Network Slice as a Service(NSaaS) delivery nodel is
descri bed.

0 Section 3.5, is a scenario for nmulti-domain network slice
coordi nati on.

0 In Section 4, 3GPP architecture for 5Gis discussed as a use case
so that those requirenments may be taken into consideration during
slicing activities in | ETF.

0 Oher use cases are discussed from 2 perspectives
a Existing scenarios: Several already depl oyed use cases that

woul d further benefit operators when depl oyed t hrough Network
Slice paradigmare discussed in Section 5.

b Differentiated service scenarios: that nust absolutely neet
strict resource requirenents, as if they use a dedicated
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3.

3.

infrastructure. The exanple use cases are categorized in
Section 6.

0 Section 7, has an exanpl e use case of cases where new t echnol ogi es
can be verified or deployed using network slicing concept.

0o In Section 8, the use case requirenments are summari zed which are
inputs to the [I-D.qiang-netslices-gap-anal ysis].

A Generalized Network Slice as a Service

Network slicing instances share a comon infrastructure, which
provide flexible design of a logical network with specific network
functions custom zed to support differentiated performance
requirenents of vertical industry through |ogical or physical system
i solation and certain CAM tool s

Traditionally, vertical industries run their services in a shared

net wor k envi ronnent upon which infrastructure owners and service
provi ders of fer standal one network capabilities including
connections, storage and etc. Network slicing paradi gmenables
supporting the requirenents of a network slicing tenant to be net
individually. Hence it is anticipated that this type of new business
nodel where network slice instances are |eased to industry verticals
as a service (i.e. Network Slicing as a Service, NSaaS) may becone a
normin the near future.

1. Resource Centric Service Concept

Net wor k services specify a set of resource requirenents to offer
desired Quality of Experience (QE) to it consunmers, using features
of fered by the control and forwarding planes. Traditional service
guarantees are associated with resource attributes such as

t hroughput, packet |oss, |atency, network bandw dth/burst or other
bit rates and security. In addition, redundancy and reliability are
provided by the infrastructure to inprove overall QoE. More
recently, concepts such as edge conputing all ow opportunistic

pl acement of services to neet stringent requirements of |ow | atency
and/ or hi gh bandwi dth applications.

Clearly the description of service delivery is nore diverse now than
bef ore and demands hi gher degree of resource engineering and agility.
The notivation behind Network slicing paradigmis to enable new
service depl oynents without having to build new network
infrastructures or causing disruptions to already depl oyed services
in the network. In this regard, there are two prinary
characteristics NS should satisfy, a) Strict dermand for network
resource, b) Network Custom zation
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3.2. Strict Resource Demand

Several services are sensitive to response tinmes and/or anmount of
bandwi dth, e.g. real tine interactive nultinmedia, high bandwi dth
video feed or renpte access to an enterprise network. Failure to
meet these criteria | ead to service degradation. Moreover, new

i ndustry verticals are evolving due to technol ogi cal advancenments in
sensors, 10T, robotics and nulti-nmedia, along with new type of
networ k interactions (both human-human or human-machi ne). These

i mpose even stricter resource and connectivity requirenents. The
challenge lies in utilizing conmon network infrastructure and
judiciously allocating available infrastructure resources.

3. 3. Net wor k Cust oni zati on

To a network slice tenant, the ability to custom ze services
dynanmically is inmportant. Custom zation gives control to the
operator of a slice to create, provision and change network resources
to suit their service demands. Custoni zation enabl es deconposition
of resources from an underlying network infrastructure and |l ogically
aggregate themas part of a slice. These custom zations al so include
pl acenent and | ogi cal connection of the network functions based on
the service requirenents.

3.4. NSaaS of Different Ganularity

In order to neet various requirements fromthe network slice tenant,
NSaaS shoul d be provided with different granularities. Sone typica
exanpl es of granularities that a provider may offer are as foll ows.

0 Network Domain - Network slice instances of different networks
i.e. access (wireless, fixed) network, transport network and core
net wor k.

0 Access technol ogies - Network slice instances of different
generations of cellular and fixed network technol ogies, i.e. 4G
W Fi, Passive Optical Network (PON) and DSL.

0 SLA requirenents - Network slice instances of different SLA
requirenents, i.e. lowlatency network, |egacy best-effort network
and network with guarant eed- bandwi dt h.

o0 Vertical applications - Network slice instances of different

industry verticals. i.e. manufacturing site, V2X, industrial |oT
and smart city.
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0 OIT services - Network slice instances of different applications
provi ded by OIT, i.e. messaging, paynent, video stream ng and
gam ng.

0 Cross donmin services - Network slice instances of different
services across multi-provider domains such as 12, I3 VPN
services

During the realization of network slice instance, it is also very

i mportant that sub-instance of a nore general one can be provided
with a finer granularity. |In practice, it is up to the provider to
decide the granularity to |l ease the network slice instances.

The customni zation of different granularities of a network slice

i ntroduce many chal |l enges, especially in terns of network managenent
and orchestration. As a network slice provider (provider of end-to-
end slice service), it is essential to have a conprehensive

under standi ng of the network capability. This requires that network
connectivity and resources can be exposed to the network slice
tenants (as the differentiated services). Accordingly, network slice
provider is able to orchestrate specific instances based on these
exposed capabilities.

3.5. Service custom zation across nulti-provider multi-domains as NSaaS

L2 and L3 connectivity services can be deployed in a multi-provider
mul ti-domain scenario and, in the SDN era, this inplies the
decoupling of network resources for different service provider and
domai n orchestrators. The allocation of network resources within the
domai n of each service provider, involved by the end-to-end service
can be defined as a network slice.

Wthin a single domain, provider is aware of the entire topol ogy and
its own resource availability and has conpl ete control over those
resources. However, in a multi donain scenario, the overal

know edge of the resources and topol ogi es cannot be nade across
providers. Therefore, the exchange of information across these
provi ders have to be enabled, as shown in Figure 2, inspired by
[1-D. bernardos-nfvrg-mnulti domai n] and
[I-D.ietf-opsawg-servi ce-nodel - expl ai ned] .
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| Custonmer Service Requester |

(L2VPN L3VPN

I
I
I
Model ) |
+

Service I F1
L
_____ | S P
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| Provider |<-------- e >| Provider |
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[ O ch | ] Och___| [ O ch | ] O ch [

Figure 2: Multi-domain, mnulti-provider connectivity services

The Figure 2 shows a nulti provider MIO (MP-MIO exposing an
interface 1 (IF1l) to the tenant, interface 2 (IF2) to other nulti
provider MIO (rmulti domain orchestrator) and an interface 3 (IF3) to
i ndi vi dual domain orchestrators. |Fl is exposed to the tenant who
could request his specific services and/or slices to be depl oyed.
IF2 is between the orchestrators and is a key interface to enable
mul ti-provider operation. |F3 focuses on abstracting the technol ogy
or vendor dependent inplenentation details to support orchestration
in each network domain (see [! @-D. bernardos-nfvrg-nultidonain] for
details). The coordination alternatives between MP-MICs are: *

Bi | ateral Cascading: providers can have | ong-Ilasting business
agreenents only with their direct neighbors. * Full Mesh between MP-
MIOs: Providers can have |ong-1lasting business agreenent with any
provi der (neighboring or renote).

This reference architecture is the main focus of the 5GEx European
Pr oj ect.

Anong applications, L2VPN and L3VPN whol esal e end-to-end services in
a nulti-provider and multi-domain scenario needs the follow ng
characteristics for network slice managenent

0 An automatic activation test and verification functionality (by
custoner or orchestrator).
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o Interface to nodify paranmeters of L2VPN or L3VPN service such as
bandwi dth or path redundancy.

Looking at Figure 2, the custoner needs a new L2 end-to-end service
bet ween CPEs across two domains (MP-MIOL and MP-MIC2). As MP- MIOL
receives the service request, it is deployed as a network slice. In
this regards MP-MIO1 has prior know edge of topol ogy and resource
across donmains in sonme form it then splits the service request into
a slice across each of the involved domain. Once service is set up
MP- MIOL al | ocates resources for the slice on SP1 donain while MP-MIO2
al | ocates on SP2 donmin respectively.

[I-D.ietf-12sml 2vpn-service-nodel] and [ RFC3049] can describe I F1
For L2 and L3 end-to-end services respectively. The ability to map
such services as network slice will be considerabl e opportunity for
dynam ¢ cross-donmi n operations.

4. Network Slicing in 3GPP Mbile Network

Network Slicing is a core capability of the currently under

devel opnment 3GPP 5G phase 1 nobile system as it makes it possible
for different service verticals, such as |oT and broadband
applications, to be depl oyed over a conmon shared infrastructure.
More details can be found in [TS_3GPP. 23.501], [TS_3GPP. 23.502],

[ TR_3GPP. 38.801], [TR_3GPP. 33.899] and [TS_3GPP. 28.500].

3GPP is currently defining its own solution for network slicing. An
| ETF effort in this field may, however, still be conplenentary in the
long run as | ETF focuses on the | P infrastructure and protocols which
are generally out of scope of 3GPP. Challenges relevant to the | ETF
i nclude isolation between network slices, supporting sharing network
functions between several slices, building slices recursively from
smal l er slice subnets, inplementing slicing across different domains
for roanming, etc.

4.1. Network Slices in 3GPP Systens

In 3GPP systens a network slice is a conplete |ogical network which
provi des tel econmuni cation services and network capabilities.

Di stinct Radio Access Network (RAN) slices and core network slices
interwork to provide nobile connectivity. A device nay access
mul ti ple NS simultaneously through a single RAN. 3GPP defines slice
I Ds (NSSAl) conposed of a Slice Service Type (SST) and a Slice
Differentiator (SD). SST refers to an expected network behavior in
terns of features and services (e.g. specialized for broadband or
massi ve 10T), while SD hel ps distinguishing anong several NS

i nst ances.
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Figure 3 describes the general |ayout of Network Slicing in nobile
networks. A core network slice includes, a Session Managenent
Function (SMF), which manages PDU sessions, and a User Plane Function
(UPF). Sone functions such as the Access and Mbility nmanagenent
Function (AMF) are conmon and shared between nultiple RAN and core
network slices.

Common Functi ons Core Network Slice |Instance

S Fom e e e e oo oo +
| S NIy + | S NIy + |
[ | Control| [ | Control| [
oo + Plane +---------- + Plane | [
| | | AMF. .. | | | SMF... | |
+--- -4 | [ SR + | B |
| Device| +----------------- + [ [
+o-- -+ | S NIy + | e H--mnn + |
| | | | | | User Plane | I +
I + RAN  +-------- + Functions +------ +Dat a Network or
| | | | | UPF... | | | The Internet |
| [ SR + | S + | +--------emae- - +

RAN Slice | nstance

Figure 3: 3GPP Network Slices
4.2. Creating, Mnaging and Operating 3GPP Network Slices

To create a network slice instance, nobile network operators define
"Network Slice Subnets" into OSS/BSS managenent system NS subnets
are NS conponents including NFs and reserved network resources. OSS/
BSS communi cates with the orchestrator, which, through the rest of
the NFV- MANO system configures conpute and network el enents to
create, conpose and activate slices.

Mobi | e network operators can nodify the configuration of a RAN or
core network slice, while it is in use. To support this, the
operator needs to neasure S/ SLA data for hosted network services,
and associate results with the relevant network slice. Exanple of
operations include increase or decrease network capacity or conpute
capacity of NFs; update the configuration of NFs; add, replace or
remove a NFs or a Network Slice Subnet.

Slice selection occurs in 2 phases: first, comon functions
(including AMF) and avail able network slices are pre-sel ected when
the device registers with the network. Later on, the network
dynani cally selects network slices when a device initiates
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5.

5.

conmuni cation, based on a slice |ID associated with the application
(on the device) that requests a new fl ow

Role of Virtualization in Network slicing

Virtualization is a key enabler of network slices; Many network
services can be easily deployed using conponents of NFV franework

i ke network functions, hardware decoupling and resource placenent

[ #?NFVSLI CE] .  When depl oyed as a network slice, the resources
associated with virtualized network services are nmanaged uniformy by
network slice provider. One such use case is described bel ow

1. Virtualized Custoner Prem se Equi prent

A CPE is an equi pment that connects the custoner prem ses to the
provider’'s network. A CPE may either be a layer-2 or a |ayer-3
device (the routing gateway) perform ng different network functions
dependi ng on the access technology (DSL nbdem PON nodem etc.). Any
services provided such as Internet access, |PTV, VolP, etc. or
networ k functions for exanple, local NAT, |ocal DHCP, | GW proxy-
routing, PPP sessions, routing, etc. are also part of CPE. The
installation of different on-prem se devices, entails a high cost for
service providers in terms of both initial installation and
operational support, since they are typically responsible for the
end-to-end service.

Tradi ti onal CPE depl oynents are service provider network functions
installed on custoner site to provide above nentioned functionalities
along with renote site connectivity. Comruni cation Service provider
(CSP) is responsible for managenent and admi ni stration of connections
and state with proper policy, bandw dth, security and QoS
requirenents
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| Ho-o- - i R Ho-o-- - + canpus
| |--1 || | vCPEX | ----- [ ]
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| || | | <====Broadband ==>

| - | | VCPE | | -----mmmmmme- Homo--- + branch
|« ) |->l || | vCPEY |------ [ ]
| ¢ GP )| | | == Homeome +

I G ) | | <=== MPLS/4G ==>

I | | [=---mceemmeemenaes LEEEEEE + main site
| I->| || | vVCPEZ |----- [ ]
| e S I Hommma- +

Figure 4: Virtualized CPE with distributed architecture

Figure 4 shows a virtualized architecture in which nmany functions are
moved to CSP's cloud sinplifying CPE on prem ses trenendously.

Addi tional details of deploynment architecture nodels are captured in
[1-D.pul ari kkal -virtual -cpe] where full dissem nation of data path
and control plane functions is described. The figure shows vCPEX,
VCPEy, VvCPEz are virtualized CPEs on nultiple sites of a specific
custoner, there may be set of different network functions in each x,
y and z CPE. The vCPE instance in CSP cloud is integrated to each
site perform ng service chains of network functions and resource

al l ocations specific for ingress and egress path of each site.

A vCPE is a well-known concept[ VCPEBBF] whi ch when conbined with WAN
technol ogi es provides end to end visibility and reachability to
renote sites. However, there is no standard approach to connectivity
or managenent of various CPE functions. Using network slicing, a
greater level of agility can be achieved, with each customer
dynanmically managing its own network with the assistance of network
slicing framework.

The benefit of self-managing a vCPE network slice is the capability
to nove network functions on premise of to the cloud. An obvious use
case will be customer initiated gradual mgration of network
functions froma site to CSP cl oud
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| Slice |

I
| NS protocol or i/f
Vv

I e e e - + e e e - + I
| | vCPE Slice | | CsP |
[ [ Moni tor | | vCPE subnet | |
| e + e + |
I Fom e e e - - + o A------ - + o A------ - + o A------ - + I
| | vCPERY | | vCPEY | | trans | | vCPEz | |
| | subnet | | subnet | | subnet | | subnet | |
| Ty + H-em----a + H-em----a + H-em----a +
I I

I
| NS transport protocol or i/f |
Y, Y

[ canpus] [ branch] [transport] [main site]

Figure 5: vCPE as a Network Slice

In Figure 5, a slice for vCPE is shown. Using slice subnet approach
each vCPE site instance may be considered as an abstracted subnet,
along with the WAN transport as another subnet. The network
functions are chained in a distributed fashion between site vCPEs and
CSP vCPE subnet. A nonitoring function interfaces with CSP's gl oba
slice manager for resource nmanagenent. A south-bound interface

t hrough network slice transport protocol, realizes these functions on
the infrastructure

5.2. Enhanced Broadband

Today, video consunes the |argest anmount of bandwi dth over the
Internet. As the higher resolution fornmats enter nminstream even
nmore bandwi dth will be needed to stream 4K/ 8K/ 360 degree fornats.

For exanpl e, connected Virtual Reality(VR)/Augnented Reality(AR) is
the future use case of eMBB services. Notably, media processing for
AR'VR will require in-network processing functions and hi gh | atencies
bet ween conponents could | ead to downgrade of user experience
Therefore, an AR/ VR streamrequires a special infrastructure that
differs frombest-effort network.

Makhi jani, ed, et al. Expires April 21, 2018 [ Page 14]



Internet-Draft Net slicing use cases Cct ober 2017

A purpose-built network slice for eMBB stream ng shall ensure to

m ni m ze processing overheads, it may be done by placenent of network
functions closer to subscribers. Resource scaling for eMBB should be
dynani ¢ because bandwi dth is expensive and such vertical service
operators nmay not want to pay for unutilized bandwi dth. Therefore,
slices should be able to nonitor, negotiate and adjust the scale for
bot h bandw dt h and service functions. Latency guarantees vary from
general services, therefore, as a first step, nmonitoring for quality
of service is needed and nore advanced operation would invol ve
recovery and reparation of paths.

A typical eMBB slice Figure 6 froma network operator is a
performance oriented service custom zation. An eMBB service slice
tenplate will allow a tenant to request or specify
(1) CDN conponents (as service functions)
* Regional network |ocations of CDN, encoders etc.
* Location of acquired content.
* Describes transport constraints for its own distribution
networ k conprising of connectivity between content
acqui sition and Fan-out points.

(2) An interface to subscriber database perhaps as a network
function, frommultiple access network types (cellular, fixed).

(3) Live performance nonitoring and resource negotiation |oop

(4) A well-coordinated network slice protocol that enables resource
al l ocation across different network domains.
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T +
| Slice Resource Manager |
o e e e e e e e e oo +
I I
| NS control |
I I
T + e +
eMBB Net wor k | | eMBB Net work |
Fom e e e e e + S +
I I
Y Y
—————————— NS transport ----------------
I I I
Y Y Y
| I'nfrastructure | |Infrastructure | | DC [
| Domain A | | Domain B | | Domain C |

Figure 6: Transport provider network operator view
6. Services with Resource Assurance
6.1. Massive Machine to Machi ne Communi cation
Sensor networks are widely deployed in industries such as

agriculture, environnmental nonitoring and manufacturing. The general
wor kfl ow of wi rel ess sensor network is provided in Figure 7.
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6. Deci ded Behavi or

I
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| (1. Data | |
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I

I
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N D + Data [ Dat a Center
| Sink Node/ |---------- > (4. Data Analysis |
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e D N | Behavior Deci sion)
| 5. Decided R +
| Behavi or
| Sensor [ [
| (1. Data | |
| Col Il ection)| |
R TR, PR + |
I

6. Deci ded Behavi or
Figure 7: Workflow of w reless sensor network

Figure 7 shows, control of sensor data & behavior at scale, requiring
wi de area coverage and power constrained comruni cation. A few new
types of scenarios that require unique infrastructure are:

0o Snmart city networks: an integration of several public
i nfrastructures together through M2M conmuni cati ons. For exanpl e
Automatic metering (for gas, energy, water, etc.), environnent
monitoring (for pollution, tenperature, humdity, etc.), traffic
signal control etc.

0 E-health communications that renote nonitor the physica
conditions (e.g., heart rate, pulse, blood pressure etc.), and
accordingly take necessary neasures renotely. E-health
communi cati on network nust be secure, reliable and fast but small -
size of data exchange

mMIC Type Slices involves potentially a |large nunber of snall and
power - const rai ned devi ces, therefore, resource allocation at scale is
of particular inmportance in mMIC type slices. Furthernore, different
kind of 10T devices may exhibit delay sensitivity in industry
operations etc. The mMIC type slices should be conscious of
requirenents of scale, variable data pattern, and energy efficient
conmuni cati ons.
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6.2. Utra-reliable Low Latency Conmmuni cation

In uRLLC scenarios, data loss is not acceptable. Both data and
control planes may require significant enhancenents to transm ssion
or information distribution protocols. [TR 3GPP_38.913] specifies
access network user plane latency as 1ns and reliability factor of
99.999% for transnission of a packet of size 32 bytes. The slices of
this type nmust be ensured that shared infrastructure absolutely does
not cause any adverse effects.

In the follow ng sections three new uRLLC scenari os are descri bed.

(1) Industrial operation: Operations in renote sites usually need
combi ned support of cellular and transport network. Operationa
accuracy is characterized by

* Requires high-quality conmunication |inks between the contro
site.

* Low latency and low jitter in conmmunication path

* (C osed control loop (Sensor -Controller - Actuator) as shown
in Figure 8, a typical control cycle tinme where network is
i nvol ved shoul d be bel ow 10ns [Tactile-Internet].

+++++++H+++ +++++++ -+

+ Sensor +-->+ Transmtter +---+
++++++++++ +++++++++++++++

| ++++++ 4+ ++++++
+- - >+ Base +---->+ Controller +
+---+4+ Station +<----+ +
| ++++++++++++ ++++++++++++++

+++++++ -+ +++++++ o+

+ Actuator +<--+ Recei ver + <--+
++++++ 4+ ++++++

Figure 8: Industrial closed control |oop

(2) Renote surgery enables surgeons to performcritical specialized
medi cal procedures renotely, providing accurate control and
hapti c feedback.

A URLLC network slice only accepts service specific traffic and nust
not receive any other type of traffic to avoid negative inpact on the
service operation. Capabilities required by uRLLC service provider

i ncl ude
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0 Locations of the access nodes for term nals (devices, vehicles) to
the transport network and |l ocations of the controller to construct
its own network topology within the network slice. 1In high
mobility scenario such as autonotive verticals, the dynamc
topol ogy adjustnents are required without |oss of data.

0 Each service vertical has different performance requirenents in
terns of latency, reliability and data rate etc., therefore, the
URLLC network slice should allow custonization for these
paraneters

0 A uRLLC service provider should be able to registers self with
access rights to resource nonitoring and negotiation | oop.

A network slice provider offers a uRLLC Slice with the follow ng
consi derati ons

0 Shoul d support/provide specific data and control planes protocols
with significant enhancenents for deterninistic |atency and
reliability (e.g. DetNet[l|-D.dt-detnet-dp-sol] in data plane).

0 Allow uRLLC service operator to access user adni ssion and
authentication to its network slice in advance.

o The network coverage for a uRLLC service provisioning may be
limted to a confined area, either indoor or outdoor, network
operator needs to be able to coordi nate resource allocation across
di fferent access types and network domains.

A high-level Figure 9, shows a URLLC slice provider and service view
of the network. The nonitoring of resources is done in the context
of performance. A performance degradati on would require resource
adjustnent. As shown in Figure 9, in one possible sliced nodel will
have its own custonizer that uses internal perfornmance observing
logic with inits slice by coordinating with different subnets/
domai ns usi ng sout hbound NS transport protocol and transfers this
information to operator via a northbound NS protocol for resource

adj ust nent .

It is inplied that donmains maybe different access technol ogi es and

need for a common perfornmance netric propagation and resource
allocation is inportant for a uRLLC slice to function properly.
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Figure 9: Reference for uRLLC Network Slice
6.3. Critical Conmmunications
Critical conmunications are associated with enmergency situations.

Oten referred to as nmission critical
reliable and non-disruptive.

fighters, paranedics), mlitary,
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Different scenarios of critica
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mai nly using reliable voice or short data nessagi ng over wreless
commruni cati on systens.

Next - generation public safety conmmunications are planned to be built
wi t h enhanced broadband voi ce, data and vi deo comuni cati ons services
beyond narrowband LMR with broadband LTE networks for high speed data
(ref 22.179 and FirstNet).

3GPP defined on-network critical communication can be established
both via (a) over the network infrastructure to manage the call, (b)
of f-network, where the terninals communicate directly to each other
In the network slicing context, over the network, involves transport
networks for an always available, reliable, and zero packet |oss
quality of traffic support to neet critical services requirements

Mai nt ai ni ng a separate broadband infrastructure for critica

communi cations incurs a heavy deploynment cost. Especially, as the
coverage of this separate network has to be extended to | arge-scale
nati onwi de geographies and remain interoperable is too expensive. As
new comuni cation technol ogi es energe, public safety systens will
have to bear the state of the art adoption cost. A separate
infrastructure lacks flexibility to add new val ue-added services or
to take advantage of avail able commercial services.

Whil e shared infrastructure, brings out challenges of these kind:

(1) Reliable support: O basic mssion critical services: Such as
| oss of information in voice conmunication is not acceptable in
energency services, if common infrastructure is to be used, it
nmust assure no | oss of information.

(2) Zero congestion: It is not acceptable for critical calls to be
del ayed at call setup tines or be subjected to any ot her
congesti on scenari os.

Having the M ssion Critical Service (MCS) as a network slice benefit
fromthe follow ng:

0 Insertion and authorization of subscribers in a group
comruni cation: In a critical infrastructure, the subscriber
aut henti cation may be done earlier at the entry point
automatically through slice selection functional entity.

0 Pre-allocated QS Cass Identifiers (QCls): CGenerally, Cls are
requested on per session basis which could sl ow down overall cal
control setup and is undesirable for energency services. Wen
operating in a slice, these resources naybe reserved ahead of tine
in a coarse-grained manner instead of per session
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MCS network slices are relatively straight forward as it only
concerns with guaranteed bit rate (GBR) on per nedia basis and
managenent of groups. Fromtransport they should be able to request
transport services based on GBR for reliable communication. A
reference network slice in Figure 10 bel ow, shows a nission critica
(MC) organi zation providing service agreenent through a network slice
tenplate with resource specification. The MCS slice sets up

di fferent subnetworks of different subscriber groups and manages its
menber shi p. These subnets are realized into the infrastructure
across different domains through a network slice transport mechani sm
The MCS nust be capabl e of active resource nonitoring to prevent
congestions to ever occur as well as request additional transport
resources in case of energency event occurrence.
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7

7. 1.

.................................. +
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Manager | ---+ | agreenent | Organi zati on
------------------ + | | B
[
---------- L
Resource Monitor|<--+ |
--------- Fom - -+ [
" I I
------- B g

| Resource request
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Figure 10: Reference for Mssion Critical Network Slice.
Network Infrastructure for new technol ogi es

ICN as a Network Slice

ICN as in Information-Centric Networking is a culmnation of nultiple
future Internet research efforts in various parts of the world, now
bei ng pursued under I RTF' s research task group called [ICNRG.
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I nformation-Centric Networking (1 CN) addresses Internet’s network
architectural design gaps based on evol ving applications requirenents
and end user behavior that is significantly different fromwhat IP
was designed for - which was optim zed for host-to-host conmunication
paradigm |ICNis a non-|P paradi gm based on name-based routing and
of fers many desirable networking features to applications such as
nam ng, security, caching, nobility, multicasting and conmputing in a
manner different fromtraditional host-centric conmunication nodel

I CN' s nane-based abstraction to application mnimzes bootstrap
configuration fromthe network, nmaking it suitable to severa

communi cati on nodalities such as nmulti-point-to-nulti-point, AR/ VR,
D2D and Ad hoc conmuni cati on.

7.2. New Verticals - ICN based service delivery
Services over ICN slices can take advantage of its features such as:

(1) In ICN, applications, services and content are addressed using
names, hence end host resolution services |like DNS can be
avoi ded, this achieves nane resolution to edge content or
services without incurring additional RTT del ays.

(2) Service flows will be offered nmobility and multicasting support,
as the networking is session-less and optim zed towards
ef ficient nmovenent of nanmed data or networking named services
and host | evel conmunication

(3) Services can be deployed at the very edges with ease as ICN
routers are conpute friendly, this is because states in the
forwarding tabl e can be that of either content or service
resour ces

(4) Further saving bandwidth in the upstream|ink through
opportuni stic caching is an inherent feature of ICN, this also
| eads to energy efficient networking.

When offered as a progranmabl e and custoni zabl e | ogi cal networ k
slice, ICN based services can be offered as a network slice in
parallel with traditional |IP based services. ICN can be realized as
a slice [ _ 5@ CN_] based on the choice of data plane resource offered
by the operators in different donmains of the network such as the
access, core network or main data centers. Wile the sane resources
can be used to support services over |P, proper resource isolation
shall allowit to co-exist with ICN slices as well. [ICN slices can
be of fered over a network slicing framework built upon a programmabl e
pool of software and/or hardware based data pl ane resources.
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7.2.1. Required Characteristics

In ICN, applications use Interest/Data or Get/Put abstractions over
naned resources resolved by ICN s routing plane. An ICN slice shal
be a programabl e | CN-donmi n, in which content |earning and
distribution will be done using existing or new | CN aware distributed
routing logic or through centralized application controllers. As a
result, it should be possible to deploy software or hardware based
networ k functions such as ICN routers and content producers and
distributors that serve and speak |ICN protocols, or enabled through
service gateways at the edges of the network. Just as multiple
service instances can be part of a slice, an ICN slices can nultiplex
het er ogeneous services; on the other hand an ICN slice can be as
granul ar as a single service instance too. The |atter approach has
inplications with respect to consumer privacy, access control of nane
data objects, and granularity of nobility handling [ _5G CN ]J.

A basic ICN slice can be manifested as a resource isolated | ogica
network while sharing resources with other connectivity or |IP based
service slices. An ICN slice relies on progranmability and
virtualization framework to nmanage the service slices, to allow
maxi mum flexibility through ICN aware logically centralized contro
pl ane for ICN service and slice nmanagenent.

o Through a network slice tenplate -1CN service providing entity
coul d specify specific | ocations (edge of network domains) to
deploy ICN-routers or other ICN-NFs (I CN aware network functions).
Its service definition varies with the type of service.

o0 Application driven connectivity between ICN network el ements in
all segnments and create an | CN based virtual topol ogy.

0 Mechanisnms to deliver ICN user traffic over the infrastructure
such as overlay or, ICN NFs can be tightly integrated with the RAN
such as the eNodeB or inplicitly using traffic classification
function at the edge and tunneled to ICN User Plane Function
(UPF) .

0o In addition, bandw dth and other network resources may be
requested fromthe underlay depending on its capability of
providing deternministic or statistically guarantees.

How rmul tiple services will be deployed within an ICN aware slice nmay
or may not be exposed to the network operator, depending on if the
ICN slices are natively managed by it or a by other service

provi ders.
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8. Overall Use Case Analysis

The di scussion in above use cases can be summarized as following in
terns of the requirenents for network slicing franmework

8.1. Requirenments Reference

The follow ng functional requirenents are derived from di scussions in
above sections. They are described in details in
[1-D. giang-netslices-gap-anal ysis] docunent.

The differentiated services described in this document denobnstrate
several conmon functionalities. Therefore, a honpbgeneous approach
towar ds depl oynent and managenent is absol utely necessary.

8.2. Mapping Common characteristics to Requirenents

(1) Resource Reservation: Conpute and network resources are reserved
as part of initial creation and subsequently during the
mai nt enance of a slice. For exanple, a service may initially
reserve resources for its own control plane, and then later it
may reserve user plane flows for applications on denmand.
Ref erence use cases: Differentiated services discussed in
section "Services with Resource Assurance". A network slice
aware infrastructure shall be able to support nechanisns for
el astic scaling (up/down) of resources and their non-disruptive
provi si oni ng.

(2) Resource Assurance: A network slice aware infrastructure allows
operators to allocate part of the network resources to neet
stringent resource characteristics. Scenarios in both Section 5
and Section 6 require on demand and dynam ¢ adjustments. It may
not be possible to achieve this using centralize or APl approach
with finer granularity of resources participating in constrained
pat h conput ati on.

(3) Muilti-dinmensional service vertical: Network slicing supports
dynamic multi-services, multi-tenancy and the nmeans for backing
vertical market players.

(4) Multi-domain coordination: Miulti-donmain refers to different
technol ogy rel ated network domains. For exanple, it nmay be RAN,
DSL etc., nobile core network, ISP or different domains in
transport networks such as carrier Ethernet, MPLS, TE-tunne
etc. Oten, they are under sane adm nistrator’s control but may
require coordination across different adm nistrations.
Furt horenore, capabilities of each domain nust be known in order
to validate if a slice can be created or not. Al scenarios
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nmentioned require multi-domain coordination to connect and
adm ni ster different subnets.

(5) Operational Isolation: A network slice represents |ogical group
of network resources, functions and correspondi ng configurations
separating its behavior and hence operation fromthe underlying
physi cal network. Each network slice may have its own operator
that sees this slice as a conplete network (i.e. with router
i nstances, policies, programmbility, placenent of virtua
network functions according to traffic patterns etc.) and can
manage as its own networKk.

(6) Transparency: Network slicing does not change the functionality
of a scenario; It only facilitates creation of an isolated, an
i ndependently run infrastructure for that use case over a conmon
networ k. Transparency pronotes inter-operability and a common
resource specification enables it.

(7) Reliability: It is an inportant resource attribute in the type
of service verticals described above. Many services verticals
cannot deliver functionality unless the network is reliable (See
renote industry operation, renpote surgery and ot her uRLLC
applications). In this regard, nonitoring probes are needed of
each network slice and resources associated with it.

| 1) Resource reservation | |
| 6) Transparency | Req 1. Network Slicing [
| 4) Multi-access know edge | Speci fication |

I I

| 3) Multi-dinmensional service vertica
o m e e e e e e e e e e e e e e eem o o e e e e e e e e e e m o +
| 4) Multi-Domain coordination | Req 2. Network Slicing [
| | Cr oss- Donmi n |
| 2) Resource Assurance [ Coordi nati on [
e e +
| Req 3. Network Slicing |
| 5) Operational/performance |sol ation | Per f or mance Cuar ant ee
[ [ and | sol ation [
. S +
| 7) Reliability | Req 4. Network Slicing OAM |
e . +

Figure 11: Mappi ng Conmon Characteristics to Requirenents

NSaaS is a key for network operators to depl oy network slices.
Havi ng standard neans to realize these use cases, enables (a)

Makhi jani, ed, et al. Expires April 21, 2018 [ Page 27]



Internet-Draft Net slicing use cases Cct ober 2017

10.

di fferent usecases to be uniformy understood by a network slice
provider, and (b) simlar use cases to be understood in a simlar
fashion by different network slice providers. Both these cases
shoul d al | ow common nechani sns to nmap and al |l ocate network slices
over the network infrastructure.

Due to the availability of diverse technologies in control and data
pl anes; the first step should be a top-down neans to realize a slice
with a comon technol ogy i ndependent information nodel. It may
describe a resource-centric slice with connectivity, storage, and
conmput e resources, network functions, and operational requirenents,
that further get mapped to infrastructure resources and capabilities
for run-time operations and nonitoring. This nodel may be used by an
orchestrator onboarding function for creating instances of network
slice services and distributing to network infrastructure providers.

Concl usi on

A service should typically need a network slice for one of those
reasons:

(1) The service cannot provide optinal experience on a best-effort
net wor k.

(2) It is inefficient and expensive to build a separate
infrastructure

The separation froma generalized network, should allow new services
to use newer or different protocols in network, transport and
managenment | ayer/plane for that service (as in the case of ICN, nmMIC
URLL). The goal of Network slices is to offer enriched service
verticals with very different network capability and performance
demands but also sinplify fromthe traditional service delivery
nodel s.

There is need for a uniformframework for end to end network slicing
specifications that spans across nultiple technol ogy domai ns and can
drive extensions in those technol gy-areas for support of Network
slices.

Security Considerations

The security considerations apply to each kind of slice. 1n addition
general security considerations of underlying infrastructure whether

i sol ated comunication with in a slice apply for links using wireless
t echnol ogi es.
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11. | ANA Consi derations
There are no | ANA actions requested at this tine.
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