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Abst ract

The Pat h Conput ati on El enent Communi cation Protocol (PCEP) provides
mechani sms for Path Conputation Elements (PCEs) to perform path
conputations in response to Path Conputation Cients (PCCs) requests.
The stateful PCE extensions allow stateful control of Milti-Protoco
Label Switching (MPLS) Traffic Engineering Label Switched Paths (TE
LSPs) using PCEP

A Path Conmputation Client (PCC) can synchronize an LSP state
information to a Stateful Path Conputation Elenent (PCE). The
stateful PCE extension allows a redundancy scenari o where a PCC can
have redundant PCEP sessions towards nmultiple PCEs. |n such a case,
a PCC gives control on a LSP to only a single PCE, and only one PCE
is responsible for path conputation for this del egated LSP. The
docunent does not state the procedures related to an inter-PCE
stat ef ul conmuni cati on.

There are sonme use cases, where an inter-PCE stateful comunication
can bring additional resiliency in the design for instance when sone
PCC- PCE sessions fails. The inter-PCE stateful communication may

al so provide a faster update of the LSP states when an event occurs.
Finally, when, in a redundant PCE scenario, there is a need to
conpute a set of paths that are part of a group (so there is a
dependency between the paths), there may be sonme cases where the
computation of all paths in the group is not handl ed by the same PCE
this situation is called a split-brain. This split-brain scenario
may | ead to conputation | oops between PCEs or suboptinmal paths
conput ati on.

Thi s docunment describes the procedures to allow a statefu

conmuni cati on between PCEs for various use-cases and al so the
procedures to prevent conputations |oops.
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Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 1, 2018.
Copyri ght Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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I ntroduction and probl em st at enent
Reporting LSP changes

When using a stateful PCE ([I-D.ietf-pce-stateful-pce]), a Path
Conputation dient (PCC) can synchronize an LSP state information to
the stateful Path Conputation Element (PCE). |If the PCC grants the
control on the LSP to the PCE, the PCE can update the LSP paraneters
at any tine.

In a multi PCE depl oynent (redundancy, |oadbal ancing...), with the
current specification defined in [I-D.ietf-pce-stateful-pce], the PCC
will be in charge of reporting the other PCEs of the LSP paraneter
change which brings additional hops and delays in notifying the
overall network of the LSP paraneter change

This delay may affect the reaction tine of the other PCEs, if they
need to take action after being notified of the LSP paraneter change.

Apart fromthe synchronization fromthe PCC, it is also useful if
there is synchroni zati on nmechani sm between the stateful PCEs. As
stateful PCE neke changes to its del egated LSPs, these changes
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(pending LSPs and the sticky resources [RFC7399]) can be synchroni zed
i medi ately to the other PCEs.

e +
| PCCl | LSP1
Fommme oo +

/ \

/ \
oo + oo +
| PCE1 | | PCE2 |
Fommme oo + Fommme oo +

\ /

\ /
S +
| PCC2 | LSP2
Fomm e +

In the figure above, we consider a |oadbal anced PCE architecture, so
PCEl is responsible to conmpute paths for PCClL and PCE2 is responsible
to conpute paths for PCC2. Wen PCEl triggers an LSP update for

LSP1, it sends a PCUpdate nessage to PCCl for LSP1 containing the new
paraneters. PCCl will take the paraneters into account and will send
a PCReport to PCEL and PCE2 reflecting the changes. PCE2 will so be
notified of the change only after receiving the PCReport from PCCL.

Let’s consider that the LSP1 paraneters changed in a such way that
LSP1 will take over ressources fromLSP2 with an higher priority.
After receiving the report fromPCCl, PCE2 will so try to find a new
path for LSP2. |If we consider that there is a round trip delay of
about 150nmsec between the PCEs and PCCL and a round trip delay of
10nsec between the two PCEs, if will take nore than 150nsec for PCE2
to be notified of the change.

Addi ng a PCEP sessi on between PCE1 and PCE2 may allow to reduce to
the notification time, so PCE2 can react nore quickly by taking the
pendi ng LSPs and sticky resources into account during path

comput ation and reoptim zation

1.2. Split-brain

In a resiliency case, a PCC has redundant PCEP sessions towards
multiple PCEs. 1In such a case, a PCC gives control on an LSP to a
single PCE only, and only this PCE is responsible for the path
computation for the del egated LSP: the PCC achi eves this by setting
the Dflag only to the active PCE. The election of the active PCE to
del egate an LSP is controlled by each PCC. The PCC usually elects
the active PCE by a |ocal configured policy (by setting a priority).
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Upon PCEP session failure, or active PCE failure, PCC may decide to
el ect a new active PCE by sendi ng new PCRpt nessage with D flag set
to this new active PCE. Wen the failed PCE or PCEP session cones
back online, it will be up to the vendor to inplenent preenption
Doi ng preenption nmay lead to sone traffic disruption on the existing
path if path results fromboth PCEs are not exactly the sane. By
considering a network with nmultiple PCCs and inpl enenting nultiple
stateful PCEs for redundancy purpose, there is no guarantee that at
any tine all the PCCs del egate their LSPs to the same PCE

Fomm e +
| PCCl | LSP1
S +

/ \

/ \
e + e +
| PCE1 | | PCE2 |
Fommmem - + Fommmem - +

\ /

*fail* \ /
oo - +
| PCC2 | LSP2
Foee e +

In the exanpl e above, we consider that by configuration, both PCCs
will firstly delegate their LSP to PCELl. So PCEl is responsible for
conputing a path for LSP1 and LSP2. |If the PCEP session between PCC2
and PCEl fails, PCC2 will delegate LSP2 to PCE2. So PCEl becones
responsi ble only for LSP1 path conputation while PCE2 is responsible
for the path conputation of LSP2. Wen the PCC2- PCE1 session is back
online, PCC2 will keep using PCE2 as active PCE (no preenption in
this exanple). So the result is a permanent situation where each PCE
is responsible for a subset of path conputation

We call this situation a split-brain scenario as there are multiple
computation brains running at the same tine while a centra
computation unit was required in sone depl oyments.

Further, there are use cases where a particular LSP path conputation
is linked to another LSP path conputation: the npbst conmon use case
is path disjointness (see [|I-D.ietf-pce-association-diversity]). The
set of LSPs that are dependant to each other may start froma

di fferent head-end.
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/ \
/ Homm - - + Homm - - + \
[ | PCEL | | PCE2 | [
| e + e + |
I I
| +------ + R e, +
| | PCCL | ----------mmmmmmm o - - > | PCC2 | |
| +------ + Fo- - - +
I I
I I
| +------ + e +
| | PCC3 | ------mmmmmmm e - > | PCCA | |
| +------ + +--- - - - +
I I
\ /
\ /
/ \
/ Homm - - - + Homm - - - + \
I | PCEL | | PCE2 | I
| e + e + |
I I
| +------ + 10 +--- - - - +
| | PCCL | ----- Rl ---- R ------- | PCC2 | |
| +------ + [ [ Homm - - - +
I I I I
I I I I
| +------ + | R e, +
| | PCC3 | ----- R3 ---- R4 ------- | PCA | |
| +------ + - - - - - +
I I
\ /
\ /

In the figure above, we want to create two |ink-disjoint LSPs:

PCCl- >PCC2 and PCC3->PCC4. In the topology, all link netrics are
equal to 1 except the link RL-R2 which has a netric of 10. The PCEs
are responsi ble for the path conmputation and PCE1l is the active PCE
for all PCCs in the nom nal case.

Scenario 1:
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In the nonminal case (PCEl as active PCE), we first configure
PCCl1->PCC2 LSP, as the only constraint is path disjointness, PCEl
sends a PCUpdate nessage to PCCl with the ERO R1->R3->R4->R2->PCC2
(shortest path). PCCl signals and installs the path. Wen
PCC3->PCC4 is configured, the PCE already knows the path of

PCCl- >PCC2 and can conpute a link-disjoint path : the solution
requires to nove PCCl->PCC2 onto a new path to et roomfor the new
LSP. PCE1l sends a PCUpdate nmessage to PCClL with the new ERO

R1- >R2- >PCC2 and a PCUpdate to PCC3 with the foll ow ng ERC
R3->R4->PCC4. In the nom nal case, there is no issue for PCEl to
conmpute a link-disjoint path.

Scenari o 2:

Now we consider that PCCL |osts its PCEP session with PCE1L (all other
PCEP sessions are UP). PCCl delegates its LSP to PCE2.

Fomme e +
| PCCl | LSP: PCCl->PCC2
S +
\
\ D=1
Fommme oo + Fommme oo +
| PCE1 | | PCE2 |
o + o +
D=1\ / D=0
\ /
e +
|  PCC3 | LSP: PCC3->PCC4
Fommme oo +

We first configure PCCLl->PCC2 LSP, as the only constraint is path
di sjoi ntness, PCE2 (which is the new active PCE for PCCl) sends a
PCUpdat e nessage to PCClL with the ERO R1l->32->R4->R2->PCC2 (shortest
path). Wen PCC3->PCC4 is configured, PCEl is not aware anynore of
LSPs from PCClL, so it cannot conpute a disjoint path for PCC3->PCC4
and will send a PCUpdate nessage to PCC2 with a shortest path ERC
R3- >R4- >PCC4. \When PCC3->PCC4 LSP will be reported to PCE2 by PCC2,
PCE2 will ensure disjointness conputation and will correctly nove
PCCl->PCC2 (as it owns delegation for this LSP) on the foll ow ng
pat h: Rl->R2->PCC2. Wth this sequence of event and this PCEP
session topol ogy, disjointness is ensured.

Scenari o 3:
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Fomme e +
| PCCl | LSP: PCCl->PCC2
S +
/ \
D=1/ \ D=0
Fommme oo + Fommme oo +
| PCE1 | | PCE2 |
o + o +
/| D=1
/
e +
| PCC3 | LSP: PCC3->PCC4
Fommme oo +

Wth this new PCEP session topol ogy, we first configure PCCl->PCC2
PCE1l conputes the shortest path as it is the only LSP in the
disjoint-group that it is aware of: Rl->R3->R4->R2->PCC2 (shortest
path). Wen PCC3->PCC4 is configured, PCE2 nust conpute a disjoint
path for this LSP. The only solution found is to nove PCCl->PCC2 LSP
on anot her path, but PCE2 cannot do it as it does not have del egation
for this LSP. In this setup, PCEs are not able to find a disjoint
pat h.

Scenari o 4:

oo +
| PCCl | LSP: PCCl->PCC2
oo +
/ \
D=1 / \ D=0
Femmmmmm—- + Femmmmmm—- +
| PCE1l | | PCE2 |
Fomm e o + Fomm e o +
D=0 \ / D=1
\ /
Fomme e oo +
| PCC3 | LSP: PCC3->PCC4
oo +

Wth this new PCEP session topol ogy, we consider that PCEs are
configured to fallback to shortest path if disjointness cannot be
found. We first configure PCCl->PCC2, PCEl conputes shortest path as
it is the only LSP in the disjoint-group that it is aware of:

R1- >R3- >R4- >R2- >PCC2 (shortest path). Wen PCC3->PCC4 is configured
PCE2 nust conpute a disjoint path for this LSP. The only solution
found is to nove PCCl->PCC2 LSP on another path, but PCE2 cannot do
it as it does not have delegation for this LSP. PCE2 then provides
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shortest path for PCC3->PCC4: R3->R4->PCC4. \hen PCC3 receives the
ERO, it reports it back to both PCEs. Wen PCE1l becomes aware of
PCC3->PCC4 path, it reconmputes the CSPF and provides a new path for
PCCl- >PCC2: R1->R2->PCC2. The new path is reported back to all PCEs
by PCCl. PCE2 reconputes also CSPF to take into account the new
reported path. The new conputation does not lead to any path update.

Scenari o 5:

/ \

/ e + e + \
| | PCEL1 | | PCE2 | |
| oo - + oo - + |
I I
| +------ + 100 Homm - - - +
| | | m-mmmmm e I ||
| | PCCL | ----- RL ----------- | PCC2 | |
| +------ + | R e, +
I I I I I
| 6| | 2 | 2 |
I I I I I
| +------ + | e +
| | PCC3 | ----- R3 ----------- | PCCA | |
| +------ + 10 R e, +
I I
\ /
\ /

Now we consi der a new network topology with the same PCEP session
topol ogy as the previous exanple. W configure both LSPs al nost at
the sane tine. PCEL will conpute a path for PCCl->PCC2 whil e PCE2
will conpute a path for PCC3->PCC4. As each other is not aware of
the path of the second LSP in the group (not reported yet), each PCE
is conmputing shortest path for the LSP. PCEl computes ERO R1->PCC2
for PCCl->PCC2 and PCE2 conputes ERO R3->Rl1l->PCC2->PC4 for
PCC3->PCC4. \When these shortest paths will be reported to each PCE
Each PCE will reconpute disjointness. PCEL will provide a new path
for PCCl->PCC2 with ERO PCCl->PCC2. PCE2 will provide also a new
path for PCC3->PCC4 with ERO R3->PCC4. Wien those new paths will be
reported to both PCEs, this will trigger CSPF again. PCE1 will
provide a new nore optinmal path for PCCl->PCC2 with ERG R1->PCC2 and
PCE2 will also provide a nore optimal path for PCC3->PCC4 with ERC
R3- >R1- >PCC2- >PCC4. So we cone back to the initial state. Wen
those paths will be reported to both PCEs, this will trigger CSPF
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again. An infinite |l oop of CSPF computation is then happening with a
permanent flap of paths because of the split-brain situation

Thi s permanent conputation |oop cones fromthe inconsistency between
the state of the LSPs as seen by each PCE due to the split-brain:
each PCE is trying to nodify at the sane tine its del egated path
based on the | ast received path information which defacto invalidates
this receives path information

Scenario 6: nulti-domain

Domai n/ Area 1 Domai n/ Area 2
/ \ / \
/ - - - - - + | | +------ + \
I | PCEL | | | | PCE3 | I
| oo A ISR + |
I I I I
| oo R + |
I | PCE2 | | | | PCE4 | I
| oo o B + |
I I I I
| oo + | oo +
| | PCCL | I I | PCC2 | |
IESEEEEE + | oo +
I I I I
I I I I
| 4o + | oo +
| | PCC3 | I I | PCCA | |
ESEEEEE + | oo +
\ I I I
\ / \ /

In the exanpl e above, we want to create disjoint LSPs fromPCCl to
PCC2 and from PCC4 to PCC3. All the PCEs have the know edge of both
domai n topol ogies (e.g. using BGP-LS). For operation/ mnagenent
reason, each domain uses its own group of redundant PCEs. PCEl/ PCE2
in domain 1 have PCEP sessions with PCClL and PCC3 while PCE3/PCE4 in
domain 2 have PCEP sessions with PCC2 and PCC4. As PCEl/2 do not
know about LSPs from PCC2/4 and PCE3/4 do not know about LSPs from
PCC1/3, there is no possibility to conpute the disjointness
constraint. This scenario can al so be seen as a split-brain
scenario. This multi-domain architecture (with nultiple groups of
PCEs) can al so be used in a single domain, where an operator wants to
limt the failure domain by creating nmultiple groups of PCEs

mai ntai ni ng a subset of PCCs. As for the multi-domain exanple, there
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will be no possibility to conpute disjoint path starting from head-
ends managed by different PCE groups.

In this docurment, we will propose a solution that address the
possibility to conpute LSP association based constraints (like
disjointness) in split-brain scenarios while preventing conputation
| oops.

1.3. Applicability to HPCE

[1-D. dhodyl ee- pce-stat eful -hpce] describes general considerations and
use cases for the deploynent of Stateful PCE(s) using the

Hi erarchical PCE [ RFC6805] architecture. |In this architecture there
is a clear need to communi cate between a child stateful PCE and a
parent stateful PCE. The procedures and extensions as described in
Section 3 are equally applicable to H PCE

2. Proposed solution
Qur solution is based on

0 The creation of the inter-PCE stateful PCEP session with specific
procedur es.

0 A Master/Slave rel ationship between PCEs.
2.1. State-sync session

We propose to create a PCEP session between the stateful PCEs.
Creating such session is already authorized by nmultiple scenarios
like the one described in [ RFC4655] (multiple PCEs that are handling
part of the path conputation) and [ RFC6805] (hierarchical PCE) but
was only focused on statel ess PCEP sessions. As stateful PCE brings
additional features (LSP state synchronization, path update ...),

t hus sonme new behavi ors need to be defined.

This inter-PCE PCEP session will allow exchange of LSP states between
PCEs that woul d hel p sone scenari o where PCEP sessions are |ost
between PCC and PCE. This inter-PCE PCEP session is called a state-
sync session.

For exanple, in the scenario below, there is no possibility to
comput e di sjointness as there is no PCE aware of both LSPs.

Li t kowski, et al. Expires March 1, 2018 [ Page 11]



Internet-Draft state-sync August 2017

Fomme e +

| PCCl | LSP: PCCl->PCC2

S +

/
D=1/
Fommme oo + Fommme oo +
| PCE1 | | PCE2 |
o + o +
/| D=1
/

e +

| PCC3 | LSP: PCC3->PCC4

Fommme oo +

If we add a state-sync session, PCE1 will be able to send PCReport
messages for its LSP to PCE2 and PCE2 will do the sane. All the PCEs
will be aware of all LSPs even if PCC >PCE session are down. PCEs
will then be able to conpute disjoint paths.

oo +

| PCCl | LSP: PCCl->PCC2

oo +

/
D=1 /
Femmmmmm—- + PCEP +-----===-- +
| PCEl | ----- | PCE2 |
Fomm e o + Fomm e o +
/ D=1
/

Fomme e oo +

| PCC3 | LSP: PCC3->PCC4

oo +

The procedures associated with this state-sync session are defined in
Section 3.

Addi ng this state-sync session does not ensure that a path with LSP
associ ation based constraints can al ways been conputed and does not
prevent conputation |oop, but it increases resiliency and ensures
that PCEs will have the state information for all LSPs. |n addition,
this session will allow for a PCE to update the other PCEs providing
a faster synchronization mechanismthan relying on PCCs only.
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2

3.

3.

3.

2. Master/Slave relationship between PCE

As seen in Section 1, performng a path conputation in a split-brain
scenario (nmultiple PCEs responsible for conputation) nmay provide a
non optimal LSP placenent, no path or conputation |loops. To provide
the best efficiency, an LSP association constraint based conputation
requires that a single PCE perforns the path conputation for all LSPs
in the association group. Note that, it could be all LSPs bel ongi ng
to a particul ar association group, or all LSPs froma particul ar PCC
or all LSPs in the network that need to be delegated to a single PCE
based on the depl oynent scenari os.

We propose to add a priority nechani sm between PCEs to elect a single
computing PCE. Using this priority mechanism PCEs can agree on the
PCE that will be responsible for the conputation for a particul ar
association group, or set of LSPs. The priority could be set per
association, per PCC, or for all LSPs. How this priority is set or
advertised is out of scope of this docunent. The rest of the text
consi der associ ation group as an exanpl e.

When a single PCE is performing the conputation for a particul ar
associ ation group, no conputation |oop can happen and an opti nal

pl acenent will be provided. The other PCEs will only act as state
col l ectors and forwarders.

In the scenario described in Section 2.1, PCEl and PCE2 will decide
that PCE1 will be responsible for the path conputation of both LSPs.
If we first configure PCCl->PCC2, PCEl conputes shortest path at it
is the only LSP in the disjoint-group that it is aware of:

R1- >R3- >R4- >R2- >PCC2 (shortest path). Wen PCC3->PCC4 is configured
PCE2 will not performconputation even if it has del egation but
forwards the PCRpt to PCEl through the state-sync session. PCElL will
then perform disjoi ntness conputation and will nove PCCl->PCC2 onto
R1- >R2- >PCC2 and provides an ERO to PCE2 for PCC3->PCC4:

R3- >R4- >PCCA4.

Procedures and protocol extensions
1. Opening a state-sync session
1.1. Capability advertisenent
A PCE indicates its support of state-sync procedures during the PCEP
Initialization phase. The Qpen object in the Open nessage MJST
contains the "Stateful PCE Capability" TLV defined in

[I-D.ietf-pce-stateful-pce]. A new P (INTER-PCE-CAPABILITY) flag is
i ntroduced to indicate the support of state-sync.
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The format of the STATEFUL- PCE- CAPABI LITY TLV is shown in the
followi ng figure:

0 1 2 3
01234567890123456789012345678901
T I T S S T i T S S M T s

| Type | Lengt h=4 |
B T o S o e I et T s o S e e i sl wik sl ST S A
| Fl ags [PLF[DI TSI Y

B T i S S i S T h T i S S S S e
Thi s docunment only updates the Flags field with :

P (I NTER- PCE- CAPABI LITY - 1 bit): If set to 1 by a PCEP Speaker,
the PCEP speaker indicates that the session MJST follow the state-
sync procedures as described in this docunent. The P bit MJST be
set by both speakers: if a PCEP Speaker receives a STATEFUL- PCE-
CAPABI LITY TLV with P=0 while it advertised P=1 or if both set P
flag to 0, the session SHOULD open but the state-sync procedures
MUST NOT be applied on this session.

The U flag MUST be set when sending the STATEFUL- PCE- CAPABI LI TY TLV
with the P flag set. S flag MAY be set if optim zed synchronization
is required as per [I-D.ietf-pce-stateful-sync-optim zations].

3.2. State synchronization
When t he | NTER- PCE- CAPABI LI TY has been negoti ated, each PCEP speaker
will behave as a PCE and as a PCC at the sane tinme regarding the
state synchronization as defined in [I-D.ietf-pce-stateful-pce].
This means that each PCEP Speaker:

0 MJST send a PCRpt nessage towards its neighbor with S flag set for
each LSP in its LSP database learned froma PCC. (PCC role)

0 MJIST send the End O Synchronizati on Marker towards its nei ghbor
when all LSPs have been reported. (PCC role)

0o MJIST wait for the LSP synchronization fromits neighbor to end
(receiving an End O Synchroni zation Marker). (PCE role)

The process of synchronization runs in parallel on each PCE (no
defined order).

Optim zed synchroni zati on MAY be used as defined in
[I-D.ietf-pce-stateful -sync-optin zations].
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When a PCEP Speaker sends a PCReport on a state-sync session, it MJST
add t he SPEAKER-| DENTI TY-TLV (defined in

[I-D.ietf-pce-stateful -sync-optim zations]) in the LSP Qbject, the
value used will refer to the PCC owner of the LSP. [|f a PCEP Speaker
receives a PCReport on a state-sync session without this TLV, it MJST
di scard the PCReport and it MJST reply with a PCErr nmessage using
error-type=6 (Mandatory Cbject missing) and error-val ue=TBD1

( SPEAKER- | DENTI TY- TLV m ssi ng).

3.3. Increnental updates and report forwarding rules

During the Iife of an LSP, its state may change (path, constraints,
operational state...) and a PCC will advertise a new PCReport to the
PCE for each such change.

When propagating LSP state changes froma PCE to other PCEs, it is
mandatory to ensure that a PCE al ways uses the freshest state comi ng
fromthe PCC

When a PCE receives a new PCReport froma PCC with the LSP-DB-

VERSI ON, the PCE MJST forward the PCReport to all its state-sync
sessions and MJUST add the appropriate SPEAKER-IDENTI TY-TLV in the
PCReport. In addition, it MJST add a new ORI G NAL- LSP- DB- VERSI ON TLV
(described below). The ORI G NAL-LSP-DB- VERSI ON shoul d contain the
LSP- DB- VERSI ON coni ng from t he PCC.

When a PCE receives a new PCReport froma PCC w t hout the LSP-DB-
VERSI ON, it SHOULD NOT forward the PCReport on any state-sync
sessi ons.

When a PCE receives a new PCReport froma PCC with the R flag set and
a LSP-DB- VERSI ON TLV, the PCE MJST forward the PCReport to all its
state-sync sessions keeping the R flag set (Renbve) and MJUST add the
appropri ate SPEAKER-| DENTI TY-TLV and ORI G NAL- LSP- DB- VERSI ON TLV in

t he PCReport.

When a PCE receives a PCReport froma state-sync session, it MJST NOT
forward the PCReport to other state-sync sessions. This helps to
prevent message | oops between PCEs. As a consequence, a full nesh of
PCEP sessi ons between PCEs is required.

When a PCReport is forwarded, all the original objects and values are
kept. As an exanple, the PLSP-1D used in the forwarded PCReport will
be the same as the original one used by the PCC. Thus an

i mpl ement ati on supporting this document MJST consi der SPEAKER-

| DENTI TY-TLV and PLSP-1D together to uniquely identify an LSP on the
st at e-sync session.
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The ORI G NAL- LSP-DB- VERSI ON TLV is encoded as foll ows and SHOULD
al ways contain the LSP-DB-VERSI ON received fromthe PCC owner of the
LSP:

0 1 2 3

01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Type=TBD2 | Lengt h=8 |
B i S S T s i S T st i S S S S S S S S i
[ LSP State DB Version Number [
I I

R i T e S it ST i T S S S S S S T s

Usi ng the ORI G NAL-LSP-DB- VERSI ON TLV allows a PCE to keep using
optim zed synchroni zati on
([I1-D.ietf-pce-stateful-sync-optimzations]) with another PCE. In
such a case, the PCE will send a PCReport to another PCE with both
ORI G NAL- LSP- DB- VERSI ON TLV and LSP-DB- VERSI ON TLV. The ORI G NAL-
LSP-DB- VERSI ON TLV wi Il contain the version nunber as allocated by
the PCC while the LSP-DB-VERSION wi Il contain the version nunber

al | ocated by the | ocal PCE

3.4. Miintaining LSP states fromdifferent sources

When a PCE receives a PCReport on a state-sync session, it stores the
LSP information into the original PCC address context (as the LSP

bel ongs to the PCC). A PCE SHOULD maintain a single state for a
particular LSP and SHOULD nmaintain the Iist of sources it learned a
particul ar state from

A PCEP speaker may receive a state information for a particular LSP
fromdifferent sources: the PCC that owns the LSP (through a regul ar
PCEP session) and sonme PCEs (through PCEP state-sync sessions). A
PCEP speaker MUST al ways keep the freshest state in its LSP database,
overriding the previously received infornation.

A PCE, receiving a PCReport froma PCC, updates the state of the LSP
inits LSPDB with the new received information. Wen receiving a
PCReport from another PCE, a PCE SHOULD update the LSP state only if
the ORI G NAL-LSP-DB- VERSI ON present in the PCReport is greater than
the current ORI G NAL- LSP- DB- VERSI ON of the stored LSP state. This
ensures that a PCE never tries to update its stored LSP state with an
old information. Each tinme a PCE updates an LSP state in its LSPDB,
it SHOULD reset the source list associated with the LSP state and
SHOULD add the source speaker address in the source list. Wen a PCE
recei ves a PCReport which has an ORI G NAL- LSP-DB- VERSI ON (i f coni ng
froma PCE) or an LSP-DB-VERSION (if coming fromthe PCC) equals to
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the current ORI G NAL- LSP-DB- VERSI ON of the stored LSP state, it
SHOULD add t he source speaker address in the source list.

When a PCE receives a PCReport requesting an LSP deletion froma
particul ar source, it SHOULD renove this particular source fromthe
list of sources associated with this LSP

When the list of sources becones enpty for a particular LSP, the LSP
state MUST be renoved. This neans that all the sources nust send a
PCReport with R=1 for an LSP to nake the PCE renoving the LSP state.

3.5. Conputation priority between PCEs and sub-del egation

A computation priority is necessary to ensure that a single PCE w |l
performthe conputation for all the LSPs in an association group
this will allow for a nore optim zed LSP placenment and will prevent
conmput ation | oops.

All PCEs in the network that are handling LSPs in a common LSP

associ ation group SHOULD be aware of each other including the
computation priority of each PCE. Note that there is no need for PCC
to be aware of this. The conputation priority is a nunber and the
PCE having the highest priority SHOULD be responsible for the
conputation. |If several PCEs have the same priority value, their IP
address SHOULD be used as a tie-breaker to provide a rank: the

hi ghest 1P address as nore priority. How PCEs are aware of the
priority of each other is out of scope of this docunment, but as
exanple learning priorities could be done through | GP infornmations or
| ocal configuration.

The definition of the priority MAY be gl obal so the highest priority

PCE will handle all path computations or nore granular, so a PCE may
have highest priority for only a subset of LSPs or association-
groups.

A PCEP Speaker receiving a PCReport froma PCCwith D flag set that
does not have the highest conputation priority, SHOULD forward the
PCReport on all state-sync sessions (as per Section 3.3) and SHOULD
set Dflag on the state-sync session towards the highest priority
PCE, Dflag will be unset to all other state-sync sessions. This
behavior is simlar to the del egati on behavi or handl ed at PCC si de
and is called a sub-del egation (the PCE subdel egates the control of
the LSP to another PCE). When a PCEP Speaker sub-delegates a LSP to
another PCE, it |ooses the control on the LSP and cannot update it
anynore by its own decision. Wen a PCE receives a PCReport with D
flag set on a state-sync session, as a regular PCE, it becones
granted to update the LSP
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If the highest priority PCEis failing or if the state-sync session
bet ween the | ocal PCE and the highest priority PCE failed, the |oca
PCE MAY decide to delegate the LSP to the next highest priority PCE
or to take back control on the LSP. It is a local policy decision

When a PCE has the delegation for an LSP and needs to update this
LSP, it MJST send a PCUpdate nessage to all state-sync sessions and
to the PCC session on which it received the del egation. The D Fl ag
woul d be unset in the PCUpdate for state-sync sessions where as
D-Flag woul d be set for the PCC. In case of subdel egation, the
conmputing PCE will send the PCUpdate only to all state-sync sessions
(as it has no direct delegation froma PCC). The D Flag would be set
for the state-sync session to the PCE that sub-del egated this LSP and
the D-Flag woul d be unset for other state-sync sessions.

The PCUpdate sent over a state-sync session MJST contain the SPEAKER-
| DENTI TY-TLV in the LSP Object (the value used nust identify the
target PCC). The PLSP-ID used is the original PLSP-ID generated by
the PCC and | earned fromthe forwarded PCReport. |If a PCE receives a
PCUpdat e on a state-sync session w thout the SPEAKER-IDENTI TY-TLV, it
MUST di scard the PCUpdate and MJST reply with a PCError message using
error-type=6 (Mandatory Object missing) and error-val ue=TBDl

( SPEAKER- | DENTI TY- TLV mi ssi ng).

When a PCE receives a valid PCUpdate on a state-sync session, it
SHOULD forward the PCUpdate to the appropriate PCC (identified based
on the SPEAKER-1DENTI TY-TLV val ue) that delegated the LSP originally
and SHOULD renove the SPEAKER-| DENTI TY-TLV fromthe LSP Object. The
acknow egnent of the PCUpdate is done through a cascaded mechani sm
and the PCC is the only responsible of triggering the acknow edgnent:
when the PCC receives the PCUpdate fromthe |ocal PCE, it

acknow edges it with a PCReport as per [|I-D.ietf-pce-stateful-pce].
When receiving the new PCReport fromthe PCC, the |ocal PCE uses the
defined forwarding rules on the state-sync session so the

acknow edgnent is relayed to the conputing PCE

A PCE SHOULD NOT conpute a path using an association-group constraint
if it has delegation for only a subset of LSPs in the group. In this
case, an inplenentation MAY use a |local policy on PCE to decide if
PCE does not conpute path at all for this set of LSP or if it can
conpute a path by rel axing the association-group constraint.

3.6. Passive stateful procedures
In the passive stateful PCE architecture, the PCC is responsible of
triggering a path conputation request using a PCRequest nessage to

its PCEE Simlarly to PCReports which renmains unchanged for passive
nmode, if a PCE receives a PCRequest for an LSP and if this PCE finds
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that it does not have the highest conputation priority of this LSP
or groups..., it MIST forward the PCRequest to the highest priority
PCE over the state-sync session. Wen the highest priority PCE
recei ves the PCRequest, it conputes the path and generates a PCReply
only to the PCE that is received the PCRequest from This PCE will
then forward the PCReply to the requesting PCC. The handling of LSP
obj ect and the SPEAKER-1DENTI TY-TLV in PCRequest and PCReply is
simlar to PCReport/PCUpdat e.

3.7. PCE initiation procedures
TBD
4. Exanpl es

4.1. Exanple 1
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/ \

/ Homm - - + Homm - - + \
[ | PCEL | | PCE2 | [
| e + e + |
I [ S, + 10 R e, + I
| | PCCL | ----- Rl ---- R ------- | PCC2 | |
| +------ + | | - - - - - +
I I I I
I I I I
| +------ + | | e +
| | PCC3 | ----- R ---- R4 ------- | PCA | |
| +------ + +--- - - - +
I I

\ /

\ /
Fomm e - +
| PCC1 | LSP PCC1- >PCC2
Fom e o - +
/
D=1 /
Fomm e e - + Fomm e e - +
| PCE1 |----1 PCE2 |
Fomm e o + Fomm e o +
/| D=1
/
Fomm e +
| PCC3 | LSP PCC3- >PCC4
Fomm e - +

PCE1l conputation priority 100
PCE2 conputation priority 200

Wth this PCEP session topol ogy where conputation priority is global
for all LSPs, we still want to have link disjoint LSPs PCCl->PCC2 and
PCC3- >PCCA4.

We first configure PCCl->PCC2, PCCl del egates the LSP to PCEl, but as
PCE1 does not have the highest conputation priority, it will sub-

del egate the LSP to PCE2 by sending a PCReport with D=1 and i ncl udi ng
t he SPEAKER-| DENTI TY- TLV over the state-sync session. PCE2 receives
the PCReport and as it has delegation for this LSP, it conputes the
shortest path: Rl1->R3->R4->R2->PCC2. 1t then sends a PCUpdate to
PCE1l (including the SPEAKER- I DENTI TY-TLV) with the conputed ERO

PCE1 forwards the PCUpdate to PCCl (renoving the SPEAKER-| DENTI TY-
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TLV). PCCl acknow edges the PCUpdate by a PCReport to PCElL. PCEl
forwards the PCReport to PCE2.

When PCC3->PCC4 is configured, PCC3 del egates the LSP to PCE2, PCE2
can conpute a disjoint path as it has know edge of both LSPs and has
del egation also for both. The only solution found is to nove

PCCl1- >PCC2 LSP on anot her path, PCE2 can nmove PCC3->PCC4 as it has
del egation for it. It creates a new PCUpdate with new ERO

R1- >R2- PCC2 towards PCEl1 which forwards to PCCl. PCE2 sends a
PCUpdate to PCC3 with the path: R3->R4->PCC4.

In this setup, PCEs are able to find a disjoint path while without
state-sync and conputation priority they could not.

4.2. Exanple 2
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/ \
/ Homm - - + Homm - - + \
[ | PCEL | | PCE2 | [
| e + e + |
I I
| +------ + 100 R e, +
| | | m-mmmmme e I ||
| | PCCL | ----- RT ----------- | PCC2 | |
| +------ + [ Homm - - - +
I I I I I
| 6| | 2 | 2 |
I I I I I
| +------ + | +--- - - - +
| | PCC3 | ----- R3 ----------- | PCA | |
| +------ + 10 Homm - - - +
I I
\ /
\ /

Fom e o - +

| PCC1 | LSP : PCC1->PCC2

Fomm e +

/ \
D=1 / \ D=0
Fomm e o + Fomm e o +
[ PCE1 [----] PCE2 [
Foemmmmaas + Foemmmmaas +
D=0 \ /| D=1
\ /

Fomm e - +

| PCC3 | LSP PCC3- >PCC4

Fom e o - +

PCE1l conputation priority 200
PCE2 conputation priority 100

In this exanple, we configure both LSPs al nost at the sane tine.

PCE1l sub-del egates PCCl->PCC2 to PCE2 while PCE2 keeps del egation for
PCC3- >PCC4, PCE2 conputes a path for PCCl->PCC2 and PCC3->PCC4 and
can achi eve di sjointness conputation easily. No conputation |oop
happens in this case.
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4.3. Exanple 3

/ \

/ e + e + \
| | PCELl | | PCE2 | |
| R e, + R e, + |
I Homm - - + 10 Homm - - + I
| | PCCL | ----- Rl ---- R ------- | PCC2 | [
| +------ + | | e +
I I I I
I I I I
| +------ + | +--- - - - +
| | PCC3 | ----- R3 ---- R4 ------- | PCA | |
| +------ + Homm - - - +
I I

\ /

\ /

Fom e o - +

| PCC1 | LSP PCC1- >PCC2

Fomm e +

/
D=1 /
Fomm e o + Fomm e o + Fomm e o +
[ PCE1 [----] PCE2 [----] PCE3 [
Foemmmmaas + Foemmmmaas + Foemmmmaas +
/| D=1
/

Fomm e - +

| PCC3 | LSP PCC3- >PCC4

Fom e o - +

PCE1l conputation priority 100
PCE2 conputation priority 200
PCE2 conputation priority 300

Wth this PCEP session topol ogy, we still want to have |ink disjoint
LSPs PCCl->PCC2 and PCC3->PCC4.

We first configure PCCl->PCC2, PCCl del egates the LSP to PCE1, but as
PCE1 does not have the highest conputation priority, it will sub-

del egate the LSP to PCE2 (as it cannot reach PCE3 through a state-
sync session). PCE2 cannot conpute a path for PCCl->PCC2 as it does
not have the highest priority and cannot sub-del egate the LSP again

t owar ds PCE3.
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When PCC3->PCC4 is configured, PCC3 del egates the LSP to PCE2 that
performs sub-del egation to PCE3. As PCE3 will have know edge of only
one LSP in the group, it cannot conpute disjointness and can decide
to fallback to a | ess constrained conputation to provide a path for
PCC3->PCC4. In this case, it will send a PCUpdate to PCE2 that will
be forwarded to PCC3.

Di sj oi nt ness cannot be achieved in this scenario because of |ack of
state-sync session between PCEl1 and PCE3, but no conputation | oop
happens. Thus it is advised for all PCEs that support state-sync to
have a full mesh sessions between each ot her

5. Using Master/Slave conputation and state-sync sessions to increase
scal i ng

The Prinmary/ Backup conputation and state-sync sessions architecture
can be used to increase the scaling of the PCE architecture. If the
nunber of PCCs is really high, it may be too resource consumng for a
single PCE to nmaintain all the PCEP sessions while at the sanme tine
performng all path conmputations. Using naster/slave conputation and
state-sync sessions may allow to create groups of PCEs that nmanage a
subset of the PCCs and perform sonme or no path conputations.
Decoupl i ng PCEP sessi on nai ntenance and conputation will allowto

i ncrease scaling of the PCE architecture.
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Fomme e +
| PCC500 |
o +-+
| PCCL |
Fomm e +
/ \

/ \
o + e +
| PCEl |---] PCE2 |
T, + Ao +

I \ I

I \/ I

I I\ I

I I\ I
o + Ao +
| PCE3 |---] PCE4 |
Fomee oo + o Aeaoeo - +

\ /

\ /
S +
| PCC501 |
oo - +-+
| PCC1000
Foee e +

In the figure above, two groups of PCEs are created: PCE1l/2 naintain
PCEP sessions with PCCl up to PCC500, while PCE3/4 nmintain PCEP
sessions with PCC501 up to PCCL000. A granular naster/slave policy
is setup as follows to | oadshare conputation between PCEs:

0 PCEl has priority 200 for association ID 1 up to 300, association
source 0.0.0.0. Al other PCEs have a decreasing priority for
those associ ati ons.

o0 PCE3 has priority 200 for association ID 301 up to 500,
associ ation source 0.0.0.0. Al other PCEs have a decreasing
priority for those associations.

If sonme PCCs del egate LSPs with association ID 1 up to 300 and
association source 0.0.0.0, the receiving PCE (if not PCE1l) will sub-
del egate the LSPs to PCE1l. PCEl becones responsible for the
conputati on of these LSP associations while PCE3 is responsible for
the conputati on of another set of associations.
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6.

PCEP- PATH- VECTOR- TLV

Thi s docunent all ows PCEP nessages to be propagated anong PCEP
speaker. It may be useful to track informations about the

propagati on of the nessages. One of the use case is a nessage | oop
detection nechanism but other use cases |ike hop by hop information
recording may al so be inpl ement ed.

Thi s docunment introduces the PCEP- PATH VECTOR-TLV (type TBD2) wth
the follow ng format:

0 1 2 3

01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| Type=TBD3 | Length (variable) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| PCEP- SPEAKER- | NFORVATI ON#1 |
B i i i e R S e S i s e e S T g e S I T i st S TR I S S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
[ PCEP- SPEAKER- | NFORMATI ON#2 [
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

o e e e e e e e e e e b e e e e e e e e b e e e e e e e e e e e
The TLV format and padding rules are as per [RFC5440].
The PCEP- SPEAKER- | NFORVATI ON field has the foll owing format:

0 1 2 3

01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| Length (vari abl e) | I D Length (vari able) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Speaker Entity identity (variable) |
B E e r e s i s i o T T s S S S S 2
[ SubTLVs (optional) [
B T T i I T T o S S S e b S S S

Length: defines the total |ength of the PCEP- SPEAKER- | NFORVATI ON
field.

I D Length: defines the length of the Speaker identity actual field
(non- padded) .

Speaker Entity identity: same possible val ues as the SPEAKER-
| DENTI FI ER-TLV. Padded with trailing zeroes to a 4-byte boundary.
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The PCEP- SPEAKER- | NFORMATI ON may al so carry some optional subTLVs
so each PCEP speaker can add local informations that could be
recorded. This docunent does not define any subTLV.

The PCEP- PATH VECTOR- TLV MAY be added in the LSP-Chject. |Its usage
is purely optional.

The list of speakers within the PCEP-PATH VECTOR- TLV MJST be ordered.
When sendi ng a PCEP nmessage (PCReport, PCUpdate or PClnitiate), a
PCEP Speaker MAY add t he PCEP- PATH VECTOR- TLV with a PCEP- SPEAKER-
| NFORMATI ON containing its own informations. |f the PCEP nessage
sent is the result of a previously received PCEP nessage, and if the
PCEP- PATH VECTOR- TLV was al ready present in the initial nessage, the
PCEP speaker MAY append a new PCEP- SPEAKER- | NFORMATI ON containing its
own i nformations.

7. Security Considerations
TBD.

8. Acknow edgemnent s
TBD.

9. | ANA Consi derati ons

Thi s docunment requests | ANA actions to allocate code points for the
protocol elenents defined in this docunent.

9.1. PCEP-Error bject

I ANA is requested to allocate a new Error Value for the Error Type 9.

Error-Type Meani ng Ref erence
6 Mandat ory Obj ect M ssing [ RFC5440]
Error-val ue=TBD1: SPEAKER- | DENTI TY-TLV Thi s docunent
ni ssi ng

9.2. PCEP TLV Type Indicators

I ANA is requested to allocate new TLV Type Indicator values within
the "PCEP TLV Type | ndicators" sub-registry of the PCEP Nunbers
registry, as follows:

Val ue Meani ng Ref er ence
TBD2 ORI G NAL- LSP- DB- VERSI ON- TLV Thi s docunent
TBD3 PCEP- PATH- VECTOR- TLV Thi s docunent
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9. 3.

10.

10.

10.

STATEFUL- PCE- CAPABI LI TY TLV

I ANA is requested to allocate a new bit value in the STATEFUL- PCE-
CAPABI LI TY TLV Flag Field sub-registry.

Bi t Descri ption Ref erence
TBD | NTER- PCE- CAPABI LI TY Thi s docunent
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