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Abst ract

Thi s docunent proposes an extended Objective Function(OF)that

bal ances the nunber of child nodes of the parent nodes to avoid the
over | oadi ng probl em and ensure node lifetinme maximzation in the |Pv6
Routing Protocol for Low Power and Lossy Networks (RPL). The standard
OFs are used to build a Destination Oiented Directed Acyclic G aph
(DODAG) where the bottleneck nodes may suffer fromunbal anced traffic
load. As a result, a part of the network nmay be disconnected as the
energy of the overl oaded preferred parent node will drain rmuch faster
than ot her candidate parents. Thus, a new RPL metric has been

i ntroduced to balance the traffic | oad over the network. Finally, the
potential extra overhead has been mitigated using a new utilization

t echni que.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
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1

I nt roducti on

I Pv6 Routing Protocol for LLNs (RPL) [RFC6550] defined two OFs to
optinize the path selection towards the root node, nanely, the OF
zero (OF0) [RFC6552], and the M ninmum Rank with Hysteresis OF
(MRHOF) [ RFC6719] . The Destination Oriented Directed Acyclic G aph
(DODAG) construction is built by the RPL OF, that specify how nodes
sel ect the preferred parent node by translating one or nore netrics
into the rank val ue.

The used OF cal cul ates the rank based on sone routing netrics [RFC
6551] such as hop-count, delay, energy, and so forth. The parent node
in RPL can serve nore than one child if it is chosen by them as
preferred parent. Consequently, the overloaded preferred parents wll
becone fragile nodes as their energy risks to drain nmuch quicker than
ot her nodes.

Havi ng conducted simul ation experinments and rigours analysis, it is
concluded that the current OFs lead to build a topol ogy that suffers
froman unbal anced load traffic in bottleneck nodes especially for
the first hop nodes (i.e., fromthe root). Consequently, this problem
has a crucial inpact on the lifetime of these types of nodes. The
battery depletion of that overl oaded parent node nay affect the
network reliability negatively.

This chall enging problemis still an open issue. In an attenpt to
overcone this problem this draft proposes a new OF to nmitigate the
overusing of the bottleneck node to prolong its battery lifetine.

This draft proposes an extended Objective Function(OF) that bal ances
t he nunber of children nodes for the overl oaded nodes to ensure node
lifetime maxim zation in RPL and can be summari zed as follows. First,
a new RPL metric has been used to bal ance the load traffic anmong the
bottl eneck nodes. Second, the DODAG Infornmation Object (DO nessage
has been anended by injecting the | P address of the chosen parent
before broadcasting it. Third, a new utilization technique has been
proposed for the amended DI O nessage to avoid increasing the overhead
of the handshaki ng and acknow edgnent processes. Sinulation
experinents have been conducted to validate the extended OF
performance as detailed in Appendi x A

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2 DODAG construction in a nutshel

RPL is a proactive distance vector routing protocol designed for LLNs
[ RFC6550], it constructs a DODAG using a certain OF that suits the
application requirenents. Essentially, RPL relies on a DODAG
Information Cbject (DO control nmessage to build the DODAG

Thus, the starting point begins when the root node broadcasts the D O
message to the downstream nei ghbor nodes. As soon as the cl osest node
recei ves the nessage, it can decide whether to join this DODAG or not
based on the cal cul ated rank according to the equations (1) and (2)

[ RFC6719] .

Rank(N) = Rank(PN) + Rankl ncrease (1)
Rankl ncrease = Step * M nHopRankl ncrease (2)

Wiere Step represents a scal ar val ue and M nHopRankl ncrease
represents the minimum RPL paraneter. If the node decides to join,
then it adds the DI O sender to the candi date parent list. Next, the
preferred parent, i.e. the next hop to the root, will be chosen based
on the rank fromthis list to receive all traffic fromthe child
node. Then, it conputes its own rank with a nonotonical increase
according to the selected CF.

After that, the node propagates its own DDOw th all updated
information to all its neighbors including the preferred parent. [RFC
6551] defined the nunber of node netrics/constraints (e.g. hop count
and energy) and the Iink netrics/constraints (e.g. ETX and

t hroughput) that mght be used in the OFs [ RFC6552] [ RFC6719] .

3 Load bal ancing in RPL

RPL is designed with several robust features such as exiguous del ay,
qui ck configuration, |oop-free topology, and self-healing. However
the | oad inbal ance is considered as a significant weakness in this
protocol. Mre specifically, RPL is dealing with non-uniform
distribution in |arge-scale LLNs, which may | ead to unequal data
traffic distribution. Consequently, the energy of the overl oaded
nodes will be drained much faster than other nodes. Furthernore, this
probl em has nore harnful inmpacts if the overloaded node is a

bottl eneck node (i.e. with the first hop to the root) as shown in
Figure 1 for node A and B
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Figure 1: Bottleneck nodes in RPL

Figure 2 depicts the selection of the preferred parent for those nodes
are within the first hop fromnodes A or B. Cearly, node A has nore
children as it is surrounded by the nodes (NNMF, GE, P). Despite the
fact that A has nore children, it dominates the shred nodes (C D R J)
that are also located within the shared area of node B (i.e., within the
transm ssi on range of A and B). That unbal anced parent sel ection
approach in RPL left node B only with two children, while node A has ten
chil dren.

e T +
| Par ent | Child nodes | Shared nodes

| nodes | | between A and B |
| |
[ A | NMF,GEP,CDRJ | CDRJ [
R REREREEEEEEEEE |
| B | HK | CDRJ I
I NS +

Figure 2: The selection of the preferred parents

It is notable that the connection of all nodes through Ais fragile as
it isthe only link to the root with an overl oaded bottl eneck node,

t hus, disconnecting part of the network if node A dies. In particular
this serious problemoccurs in RPL due to omtting the nunmber of
children in existing parent selection technique.
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To this end, the node sticks with the current preferred parent and

i nfluences its rank, even if this parent deteriorates with nore | oad
(i.e. being a parent for nore children). The only conceivabl e scenari os
to change the current parent to another candi date parent are as follow
first, if the current parent dies due to battery depletion. The second
possibility, when the |ossy percentage becones hi gher than before, so no
acknow edgenent nessage can be heard fromthe preferred parent for a
certain period of tine.

4 The proposed objective function

The proposed OF | everages the lifetime of the entire network. The | oad
bal anced OF (LB-OF) bal ances the data traffic by taking into account the
nunber of children for each candi date parent.

4.1 Balancing the load traffic

As aforenentioned, being a preferred parent for nore chil dren nmeans nore
over head and unbal anced | oad, that results in a drain its own energy
much faster than other candi date parents. To solve this problem a new
metric has been proposed. The children set created in section 4.2

provi des each preferred parent with the nunber of children it has. Based
on that, the nunber of children in the rank calculation in fornula (1)

i s consi dered.

Specifically, the parent with the | east nunmber of children will be

el ected as preferred parent. To this end, the bal ance has been achieved
by declining the nunber of children of the overl oaded bottl eneck node.
As a result, the magjority of children (i.e., the shared nodes between A
and B) will choose another preferred parent according to the | ower rank
and surely has | ess nunber of children

However, it is expected to increase the churn or oscillation as a result
of changing the parent. It is a trade-off between unfairness and
oscillation, however, this oscillation can be mnimzed in two

techni ques to enhance the stability:

a) using the nunmber of children along with another netric(s)(e.g. ETX
number of hops, energy, etc., according to the application
requirenents).

b) Using the hysteresis threshold for the nunber of children(in a

| exi cal manner)to switch fromparent to another, the selected threshold
depends on the application requirenents.

4.2 A new utilization technique for DI O nessage
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Generally, in the upward routes the root initiates the DODAG
construction by sending the first DI O nessage. Once other nodes receive
this DIO they select the sender as a preferred parent, and then they
start calculating their own ranks based on the assigned OF. After that,
each node broadcasts its own DI O nessage (i.e. the updated DI O that
contains the new cal cul ated rank value) to all neighbors including the
chosen preferred parent which sent the original DI O nessage. In the
standard OFs, the preferred parent ignores the DIOCs that cone fromits
chil d based on the rank.

In this stage, the aimis to allow each parent to count its nunmber of
children to avoid | ater possible overloading situations. However, that
is not possible in the upward routes (i.e., while maintaining the DODAG
through DI Gs), as the only control message that can be acknow edged by
the destination is the Destination Advertisenent Cbject (DAO nessage in
the downward routes to recogni ze the nunber of children for each

parent.

Al ternatively, setting up an acknow edgenent nechani sm between parent
and children to count the nunmber of children for each parent. However,
this acknow edgenent al so brings an extra overhead for the entire
networ k and subsequently increases the power consunption nassively. To
overcone this problem LB-OF using a new technique is proposed as
detailed below. In LB-OF algorithm the received DIO fromthe child node
is counted by the preferred parent node. Each DI O contains the IP
address of the chosen preferred parent as detailed in section 4.3. Thus,
for each received DIO, the node matches its own |IP address with the
preferred parent | P address which is inserted in the DI O nessage, then

i ncrenments the nunber of children by ONE for this node if there is a
mat chi ng.

Hence, this techni que evades increasing any extra overhead,
additionally, the coming DIGs fromthe child nodes has been utilized to
al | ow each preferred parent to distinguish the nunber of its children
during the DODAG construction stage to optinize the routing.

4.3 Proposed New Metric for Parent Sel ection

Typically, the DIO carries the RPL Instancel D, DODAG identifier, version
number, Rank and the OF that has been used to calculate the rank, in
addition to other identifiers [ RFC6550]. This section introduces the
nunber of child nodes as a new netric/constraint in the DAG Metric

Cont ai ner, which includes the selected parent address in the option
field within the DI O nessage. The newWwy added information is 2 octets
naned by Child Node Count (CNC) which is per this docunent defined in
the DAG Metric Contai ner.

The Child Node Count (CNC) object is used to provide infornmation rel ated
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to the nunber of child nodes in the DI O source node, and rmay be used as
a metric or as constraint.

The CNC obj ect MAY be present in the DAG Metric Container. There MJST
NOT be nore than one CNC object as a constraint per DAG Metric
Cont ai ner, and there MJST NOT be nore than one CNC object as a netric
per DAG Metric Container. The format of the CNC object body is as
fol |l ows:

0 1 2 3
01234567890123456789012345678901
B e T i e S i T e o R e S e S S i ot e TR S N S
Fl ags | P| CNC | CNC_MAX | |
B S il i s S P S S I S S T S S +
I
+
I
Par ent Address +
I
B el o e e O

+-
I
+-
I
+
I
+
I
+
I
N T R

Figure 3: Child Node Count hject Body Format

Flags field (8 bits). The followi ng one bits of the CNC object are
currently defined:

"P'flag: Parent Address State. This, if set to 1, indicates there is a
parent address field in the CNC object.

CNC. 8-bits. The Child Node Count is encoded in 8 bits in unsigned
i nteger format, expressed in nunber count, representing the nunber of
chil d nodes.

MAX_CNC: 8-bits. The Maxi mum Child Node Count is encoded in 8 bits. The
MAX CNC field indicates the maxi mum nunber of children a node can hol d.
This paranmeter is set by inplenmenters based on nei ghbor cache entry or
the size Iimt of routing table. Nodes should not hold child nodes nore
t han MAX_CNC

Parent Address (optional): 128-bit |1Pv6 address of parent node. This
field is only present when the' Pflag is set to 1.

In the storing node, DAO can be used for child nodes registration while

No- Pat hDAO can be used for de-registration, and this gives a way to
count the nunber of child nodes. Thus, to nmininize traffic |oad, the

Qasem et al. Expires May 2, 2018 [ Page 8]



| NTERNET DRAFT Load Bal ancing OF for RPL Cct ober 29, 2017

Parent Address field in the CNC object should not be present in the
storing node.

In the non-storing node, NS/ NA could be an optional way for child node
counting. When the 'P flag is set, the Parent Address in the CNC object
shoul d be used for child node counting according to the technique
illustrated in section 4.2.

When this CNC netric is used, RANK conputing reflects the ability of
each node to hold nore child nodes. Al so, a new way for the RANK
conmputing has been suggested: RANK = CNC / CNC MAX * 255. A node with
smal | er RANK has high priority to accept new child nodes, a node with
RANK = 255 should not hold new child nodes any nore.

5 Security Considerations
Since the routing metrics/constraints are carried within RPL nessage,
the security routing nechanisns defined in [ RFC6550] apply here.
6 | ANA Consi derations
I ANA is requested to allocate a new value for the new nmetric type "CNC'
in the Routing Metric/Constraint Type in the DAG Metric Contai ner.
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