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Abstract

This draft describes a nunber of enhancenents that need to be made to
virtual private networks (VPNs) to support the needs of new
applications, particularly applications that are associated with 5G
services. A network enhanced with these properties may formthe
underpin of network slicing, but will also be of use inits own
right.
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1. Introduction

Virtual networks, often referred to as virtual private networks
(VPNs) have served the industry well as a neans of providing
different groups of users with logically isolated access to a conmon
network. The common or base network that is used to provide the VPNs

Bryant, et al. Expi res Septenber 6, 2018 [ Page 2]



Internet-Draft VPN+ March 2018

is often referred to as the underlay, and the VPN is often called an
overl ay.

Driven largely by needs surfacing from5G the concept of network
slicing has gained traction. There is a need to create a VPN with
enhanced characteristics. Specifically there is a need for a
transport network supporting a set of virtual networks each of which
provides the client with dedicated (private) networking, conputing
and storage resources drawn froma shared pool

The tenant of such a network can require a degree of isolation and
performance that previously could only be satisfied by dedicated
networks. Additionally the tenant may ask for sone |evel of contro
of their virtual network e.g. to custonize the service paths in the
networ k slice.

These properties cannot be net with pure overlay networks, as they
require tighter coordination and integration between the underlay and
the overlay network. This document introduces a new network service
call ed enhanced VPN (VPN+). VPN+ refers to a virtual network which
has dedi cated network resources all ocated fromthe underl ay network.
Unli ke traditional VPN, an enhanced VPN can achi eve greater isolation
and guar ant eed performance.

These new network | ayer properties, which have general applicability,
may al so be of interest as part of a network slicing solution

Thi s docunent specifies a framework for using the existing, nodified
and potential new networking technol ogi es as conponents to provide an
enhanced VPN (VPN+) service. Specifically we are concerned with:

0 The design of the enhanced VPN dat a- pl ane

0 The necessary protocols in both, underlay and the overlay of
enhanced VPN, and

0 The mechanisns to achieve integration between overlay and underl ay
0 The necessary nethod of nonitoring an enhanced VPN

0 The nmethods of instrunmenting an enhanced VPN to ensure that the
required tenant Service Level Agreenent (SLA) is naintained

The required |l ayer structure necessary to achieve this is shown in
Section 4.1.

One use for enhanced VPNs is to create network slices with different

i solation requirenents. Such slices may be used to provide different
tenants of vertical industrial markets with their own virtual network
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3.

3.

with the explicit characteristics required. These slices nmay be
"hard" slices providing a high degree of confidence that the VPNt
characteristics will be maintained over the slice life cycle, of they
may be "soft" slices in which case sone degree of interaction nmay be
experi enced.

Requi rement s Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .

Overvi ew of the Requirements

In this section we provide an overview of the requirenents of an
enhanced VPN
1. Isolation between Virtual Networks

The requirenent is to provide both hard and soft isolation between
the tenants/applications using one enhanced VPN and the tenants/
appl i cations using another enhanced VPN. Hard isolation is needed so
that applications with exacting requirenments can function correctly
despite a flash denand being created on another VPN conpeting for the
underlying resources. An exanple mght be a network supporting both
energency services and public broadband nulti-nmedi a services.

During a major incident the VPNs supporting these services would both
be expected to experience high data volunes, and it is inportant that
bot h make progress in the transnission of their data. |In these
circunstances the VPNs would require an appropriate degree of
isolation to be able to continue to operate acceptably.

We introduce the terns hard (static) and soft (dynamic) isolation to
cover cases such as the above. A VPN has soft isolation if the
traffic of one VPN cannot be inspected by the traffic of another

Both I P and MPLS VPNs are exanpl es of soft isolated VPNs because the
network delivers the traffic only to the required VPN endpoints.
However the traffic fromone or nore VPNs and regul ar network traffic
may congest the network resulting in delays for other VPNs operating
normally. The ability for a VPN to be sheltered fromthis effect is
called hard isolation, and this property is required by sone critica
applications. Although these isolation requirenents are triggered by
the needs of 5G networks, they have general utility. 1In the

remai nder of this section we explore howisolation my be achieved in
packet networks.
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It is of course possible to achieve high degrees of isolation in the
optical layer. However this is done at the cost of allocating
resources on a long termbasis and end-to-end basis. Such an
arrangenent neans that the full cost of the resources nust be borne
by the service that is allocated the resources. On the other hand,
isolation at the packet layer allows the resources to be shared
anongst many services and only dedicated to a service on a tenporary
basis. This allows greater statistical multiplexing of network
resources and anortizes the cost over many services, leading to
better econony. However, the degree of isolation required by network
slicing cannot easily be met with MPLS-TE packet LSPs as they

guar antee | ong-term bandwi dth, but not |atency.

Thus sone trade-off between the two approaches needs to be considered
to provide the required isolation between virtual networks while
still allows reasonable sharing inside each VPN

The work of the | EEE project on Tinme Sensitive Networking is

i ntroduci ng the concept of packet scheduling where a high priority
packet stream may be given a scheduled tine slot thereby guaranteeing
that it experiences no queuing delay and hence a reduced | atency.
However where no schedul ed packet arrives its reserved tine-slot is
handed over to best effort traffic, thereby inproving the econonics
of the network. Such a scheduling mechani smmay be usable directly,
or with extension to achieve isolation between multiple VPNs.

One of the key areas in which isolation needs to be provided is at
the interfaces. |If nothing is done the systemfalls back to the
router queuing systemin which the ingress places it on a selected
out put queue. Modern routers have quite sophisticated output queuing
systems, traditionally these have not provided the type of scheduling
system needed to support the levels of isolation needed for the
applications that are the target of VPN+ networks. However some of
the nore nodern approaches to queuing allow the construction of

| ogi cal virtual channelized sub-interfaces (VCSI). Wth VCSIs there
is only one physical interface, and routing sees a single adjacency,
but the queuing systemis used to provide virtual interfaces at
various priorities. Sophisticated queuing systens of this type may
be used to provide end-to-end virtual isolation between tenant’s
traffic in an otherw se honbgeneous networKk.

[ FLEXE] provides the ability to nmultiplex multiple channels over an
Et hernet Iink in a way that provides hard isolation. However it is a
only a link technol ogy. Wen packets are received by the downstream
node they need to be processed in a way that preserves that

isolation. This in turn requires a queuing and forwarding

i npl ementation that preserves the isolation, such as a sliced
hardware system or an LVI systemof the type described above.
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3. 2. Di verse Performance Quar ant ees

There are several aspects to guaranteed performance, guaranteed
maxi mum packet | oss, guaranteed maxi nrum del ay and guaranteed del ay
variation.

GQuar ant eed maxi num packet | oss is a comon parameter, and is usually
addressed by setting the packet priorities, queue size and discard
policy. However this beconmes nore difficult when the requirenent is
conbine with the latency requirenent. The limting case is zero
congestion loss, and than is the goal of the Determ nistic Networking
work that the IETF and | EEE are pursuing. |n nodern optical networks
| oss due to transmission errors is already asynptotic to zero due,

but there is always the possibility of failure of the interface and
the fiber itself. This can only be addressed by some form of packet
duplication and transm ssion over diverse paths.

Guar anteed maxi num |l atency is required in a nunber of applications
particularly real-tine control applications and sonme types of virtua
reality applications. The work of the I ETF Deterninistic Networking
(DetNet) Working Group is relevant, however the scope needs to be
extended to nethods of enhancing the underlay to better support the
del ay guarantee, and to integrate these enhancenents with the overal
servi ce provision.

Guar ant eed maxi num del ay variation is a service that may al so be
needed. Tinme transfer is one exanple of a service that needs this,

al t hough the fungible nature of tinme neans that it night be delivered
by the underlay as a shared service and not provided through
different virtual networks. Alternatively a dedicated virtua

network may be used to provide this as a shared service. The need
for guaranteed maxi num del ay variation as a general requirement is
for further study.

This leads to the concept that there is a spectrum of grades of
servi ce guarantee that need to be considered when depl oyi ng and
enhanced VPN. As a guide to understanding the design requirenents we
can consider four types:

0 Cuaranteed | atency,

o Enhanced delivery

0 Assured bandw dt h,

0 Best effort
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In Section 3.1 we considered the work of the I EEE Tine Sensitive
Net wor ki ng (TSN) project and the work of the | ETF Det Net Wbrking
group in the context of isolation. However this work is of greater
rel evance in assuring end-to-end packet latency. It is also of

i mportance in considering enhanced delivery.

A service that is guaranteed | atency has a | atency upper bound
provided by the network. It is inportant to note that assuring the
upper bound is nore inportant than achi eving the m ni mum | atency.

A service that is offered enhanced delivery is one in which the
network (at layer 3) attenpts to deliver the packet through multiple
paths in the hope of avoiding transient congestion
[I-D.ietf-detnet-dp-sol]

A useful mechanismto provide these guarantees is to use Flex

Et hernet [FLEXE] as the underlay. This is a nethod of bonding

Et hernets together and of providing tinme-slot based channelization
over an Ethernet bearer. Such channels are fully isolated from other
channel s runni ng over the same Ethernet bearer. As noted el sewhere
this produces hard isolation but at the cost of making the
reclamati on of unused bandw dth harder

These approaches can usefully be used in tandem It is possible to
use FlexE to provide tenant isolation, and then to use the TSN
approach over FlexE to provide service performance guarantee inside
the a slice/tenant VPN

3.3. A Pragnatic Approach to Isolation

A key question to consider is whether whether it is possible to

achi eve hard isolation in packet networks? Packet networks were
never designed to support hard isolation, just the opposite, they
were designed to provide a high degree of statistical nultiplexing
and hence a significant econom c advantage when conpared to a

dedi cated, or a Tine Division Miltiplexing (TDM network. However
the key thing to bear in mnd is that the concept of hard isolation
needs to be viewed fromthe perspective of the application, and there
is no need to provide any harder isolation than is required by the
application. Froma historical perspective it is good to think about
pseudowi res [ RFC3985] which enul ate services that in many woul d have
had hard isolation in their native form However experience has
shown that in nost cases an approximation to this requirenment is
sufficient for npbst uses.

Thus, for exanple, using FlexE or channelized sub-interface,together

wi th packet scheduling as interface slicing, and optionally, also
together with the slicing of node resources (Network Processor Unit
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(NPU), etc.), it may be possible to provide a type of hard isolation
that is adequate for many applications. Oher applications my be
satisfied with a classical VPN and reserved bandw dth, but yet others
may require dedicated point to point fiber. The requirenment is thus
to qualify the needs of each application and provide an econonic
solution that satisfies those needs w thout over-engi neering.

3.4. Integration

A solution to the enhanced VPN problemw |l need to provide seanl ess
i ntegration of both Overlay VPN and t he underlay network resources.
This needs be done in a flexible and scalable way so that it can be
wi dely depl oyed in operator networks. Gven the targeting of both
this technol ogy and service function chaining at nobil e networks and
in particular 5G the co-integration of service functions is a likely
requirenent.

3.5. Dynanmic Configuration

It is necessary that new enhanced VPNs can be introduced to the
networ k, nodified, and renoved fromthe network according to service
demand. In doing so due regard nust be given to the inpact of other
enhanced VPNs that are operational. An enhanced VPN that requires
hard isol ation nust not be disrupted by the installation or

nodi ficati on of another enhanced VPN

Whet her nodification of an enhanced VPN can be disruptive to that
VPN, and in particular the traffic in flight is to be deternined, but
is likely to be a difficult problemto address.

The dat a- pl ane aspect of this are discussed further in Section 4.3.

The control -pl ane and managenent - pl ane aspects of this, particularly
the garbage collection are likely to be challenging and are for
further study.

As wel |l as managi ng dynami c changes to the VPN in a seanl ess way,
dynani ¢ changes to the underlay and its transport network need to be
managed in order to avoid disruption to sensitive services.

In addition to non-disruptively managi ng the network as a result of
gross change such as the inclusion of a new VPN endpoint or a change
to a link, consideration has to be given to the need to nove VPN
traffic as a result of traffic volunme changes.
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3.

4.

6

1.

Custom zed Control Pl ane

In sone cases it is desirable that an enhanced VPN has a custom
control -plane, so that the tenant of the enhanced VPN can have sone
control to the resources and functions partitioned for this VPN
Each enhanced VPN nay have its own dedicated controller, it nmay be
provided with an interface to a control-plane that is shared with a
set of other tenants, or it may be provided with an interface to the
control -pl ane of the underlay provided by the underlay network
oper at or.

Further detail on this requirement will be provided in a future
version of the draft.

Archi tecture and Conponents of VPN+

Normal |y a nunber of enhanced VPN services will be provided by a
common network infrastructure. Each enhanced VPN consists of both
the overlay and a specific set of dedicated network resources and
functions allocated in the underlay to satisfy the needs of the VPN
tenant. The integration between overlay and underlay ensures the
i solation and between different enhanced VPNs, and facilitates the
guar ant eed perfornmance for different services.

An enhanced VPN needs to be designed with consideration given to:
o Isolation of enhanced VPN data pl ane.

0 A scalable control plane to match the data plane isolation

o The anount of state in the packet vs the ampbunt of state in the
control plane.

o Mechanismfor diverse performance guarantee w thin an enhanced VPN

0 Support of the required integration between network functions and
service functions.

Conmuni cati ons Layeri ng

The conmuni cations | ayering nodel use to build an enhanced VPN is
shown in Figure 1.
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Fi gure 1: Comuni cation Layering

The network operator is required to provide a tenant connection

bet ween the tenant’s Custoner Equi prment (CE) (CE1 and CE2). These
CEs attach to the Operator’s Provider Edge Equi pnments (PE) (PEl and
PE2 respectively). The attachnent circuits (AC) are outside the
scope of this docunent other than to note that they obviously need to
provi de a connection of sufficient quality in terns of isolation

| atency etc so as to satisfy the needs of the user. The subtlety to
be aware of is that the ACs are often provided by a network rather
than a fixed point to point connection and thus the considerations in
this docunent nmay apply to the network that provides the AC

A provider VPN is constructed between PE1 and PE2 to carry tenant
traffic. This is a normal VPN, and provides one stage of isolation
bet ween tenants.

An enhanced path is constructed to carry the provider VPN using
dedi cated resources drawn fromthe underl ay.

4.2. Milti-Point to Milti-point

At a VPN | evel connections are frequently nulti-point-to-nmulti-point
(MP2MP). As far as such services are concerned the underlay is also
an abstract MP2MP nedium However when service guarantees are

provi ded, such as with an enhanced VPN, each point to point path
through the underlay needs to be specifically engineered to neet the
requi red perfornmance guarantees.

4.3. Candidate Underlay Technol ogi es

A VPN is a network created by applying a multiplexing technique to
the underlying network (the underlay) in order to distinguish the
traffic of one VPN fromthat of another. A VPN path that travels by
other than the shortest path through the underlay normally requires
state in the underlay to specify that path. State is nornmally
applied to the underlay through the use of the RSVP Signaling
protocol, or directly through the use of an SDN controller, although
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other techni ques nay energe as this problemis studied. This state
gets harder to manage as the number of VPN paths increases.

Furt hernmore, as we increase the coupling between the underlay and the
overlay to support the VPN which requires enhanced VPN service, this
state will increase further

In an enhanced VPN di fferent subsets of the underlay resources are
dedicated to different VPNs. Any enhanced VPN sol ution thus needs
tighter coupling with underlay than is the case with cl assical VPNs.
We cannot for exanple share the tunnel between enhanced VPNs which
require hard isol ation.

In the followi ng sections we consider a nunber of candi date underl ay
solutions for proving the required VPN separation.

o FlexE

o Time Sensitive Networking
0 Determnistic Networking
0 Dedicated Queues

We then consider the problemof slice differentiation and resource
representation. Candidate technol ogies are:

o MPLS

o MLS-SR

0 Segnent Routing over |Pv6 (SRv6)
4.3.1. FlexE

FlexE [ FLEXE] is a nmethod of creating a point-to-point Ethernet with
a specific fixed bandwi dth. FlexE supports the bonding of multiple
i nks, which supports creating larger links out of nultiple slower
links in a nore efficient way that traditional |ink aggregation

Fl exE al so supports the sub-rating of |inks, which allows an operator
to only use a portion of a link. FlexE also supports the
channel i zation of links, which allows one link to carry severa

| oner - speed or sub-rated links fromdifferent sources.

If different Fl exE channels are used for different services, then no
sharing is possible between the services. This in turn neans that it
is not possible to dynanmically re-distribute unused bandwi dth to

|l ower priority services increasing the cost of operation of the
network. FlexE can on the other hand be used to provide hard
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i sol ation between different tenants by providing hard isolation on an
interface. The tenant can then use other methods to manage the
relative priority of their own traffic.

Met hods of dynamically re-sizing Fl exE channels and the inplication
for enhanced VPN are under study.

4.3.2. Dedicated Queues

In an enhanced VPN providing nultiple isolated virtual networks the
conventional Diff-Serv based queuing systemis insufficient for our
purposes due to the limted nunmber of queues which cannot
differentiate between traffic of different VPNs and the range of
service classes that each need to provide their tenants. This
problemis particularly acute with an MPLS underlay due to the small
number of traffic class services available. |n order to address this
probl em and thus reduce the interference between VPNs, it is likely
to be necessary to steer traffic of VPNs to dedi cated input and

out put queues.

4.3.3. Tinme Sensitive Networking

Tinme Sensitive Networking (TSN) is an | EEE project that is designing
a method of carrying time sensitive information over Ethernet. As
Et hernet this can obviously be tunneled over a Layer 3 network in a
pseudowi re. However the TSN payl oad woul d be opaque to the underlay
and thus not treated specifically as tinme sensitive data. The
preferred method of carrying TSN over a layer 3 network is through
the use of determnistic networking as explained in the foll ow ng
section of this docunent.

The machani sms defined in TSN can be used to neet the requirenments of
time sensitive services of an enhanced VPN

4.3.4. Determnistic Networking

Determ nistic Networking (DetNet) [I-D.ietf-detnet-architecture] is a
techni que bei ng devel oped in the I ETF to enhance the ability of |ayer
3 networks to deliver packets nore reliably and with greater contro
over the delay. The design cannot use classical re-transm ssion
techni ques such as TCP since can add delay that is above the maxi num
tolerated by the applications. Even the delay inprovenents that are
achi eved with SCTP-PR are outside the bounds set by application
demands. The approach is to pre-enptively send copies of the packet
over various paths in the expectation that this mnimzes the chance
of all packets being lost, but to trimduplicate packets to prevent
excessive flooding of the network and to prevent nultiple packets
being delivered to the destination. It also seeks to set an upper
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bound on latency. Note that it is not the goal to mninize |atency,
and the opti mum upper bound paths rmay not be the m ninum | at ency
pat hs.

Det Net is based on flows. It currently nmakes no comment on the
underlay, and so at this stage nust be assuned to use the base

topol ogy. To be of use in this application DetNet there needs to be
a description of howto deal with the concept of flows within an
enhanced VPN

How we use DetNet in a nulti-tenant (VPN) network, and how to inprove
the scalability of DetNet in a nmulti-tenant (VPN) network is for
further study.

4.3.5. MPLS Traffic Engineering (MPLS-TE)

Normal MPLS runs on the base topol ogy and has the concepts of
reserving end to end bandwi dth for an LSP, and of creating VPNs. VPN
traffic can be run over RSVP-TE tunnels to provide reserved bandw dth
for a specific VPN connection. This is rarely deployed in practice
due to scaling and managenent overhead concerns.

4.3.6. Segnent Routing

Segnment Routing [I-D.ietf-spring-segnent-routing] is a nmethod that
prepends instructions to packets at entry and sonetinmes at various
points as it passes though the network. These instructions allow
packets to be routed on paths other than the shortest path for
various traffic engineering reasons. These paths can be strict or

| oose paths, depending on the conpactness required of the instruction
list and the degree of autonony granted to the network (for exanple
to support ECMP).

Wth SR a path needs to be dynanically created through a set of
resources by sinply specifying the Segnent IDs (SIDs), i.e.
instructions rooted at a particular point in the network. Thus if a
path is to be provisioned fromsone ingress point Ato sone egress
point Bin the underlay, Ais provided with the A ..B SID list and
instructions on howto identify the packets to which the SIDIlist is
to be prepended.

By encoding the state in the packet, as is done in Segnment Routing,
state is transitioned out of the network.
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Figure 2: An SR Networ k Fragnent

Consi der the network fragnent shown in Figure 2. To send a packet
fromAto Evia B, D&E Node A prepends the ordered list of SIDs:D,
E to the packet and pushes the packet to B. SIDIlist {B, D, E} can
be used as a VPN path. Thus, to create a VPN, a set of SID Lists is
created and provided to each ingress node of the VPN together with
packet selection criteria. In this way it is possible to create a
VPN with no state in the core. However this is at the expense of
creating a |l arger packet with possible MU and hardware restriction
limts that need to be overcone.

Note in the above if A and E support multiple VPN an additional VPN
identifier will need to be added to the packet, but this is omtted
fromthis text for sinplicity.

A---P---B---S---E
I I I
I Q I

I I I
C--R--Do--n--- +

Fi gure 3: Anot her SR Network Fragnent

Consi der a further network fragnent shown in Figure 3, and further
consi der VPN A+D+E.

A has lists: {P, B, Q D}, {P, B, S, E}
D has lists: {Q B, P, A, {E}
E has lists: {S, B, P, A}, {D}

To create a new VPN C+D+B the following list are introduced:

Clists: {R D}, {A P, B}
Dlists: {R C, {Q B}
Blists: {Q D}, {P, A C

Thus VPN C+D+B was created wi thout touching the settings of the core
routers, indeed it is possible to add endpoints to the VPNs, and nove
the paths around sinply by providing new lists to the affected

endpoi nt s.
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There are a nunber of limitations in SR as it is currently defined
that limt its applicability to enhanced VPNs:

0 Segnents are shared between different VPNs,
0 There is no reservation of bandw dth,
0o There is limted differentiation in the data pl ane.

Thus sone extensions to SR are needed to provide isolation between

di fferent enhanced VPNs. This can be achieved by including a finer
granularity of state in the core in anticipation of its future use by
aut hori zed services. W therefore need to evaluate the bal ance
between this additional state and the perfornmance delivered by the
net wor k.

Both MPLS Segnent Routing and SRv6 Segnent Routing are candi date
t echnol ogi es for enhanced VPN

Wth current segnent routing, the instructions are used to specify
the nodes and links to be traversed. However, in order to achieve
the required isolation between different services, new instructions
can be created which can be prepended to a packet to steer it through
specific dedi cated network resources and functions, e.g. links,
gueues, processors, services etc.

Clearly we can use traditional constructs to create a VPN, but there
are advantages to the use of other constructs such as Segnent Routing
(SR) in the creation of virtual networks with enhanced properties.

Traditionally a traffic engineered path operates with a granularity
of alink with hints about priority provided through the use of the
traffic class field in the header. However to achieve the | atency
and isolation characteristics that are sought by VPN+ users, steering
packets through specific queues resources will likely be required.
The extent to which these needs can be satisfied through existing QS
nmechani sms is to be deternmined. What is clear is that a fine contro
of which services wait for which, with a fine granularity of queue
managenent policy is needed. Note that the concept of a queue is a
useful abstraction for many types of underlay nechani smthat may be
used to provide enhanced | atency support. Fromthe perspective of
the control plane and fromthe perspective of the segnent routing the
met hod of steering a packet to a queue that provides the required
properties is a universal construct. How the queue satisfies the
requirenent is outside the scope of these aspect of the enhanced VPN
system Thus for exanple a FlexE channel, or tine sensitive
net wor ki ng packet scheduling slot are abstracted to the sane concept
and bound to the data plane in a conmon nanner.
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We can introduce the specification of finer, determnistic,
granularity to path selection through extensions to traditional path
construction techni ques such as RSVP-TE and MPLS-TP.

We can al so introduce it by specifying the queue through an SR
instruction list. Thus new SR instructions nmay be created to specify
not only which resources are traversed, but in some cases how t hey
are traversed. For exanple, it may be possible to specify not only
the queue to be used but the policy to be applied when enqueui ng and
dequeui ng.

This concept can be further generalized, since as well as queuing to
the output port of a router, it is possible to queue to any resource,
for exanpl e:

0 A network processor unit (NPU)
0 A Central Processing Unit (CPU) Core
0 A Look-up engi ne such as TCAMs

4.4. Control Plane Considerations

It is expected that VPN+ woul d be based on a hybrid contro

mechani sm whi ch takes advantage of the logically centralized
controller for on-demand provisioning and gl obal optim zation, whil st
still relies on distributed control plane to provide scalability,
high reliability, fast reaction, automatic failure recovery etc.
Extensi on and optim zation to the distributed control plane is needed
to support the enhanced properties of VPN+.

Where SR is used as a the data-plane construct it needs to be noted
that it does not have the capability of reserving resources along the
path nor do its currently specified distributed control plane (the
link state routing protocols). An SDN controller can clearly do
this, fromthe controllers point of view, and no resource reservation
is done on the device. Thus if a distributed control plane is needed
either in place of an SDN controller or as an assistant to it, the
design of the control systemneeds to ensure that resources are
uniquely allocated to the correct service, and no allocated to

mul tiple services casing unintended resource conflict. This needs
further study.

On the other hand an advantage of using an SR approach is that it
provides a way of efficiently binding the network underlay and the
enhanced VPN overlay. Wth a technol ogy such as RSVP-TE LSPs, each
virtual path in the VPN is bound to the underlay with a dedicated TE-
LSP.
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RSVP- TE coul d be enhanced to bind the VPN to specific resources
within the underlay, but as noted el sewhere in this docunment there
are concerns as to the scalability of this approach. Wth an SR-
based approach to resource reservation (per-slice reservation), it is
straightforward to create dedicated SR network slices, and the VPN
can be bound to a particular SR network slice.

4.5. Application Specific Network Types

Al though a ot of the traffic that will be carried over the enhanced
VPN will likely be IPv4 or IPv6, the design has to be capabl e of
carrying other traffic types. |In particular the design SHOULD be
capabl e of carrying Ethernet traffic. This is easily acconplished
through the various pseudowire (PW techniques [ RFC3985]. Were the
underlay is MPLS Ethernet can be carried over the enhanced VPN
encapsul ated according to the nethod specified in [ RFC4448]. Were
the underlay is IP Layer Two Tunneling Protocol - Version 3 (L2TPv3)
[ RFC3931] can be used with Ethernet traffic carried according to

[ RFCA719]. Encapsul ati ons have been defined for nost of the conmon
| ayer two type for both PWover MPLS and for L2TPv3.

4.6. Integration with Service Functions

There is a significant overlap between the problemof routing a
packet though a set of network resources and the problemof routing a
packet through a set of compute resources. Service Function Chain
technol ogy is designed to forward a packet through a set of conpute
resources

A future version of this docunent will discuss this further
5. Scal ability Considerations

For a packet to transit a network, other than on a best effort,
shortest path basis, it is necessary to introduce additional state,
either in the packet, or in the network of some conbination of both.

There are at |east three ways of doing this:

0 Introduce the conplete state into the packet. That is how SR does
this, and this allows the controller to specify the precise series
of forwarding and processing instructions that will happen to the
packet as it transits the network. The cost of this is an
increase in the packet header size. The cost is also that systens
wi Il have capabilities enabled in case they are called upon by a
service. This is a type of latent state, and increases as we nore
precisely specify the path and resources that need to be
excl usively available to a VPN
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0 Introduce the state to the network. This is nornmally done by
creating a path using RSVP-TE, which can be extended to introduce
any el ement that needs to be specified along the path, for exanple
explicitly specifying queuing policy. It is of course possible to
use other nethods to introduce path state, such as via a Software
Defined Network (SDN) controller, or possibly by nodifying a
routing protocol. Wth this approach there is state per path per
path characteristic that needs to be maintained over its life-
cycle. This is nore state than is needed using SR but the packet
are shorter.

0 Provide a hybrid approach based on using binding SIDs to create
path fragments, and bind themtogether with SR

Dynam c creation of a VPN path using SR requires |ess state

mai nt enance in the network core at the expense of |arger VPN headers
on the packet. The scaling properties will reduce roughly froma
function of (NN2)72 to a function of N, where Nis the VPN path
length in intervention points (hops plus network functions).
Reducing the state in the network is inportant to VPN+, as VPN+
requires the overlay to be nore closely integrated with the underl ay
than with traditional VPNs. This tighter coupling would normally
mean that significant state needed to be created and maintained in
the core. However, a segnent routed approach allows nuch of this
state to be spread anongst the network ingress nodes, and transiently
carried in the packets as Sl Ds.

These approaches are for further study.
5.1. Maxi mum Stack Depth

One of the challenges with SRis the stack depth that nodes are able
to i mpose on packets. This leads to a difficult bal ance between
adding state to the network and mnim zing stack depth, or mnimzing
state and increasing the stack depth.

5.2. RSVP scalability

The traditional nethod of creating a resource allocated path through
an MPLS network is to use the RSVP protocol. However there have been
concerns that this requires significant continuous state maintenance
in the network. There are ongoing works to inprove the scalability
of RSVP-TE LSPs in the control plane
[I-D.ietf-teas-rsvp-te-scaling-rec]. This will be considered further
in a future version of this docunent.

There is also concern at the scalability of the forwarder footprint
of RSVP as the nunber of paths through an LSR grows
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[1-D.sitaraman-npl s-rsvp-shared-1| abel s] proposes to address this by
enploying SRwithin a tunnel established by RSVP-TE. This work will
be considered in a future version of this docunent.

6. OAM and | nstrunentation

A study of OAMin SR networks has been docunented in
[I-D.ietf-spring-oamusecase].

The enhanced VPN OAM desi gn needs to consider the follow ng
requirenents:

0o Instrumentation of the underlay so that the network operator can
be sure that the resources committed to a tenant are operating
correctly and delivering the required performance.

0 Instrunentation of the overlay by the tenant. This is likely to
be transparent to the network operator and to use existing
met hods. Particul ar consideration needs to be given to the need
to verify the isolation and the various conmitted performance
characteristics.

0 Instrunentation of the overlay by the network provider to
proactively denonstrate that the comitted perfornance is being
delivered. This needs to be done in a non-intrusive nmanner,
particularly when the tenant is deploying a performance sensitive
application

o Verification of the conformty of the path to the service
requirenent. This nmay need to be done as part of a conm ssioning
test.

These issues will be discussed in a future version of this docunent.
7. Enhanced Resiliency

Each enhanced VPN, of necessity, has a life-cycle, and needs

nmodi fication during deploynment as the needs of its user change.
Additionally as the network as a whole evolves there will need to be
gar bage collection perforned to consolidate resources into usable
guant a.

Systens in which the path is inposed such as SR, or sone form of
explicit routing tend to do well in these applications because it is
possible to performan atomc transition fromone path to anot her
However i npl enentations and the nonitoring protocols need to nake
sure that the new path is up before traffic is transitioned to it.
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There are however two manifestations of the latency problemthat are
for further study in any of these approaches:

0 The problem of packets overtaking one and other if a path |atency
reduces during a transition.

0 The problemof the latency transient in either direction as a path
m gr at es.

There is also the matter of what happens during failure in the
underlay infrastructure. Fast reroute is one approach, but that

still produces a transient loss with a nornal goal of rectifying this
within 50nms. An alternative is sone formof N+1 delivery such as has
been used for many years to support protection from service

di sruption. This may be taken to a different |evel using the

techni ques proposed by the I ETF deterministic network work with
multiple in-network replication and the culling of |ater packets.

In addition to the approach used to protect high priority packets,
consi deration has to be given to the inpact of best effort traffic on
the high priority packets during a transient. Specifically if a
conventional re-convergence process is used there will inevitably be
m cro-1oops and whil st sone formof explicit routing will protect the
high priority traffic, lower priority traffic on best effort shortest
paths will micro-loop without the use of a | oop prevention

technol ogy. To provide the highest quality of service to high
priority traffic, either this traffic nust be shielded fromthe

m cro-1oops, or micro-loops nust be prevented.

8. Security Considerations

Al'l types of virtual network require special consideration to be
given to the isolation between the tenants. However in an enhanced

virtual network service hard isolation needs to be considered. If a
service requires a specific latency then it can be danaged by sinply
del ayi ng the packet through the activities of another tenant. In a

network with virtual functions, depriving a function used by another
tenant of compute resources can be just as damagi ng as del ayi ng
transm ssion of a packet in the network.

9. | ANA Consi derati ons

There are no requested | ANA acti ons.
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