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Abstract

Many stringent requirenents are inposed on today's network, such as

|l ow | atency, high availability and reliability in order to support
several use cases such as |0oT, Ganing, Content distribution, Robotics
etc. Networks need to be flexible and dynanic in terns of allocation
of services and resources. Network Operators should be able to
reconfigure the conposition of a service and steer users towards new
service end points as users nove or resource availability changes
SFC al l ows network operators to easily create and reconfigure service
function chains dynamically in response to changi ng network
requirenents. W discuss a use case where Service Function Chain can
adapt or self-organi ze as demanded by the network condition wthout
requiring SPI re-classification. This can be achieved, for exanple,
by decoupling the service consuner and service endpoint by a new
service function proposed in this draft. W describe few

requi renents for this service function to enable dynam c sw tching
bet ween consuner and end point.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on April 30, 2018.
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1. I nt roducti on

The requirenents on today’'s networks are very diverse,
mul tiple use cases such as |oT, Content Distribution

functions such as O oud RAN
requi renents on the network.

Provi sions and are provided wi thout warranty as
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enabl i ng

Gam ng, Network
Every use case inposes certain

These requirenents vary from one

extreme to other and often they are in a divergent direction

Net wor k operator and service providers are pushing many functions
towards the edge of the network in order to be closer to the users.
This reduces | atency and backhaul traffic, as user request can be
processed | ocal ly.
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It becomes nore challenging for the network when user nmobility as
well as non-determnistic availability of conpute and storage
resources are considered. The inpact is felt nost in the edge of the
net wor k because as the users nove, their point of attachment changes
frequently, which results in (at least partially) relocating the
service as well as the service endpoint. Furthernore, network
functions are pushed nore and nore towards the edge, where conpute
and storage resources are constrained and availability is non-
determnistic. Also, storage resources may need to be noved where
the user concentration is nore in case of content delivery
appl i cations.

We describe a few use cases in the next section and derive the

requi renents for conposing new services and service path in a dynanic
edge network. We address this dynamicity by introducing a specia
Service Function, called SRR (service request routing). W describe
the problens associated with today’'s network and Layer 3 based
approach to handl e dynamicity in the network. W then discuss how
such new Service Function with certain capabilities can handle the
dynanmicity better than these conventional methods. Note : State
mgration is not in the scope of our solution since this problemis a
general one pertaining to re-chaining stateful SFs.

2. Use Case Description
2.1. Data Center

The data center use case draft [I-D.ietf-sfc-dc-use-cases] describes
an East West traffic use case. This is the predonmnant traffic in
data centers today. Server virtualization has led to the new

par adi gm where virtual nachines can nigrate fromone server to

anot her across the data center. This explosion in east-west traffic
is leading to newer data center network fabric architectures that
provi de consistent |atencies fromone point in the fabric to another

SFCs applied in an enterprise or service provider data center can be
broadly categorized into two types

o0 Access SFCs
o Application SFCs

Access SFCs are focused on servicing traffic entering and | eaving the
data center while Application SFCs are focused on servicing traffic
destined to applications. Service providers deploy a single "Access
SFC' and nmultiple "Application SFCs" for each tenant. Enterprise
data center operators on the other hand nmay not have a need for
Access SFCs dependi ng on the size and requirenents of the enterprise.
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In carrier networks, operators nay deploy nultiple data centers

di spersed geographically. Each data center may host different types
of service functions. For exanple, |atency sensitive or high usage
service functions are deployed in regional data centers while other

| atency tolerant, |ow usage service functions are deployed in gl oba
or central data centers. In such deploynments, SFCs may span multiple
data centers and enable operators to deploy services in a flexible
and i nexpensive way.

It is clear that within the data center as well as in inter data
center scenarios, users are serviced by nultiple SFs distributed
inside as well as outside a location. 1In this scenario, it is clear
that Service function chains should be able to resel ect, redirect
traffic very fast. The draft identifies that Static service chains
do not allow for nodifying the SFCs as they require the ability to
add SNs or renove SNs to scale up and down the service capacity.

Li kewi se the ability to dynami cally pick one anong the nany SN
instance is not avail abl e.

2.2. ETSI MEC USE CASE

Take the follow ng video orchestration service exanple from ETSI MEC
Requi renments docunent [ETSI _MEC]. The proposed use case of edge

vi deo orchestrati on suggests a scenario where visual content can be
produced and consuned at the sanme | ocation close to consuners in a
densely populated and clearly limted area. Such a case could be a
sports event or concert where a remnarkabl e nunber of consunmers are
usi ng their handhel d devices to access user select tailored content.
The overall video experience is conbined frommultiple sources, such
as local recording devices, which may be fixed as well as nobile, and
master video fromcentral production server. The user is given an
opportunity to select tailored views froma set of |ocal video

sour ces.

2.3. 3GPP

3CGPP Rel. 15 introduces the notion of the service-based interface
(SBl) as an alternative to the traditional call pattern invocation of
network functions. This introduction targets the support for
replication, e.g., driven by virtualized functions, as well as
supporting alternative interactions, e.g., for different vertica

mar ket specific control planes, by making the discovery as well as
composition of new interactions nore flexible.

We believe that SFC is a suitable franework for the interconnection
of such network functions through the new SBI. One of the

af orenentioned driving forces, nanely the replication of functions

aligns with our thinking in this draft in that indirections to new
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vertical instances need to be dynamic in reacting to the appearance
of new virtual instances or to changes in policies for the selection
of specific instances by specific calling entities.

2.4. Use Case Analysis

In such a dynanic network environnment, the capability to dynanmically
compose new services from avail abl e services as well as nove a
service instance in response to user nobility or resource
availability is desirable. SFC allows network operators as well as
service providers to conpose new services by chaining individua
service functions towards the conposed new service. |n a dynanic
net wor k envi ronnent where service functions nove frequently because
of user novenent, |oad bal ancing or resource nodification, service
function chains and the service end points need to be created and
recreated frequently. SFC, as defined in |ETF, is capable of

nmodi fying the service chain dynamically in response to network
condi tions.

In order to route the service requests to service end points in a
dynanmi ¢ manner, we identify the followi ng desirable features in a
service function chain:

0o Fast switching fromone service instance to another by not relying
on the DNS for service location resolution. Instead of DNS, the
function should be able to identify the path, which will allowto
reach the service end point.

o Direct path nmobility, where the path between the requester and the
respondi ng service can be deternmined as being optimal (e.g.
shortest path or direct path to a selected instance), is needed to
avoi d the use of anchor points and further reduce service-I|evel
| at ency

o Indirect service requests at the network level, transparent to the
requesting client and without the involvenent of the DNS. End
user is not aware of the decision made by the SF.

0 New nethods for forwarding, such as path-based forwardi ng, direct
path routing in nobility cases, path pinning for traffic steering
and sinplified service-specific peering towards the |Internet.

3. NSH and Re-classification
[ RFC7498] captures the problens associated with existing service

depl oynents that are problematic. The problens are described bel ow
at a high |evel
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0 Network topol ogy: Network service deploynment is tightly coupl ed
with network topology thus reducing the flexibility in service
delivery. It adds conplexity in deploying network service when
certain traffic types nmay need sone service and other traffic
types do not need the sane service.

o0 Configuration conplexity is the direct result of dependency on
net wor k t opol ogy.

0 Limted availability of services
0o Altering the order of a deployed chain is conplex and cunbersone

0 Coupling of service functions to topology may require service
functions to support many transport encapsul ations or for a
transport gateway function to be present.

o In a dynanic environnment |ike the Edge of a network service
delivery, routing changes fast. It may be difficult to deliver
service dynanmically due to the risk and conplexity of VLANs and/ or
routing nodifications.

These factors provide notivation for a sinplified and flexible
service insertion nodel that addresses many of the current
shortconi ngs and provi des new, nmuch needed functionality to enable
service depl oynents in nodern network environnents. Service chai ning
acconpl i shes this by considering service functions as resources, wth
associated attributes, available for schedul ed consunpti on.

Sel ective traffic, subject to policy, may then be "steered" to the
requi site service resources, along with any "extra" infornmation
referred to as netadata. This netadata is used for policy

enf or cenent .

A basic form of service chaining nay be realized using existing
transport encapsul ations. This nethod of chaining relies upon the
tunneling of selected data between service functions. Al though this
form of service chaining achi eves sonme | evel of abstraction fromthe
underlying topology, it does not truly create a service plane. NSH
[I-D.ietf-sfc-nsh] is a distinct identifiable plane that can be used
across all transports to create a service chain and exchange netadata
al ong the chain.

Fundanental Iy, however, the notion of "services" in SFCis tied into
specific service function endpoints, which Iie along a well-defined
service function path (SFP) where the path is defined through | ower

| ayer transport encapsulations. |If any such service function
endpoi nt changes, the service chain needs to be adjusted; a procedure
we outline in the follow ng sub-section
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3.1. Dynanic service chain creation using NSH

We revisit the dynamic service chain creation capability of NSH  NSH
defines a new service plane protocol [I-D.ietf-sfc-nsh]. A Network
Servi ce Header (NSH) contains service path information and optionally
nmet adata that are added to a packet or frame and used to create a
service plane. A control plane is required in order to exchange NSH
values with participating nodes, and to provision the same nodes with
requisite informati on such as service path ID to overlay nmapping.

The Network Service Header has three parts, Base header, Service Path
Header and Context Header. NSH Service Path Header is a 4-byte
service path header follows the base header and defines two fields
used to construct a service path:

0 Service path identifier (SPl)

0 Service index (Sl)

The following figure depicts the service path header.

012345678901234567890123456789012
B T i it T s i S e i SR SR
| Service Path ID | Service | ndex

e T e e e i e S S e S  E Ch o o R

Figure 1: NSH Pat h Header

The service path identifier (SPl) is used to identify the service
path that interconnects the needed service functions. It allows
nodes to utilize the identifier to select the appropriate network
transport protocol and forwardi ng techniques. The service index (SI)
identifies the location of a packet within a service path. As
packets traverse a service path, the SI is decrenented post-service

SPlI represents the service path and altering the path identifier
results in a change of a service path. A change in SPI value is a

result of re-classification. It neans a node in the service path
determ ned, based on policy, that the initial classification was
incorrect or inconplete. |If the updated classification results in

the necessity of a new service path, the node updates the SPI and S
fields accordingly. The new identifier is then used to select the
appropriate overlay topology. This allows service functions to alter
the path of a packet without having to participate in the network
topol ogy and its associated control plane(s). The nethod to
deternmine that an existing classification is incorrect and how to
determine the new classification is not defined.
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4.

Chal I enges with dynanic indirection

The enmerging trend in today’s network is to deploy network functions,
services and applications at the edge of the network to support

| at ency requirenents, conputational offload, traffic optim zation
etc. As users are noving, application or services being used by
users, nmay need to be noved closer to the user’s new location. This
i mpli es another instance of the service function nmay need to be

instantiated close to the user’s new location. It may result in re-
establishing service path fromthe newy instantiated service
function to other service instances. It is also possible that the

new y instantiated service function may be redirected to a new
service end point (e.g. Application Server) for various reasons,
such as inconplete content, proximty to data store, |oad bal anci ng
etc. In another scenario, a single instance of the service function
may not handle all users. A single service function nmay be
instantiated nmore than once to bal ance user |load. As the nunber of

i nstances increase and along with nmobility, the conplexity of service
routing increases. It is anticipated that there nmay be a constant
action of function chaining, re-chaining occurring in the network.

The chal |l enge of dynamic indirection nay be better described by

anal yzi ng the worki ng of CDNs, which dynamically (re-)direct user-
initiated requests towards the nost appropriate content instance.
This task becones nore difficult if granularity of the instance

pl acenment increases. For instance, in case of a CDN being realized
close to end users, specifically in edge of the network, the specific
content instance mght need to be selected dynanmically. After

initial selection, the instance nmay change during service execution

In a conventional network, an instance of a service is found and

sel ected using DNS. The subsequent service request is then routed
through the network between the client and the service. |If the user
is doing a DNS | ookup to access content served by a CDN then the DNS
service will maintain a list of |P addresses that can be returned for
a given domain name and will try to return an |IP address of a node
geographically close to the client. Should the service provider want
to replace an instance of their service with another one at a
different I P address (and potentially a different physical |ocation
for various reasons such as |load balancing, reliability etc.) then
the DNS tabl es nust be updated, i.e., the service needs to be
(re-)registered quickly. This is done by updating the |oca
authoritative DNS server which then propagates the new mappi ng to DNS
services across the world. DNS propagation can take up to 48 hours
so fast and dynamic switching fromone service instance to another is
not possible in conventional networks. \Wen relying on many
surrogate service endpoints to exist in the edge network, there is a
clear issue of certain resources not being available in one surrogate
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i nstance while existing in another so that changes in redirection
m ght be desirable, while also changes in local |oad drive the need
for such change in redirection

The ot her issue in conventional network lies with nobility nmanagenent
procedure. These procedures use an anchor point, which term nates a
session at the network edge. As user noves around, traffic is
redirected fromthe anchor point to the new point of attachnent.

Rel ying on typical mobility managenent approaches found in IP
networks, usually leads to inefficient 'triangular’ routing of
requests through this common "anchor’ point. This triangular routing
i ncreases the latency in reaching the new service function or service
end points as users nove.

Traffic steering is a conmon procedure in managed networks,
particularly at the edge, due to desired subscriber-centric traffic
policies (e.g., related to pricing structures), resource requirenents
(e.g., related to using particular paths in the network) or mobility
(e.g., users noving in a cellular network). Today's methods for
traffic steering include anchor-based nobility managenent as well as
traffic classification, for instance, in packet gateways of cellular
systens (using, e.g., deep packet inspection as well as port and
address classification). Wile the forner |eads to inefficient
"triangular’ traffic forwarding, the latter often requires additiona
state in the forwarders to differentiate traffic fromone user to
anot her .

The anal ysis of CDN network shows that dynamc indirection is a
necessary requirenent, which needs to be supported by the networks.
The goal for this indirection is to provide user applications |owest
possi ble latency. But as di scussed above, relying on today’s

techni que does not hel p in guaranteeing sane |atency to user
applications. On the other hand, there is a high possibility that

| atency may increase if we rely on Layer 3 based service redirection
t echni ques.

SFC handl es indirection through the use of SPI. A packet needs to be
reclassified and the internmedi ate node changes the SPI. Foll ow ng
are the typical steps that happens in order to inplement the

i ndi rection.

0 A packet arrives at a particular node

o The node contacts the policy manager

o ldentifies the current classification is incorrect

0 Reclassifies the packet, i.e. change the SP
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0 Inserts the packet in the pipe, possibly towards the SFF

The indirection nechanismin SFC involves certain steps to process
policy information and change the SPI in the packet header, nmaking it
suitable to handl e dynam c indirection requirenents. Qur proposed SF
in this docunent provides an additional nmethod to handl e dynanic
indirection of service requests, not relying on the reclassification
mechani sm  Conbi ni ng these two techni ques may provide flexibility
and i nprovenent over single method.

5. Desired Features

In order to route the service requests to service end points in a
dynanmi ¢ manner, we identify the followi ng desirable features:

o Fast switching fromone service instance to another by not relying
on DNS for service location resolution. |Instead of DNS, the
function should be able to identify the path, which will allowto
reach the service end point.

o Direct path mobility, where the path between the requester and the
respondi ng service can be determ ned as being optinmal (e.qg.
shortest path or direct path to a selected instance), is needed to
avoi d the use of anchor points and reduce service-level |atency

o Indirect service requests at the network level, transparent to the
requesting client and without the involvenent of the DNS. End
user is not aware of the decision nmade by the SF.

o New nethods for forwardi ng, such as path-based forwardi ng, direct
path routing in nmobility cases, path pinning for traffic steering
and sinplified service-specific peering towards the Internet.

6. Service Request Routing (SRR) Service Function

6.1. Overview
The follow ng di agram shows the application of the new proposed SRR
service function in an exanple of nmedia clients connecting to nmedi a
servers. There may be nore than one nedia functions to support CDN

like architecture, Surrogate servers to handle nobility and | oad
bal anci ng.
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+---/\--+
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Figure 2: General SFC with SRR Fl exible Chaining, Initiated via IP
Routed Cient Connection

The clients are connected to nedia functions through frontend routed
network, e.g., relying on standard IP routing, while media functions
are chained via the new proposed service request routing (SRR
function. Alternatively, we also envision to utilize the SRR
function directly between client SF and nedia function SF, as
outlined in the figure bel ow

Fommmmm - +
I I
[----mmmmmm R + SRR+
I I I I
| | aREVA AT

I I I
+---\| -+ Fommem e e + +-\|/--+ T + +-- - - - - -+

| I I I I |
+ dient +-->+ SRR +-->+ Media +-->+ SRR +-->+ Media +

I I || Fnl | | || Fn2 |

Figure 3: CGeneral SFC with SRR Fl exi bl e Chaining, Initiated between
via SRR Chained dient

For our considerations, we assune that each SF is realized by at

| east one or nore service function endpoints (SFEs). Hence, instead
of looking at "chaining" as a concept that connects specific SFEs
along a well -defined SFP, we propose to | ook at "chaining" at the

| evel of "naned" service functions rather than their specific
endpoints. Wth this in nind, the SRR service function lifts the
rel ati onshi p between the connecting SFs to the | evel of "logical"
service functions rather than their specific realizing endpoints.
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Instead of relying on dynanic re-chaining in case of any dynanically
changi ng rel ati onshi p between specific SFEs, the SRR provides the

sel ection of suitable SFEs while maintaining the |ogical relationship
between the SFs. In Section 6.3, we will present the necessary
extensions to the SFP concept to support this higher abstraction of
“chai ning" via "nanmed" |ogical SFs. The SRR introduces the
flexibility in routing service requests fromclient to specific SFEs.
In the edge network, where users are noving and service end points
may al so change, having flexibility to deci de and steer service
requests directly helps in guaranteeing the sane |atency to user
applications. Cearly, that is achieved by reducing the swtching
time fromSF to another. As service end point changes, the routing
functions makes instantaneous decision to route the request to the
appropriate nedia server.

The possible i nprovenents of using SRR within an SFC framework are
listed bel ow

o Fast (between 10 and 20nms) switching times from one service
instance to another by not relying on the DNS for service
di scovery and directly routing service requests at the |evel of
the transport network.

0 The capability to indirect service requests at the network | eve
will help in reducing | atency, when service end points change.
E.g. when a service request is being sent to one surrogate
instance but results in a HITP 404 or 5xx error response, the
original request is redirected to another alternative surrogate
with minimal latency, i.e., right at the destination of said
failed service request. Nesting these operations effectively
leads to a net-level 'search’ anobng all avail able surrogate
instances until the search is exhausted (with a negative result)
or the resource is found.

o0 New nethods for forwardi ng, such as path-based forwarding, wll
enabl e direct path routing in nobility cases, path pinning for
traffic steering and sinplified service-specific peering towards
the Internet. Such capability would allow for localizing traffic,
reduce | atency and costs.

6.2. Notion of HITP-Based Transport

As a first proposed extension to the SFC framework, we introduce the
notion of a "HITP-based transport” utilizing URLs as addressing
schene. Wth that, we can create SFPs as shown in Fig 4, "i.e.
192.168. x. x -> ww. f oo. com -> 192. 168. x. x -> ww. f 002. com - >
192.168.x.x -> ... -> ww. fooN.com" It is this "nane-based"
relationship that we see possibly realized through specific
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replicated instances, where in turn the routing towards those
specific instances is realized by the SRR

S +
I I
I I + SRR +
I I I I
| | RRAACES.

I I I
+---\ |-+ Foemmmmaas + +-\|/--+ e + B

I I I I I I I I I I
+ Client +->+ SRR +-->+ Media +-->+ SRR +-->+ Media +

I I 1 Fl | | I Fn2

SFP: 192. 168. X. x- - >ww. f 00. com - >192. 168. x. X- - >ww. f 002. com - >192. 168. X. x- - >wwv. f
ooN. com

Figure 4: SFP with new HTTP-based Transport option

In a pure SFC architectural franmework, Cassifier function can may
interact with SRRto obtain an SE (Service Encapsulation). E.g. the
Classifier function may ook into the network |locator map in Fig 4
and determine the next SF is ww. foo.com It provides this
information to SRR to obtain the next hop information. SRR returns
the SE for next hop, which can be a "bitfield" information that is
being used in the overlay routing for this part of the SFP. The
Classifier function uses this SE to route the inconming packet
directly at the transport network |evel.

6. 3. Details of SRR Function

Assum ng such introduction of an HTTP-1evel transport notion, the SRR
function can be deconposed further as shown in Fig 5.
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Fi gure 5: SRR deconposition

Anot her option for the two functions routing via the SRR could be
entirely link-local, i.e., there’s another sinple tSFF2 between
client and SRR as well as SF1 and SRR that is sinply a link-1oca
transport. The following figure describes this alternate option
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Fi gure 6: SRR deconposition using |ink-local client/function
commruni cati on

The SRR function may be conposed of the follow ng functions:

0 NAP at the ingress, termnates on the client side Layer 3 and
above protocols, such as TCP
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0 NAP at the egress, terninates any transport protocol on the
net wor k out goi ng (server) side

o0 PCE, Path Conputation Elenment Policy control and Enforcenent
function is responsible for selecting the correct next SF, also
possibly realizing path policy enforcenent. The result of the
selection is a path identifier which is delivered to the ingress
NAP upon initial path conmputation request (i.e., when sending a
request to a specific URL on the SFP for the first tinme). The
path identifier is utilized for any future request for a given

URL-based SF. In case of another SF instance becom ng avail abl e,
indicated to the PCE through a registration procedure, the PCE
will instruct all ingress NAPs to invalidate path identifiers to

the specific URL of the SF, resulting in an initial path

comput ation request at the next SF request forwardi ng. Through
this, the newy registered SF instance mght be utilized if the
pol i cy-governed path conputation will select said SF instance.

0 Transport-derived SFF (tSFF1l): the commruni cation between ingress/
egress NAPs as well as NAPs to PCE is realized via a transport-
derived SFF. We outline here three possible tSFFs

0 SDN-based: The Transport Derived SFFThis option (tSFF), utilizes
pat h- based forwarding utilizing through SDN-based wi | dcard
mat chi ng fields, supported according to with OFl. 2+ [ Reed2016].
It can be enbedded into slicing approach of underlying transport
infrastructure by leaving typical slicing fields available (e.qg.
VLAN tags). The forwarding utilizes the Ethernet frane format at
Layer 2, representing the topological links of a specific
forwarding path in the transport network as unique bits in a fixed
size bit array. For the latter, the approach utilizes the |IPv6
source and destination fields for storing the bit array
information (in a sinple version for this forwarding, this limts
the topology to 256 |inks but extensions schenes are possible,
which are left out of this docunment at this stage). AS nentioned,
t The SDN forwardi ng decision action is a sinple wildcard natching,
supported withby OF1.2+, with the wildcard representing the unique
bit of a switch-specific output port. Wth that, the switch needs
to consider as many forwarding rules as switch | ocal output ports
- see [Reed2016] for nore information. Fig. xx illustrate this
forwardi ng solution, including the ability to create ad-hoc
mul ticast relations by sinply ORi ng individual bitarrays
representing uni cast paths.

0 Another approach is outlined in [I-D.ietf-bier-use-cases] where
the SFF is suggested to be realized via a BIER overlay, in turn
realized over a BlIER-conpliant underlay, such as MPLS. BIER
utilizes a simlar bit array approach for representing a
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forwarding path in the overlay network but unlike [Reed2016], the
bit fields indicate the egress Bl ER-conpliant router that the
packet is supposed to reach.

0 As yet another alternative, the tSFF may utilize a flow
aggregation approach, outlined in [Khalili2016], called edge
switch classification (ESC). In this approach, a path from an
ingress to egress NAP is described as a so-called edge
classification vector (ECV), which conbines information on the
aggregated flow (followi ng [Khalili2016]) and the switch-1oca
endpoint. The representation has sinilar bitarray characteristics
as the previous two approaches

0o NOTE: with the ingress and egress NAPs term nating SF Layer 3
connections and the utilization of bitarray-based tSFFs, the
transm ssi on of packets can effectively take place as an ad-hoc
Layer multicast while the SFC itself is denoted as an n-tines
uni cast SFC. As an exanple, consider the chaining of a set of n
clients to a single video server. Each sub-SFC from an i ndi vi dua
client to the video server will semantically result in a unicast
response fromthe server back to the client (e.g., carrying the
vi deo chunk for a MPEG DASH-based video strean). Wen conbi ning
the sub-SFCs to the single SFCwith n tinmes unicast relations to
the server, the SRRwill deliver the responses fromthe server via
one or nmore nulticast responses to one or nore clients. The size
of the individual multicast groups will depend on the
synchronicity of the client requests (and therefore on the
synchronicity of the server responses). Note that the nulticast
rel ati ons here are ad-hoc created by ORing the bitarrays
representing the specific clients to which the responses are neant
to be sent. This is illustrated in the figure below. The HITP
mul ticast use case is being presented in the BlIER use case draft
[I-D.ietf-bier-use-cases]albeit wthout specific a SFC rel ation
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Figure 7: Illustration of Bitfiel d-based Forwardi ng usi ng SDN

7. Protocol Consideration

For the operations outlined in the previous section, we foresee the
foll owi ng protocol changes are required:

0 NAP-to-NAP protocol for HITP: HITP based nessage exchange between
client and server NAPs

0 NAP-PCE protocol: Used for path conputation, obtaining routing
informati on as well as provide path updates

0 Overlay transport protocol: Used for transport-|evel exchange over
any underl ay network

0 Registration protocol: Used to register FQDN service endpoints

0 Content certificate distribution protocol: Used for HTTPS support
8. | ANA Consi derations

Thi s docunment requests no | ANA acti ons.
9. Security Considerations

TBD.
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