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Abstract

This draft investigates possibilities to use so-called 'transport-
derived service function forwarders’ (tSFFs) that ignore the SFC
encapsul ation, using instead existing transport information for
explicit service path information. The draft discusses two such
possibilities. In the first one, the transport network i s SDN based.
The second one introduces and explains a specific service request
routing (SRR) function to support URL-level routing of service
requests.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmn
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1 Introduction

The delivery of end-to-end network services often requires steering
traffic through a sequence of individual service functions.

Depl oyment of these functions and particularly creation of a
conposite service fromthem i.e. steering traffic through them had
traditionally been coupled to the underlying network topol ogy and as
such awkward to configure and operate [ RFC7498].

To renedy the problens identified by [ RFC7498], [RFC7665] defines
architecture for service function chaining that is topol ogy

i ndependent. The architecture is predicated on a service indirection
| ayer conposed of architectural elenments such as service functions
(SF), service function forwarders (SFF), classifiers, etc. SFFs are
the key architectural element as they connect the attached SFs and
thus create a service plane.

[ RFC7665] proposes SFC encapsul ation as a nmeans for service plane

el ements to conmmuni cate. The SFC encapsul ation serves essentially two
purposes. It provides path identification in the service plane (which
is the primary and nmandatory usage of the encapsul ati on) and serves
as a placeholder for netadata transferred anong SFs. [ Qui nn2017]
defines NSH as a particular realization of the SFC encapsul ati on

St andal one SFC encapsul ati on such as NSH i s the mai nstream SFC
forwarding nethod with the intention to work over nultiple (possibly
i nter-domain) transport networks. However, SFC has been identified as
a suitable nethodol ogy to chain services even within single transport
networks or, as outlined in [ Kunar2017], even in data centers. In
such cases, [RFC7665] points at the possibility of utilizing so-
called 'transport-derived service function forwarders’ (tSFFs) that

i gnore the SFC encapsul ation, using existing transport information
for explicit service path information

In this docurment, we expand on this possibility by focusing on the
realization of efficient chaining over a single transport network. In
our first solution, said transport network is an SDN based one where
we represent the SFP (service function path) through a vector of
aggregated flow identifiers. This solution is positioned as a tSFF
between two or nore SFs with no need for this solution to be SFC
encapsul ati on aware. In our second solution, we refer to [Purka2017]
whi ch uses a specific service request routing (SRR) function to
support URL-Ievel routing of service requests. Chaining nore than one
SRR- connected SFs can be optim zed for reducing the initial request

| atency, while supporting at |least three different tSFFs, including
the flow aggregati on one presented as the first solution

1.1 Term nol ogy
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The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2 SFC Forwardi ng Sol utions
2.1 Edge classification and network forwardi ng aggregation

Assunme we are free to choose network | ocators (routable addresses in
the considered network) for edge nodes in a network. Besides, assune
that routers (switches in SDN term nology) in that network can
forward packets based on wildcard matching on bit-fields in the
destination address. For example, a switch sonewhere in the network
can forward a packet by following this logic: "the packet should be
sent out the port k, because the bits 15, 16 and 17 of the
destination address are 1, 0 and 1, respectively.” This is possible
with SDN depl oynents conpliant e.g. with OpenFl ow v1.3 and higher

One can then come up with a multi-level classification of edge nodes,
whi ch | eads to an assignnent of locators to the edge nodes such that
for every switch of the network the foll ow ng hol ds:

The switch has as many forwarding rules as it has ports

For switch port k, the rule takes the form when the destination
address of the incom ng packet contains a bit-field of a
specific form forward the packet to port k . For exanple, if
the packet has 1 in the bit p of the destination address,
forward to port 4.

When this is done, the network essentially becones a fabric that
delivers a packet arriving at one of its inports to the appropriate
outport. It does that while maintaining the mninmuminternal state.
[Khal ili2017] explains details of the approach. In particular, it
shows that |arge networks and networks with particul ar topol ogi es
require a large 1D space. Wth that in mnd, [Khalili2017] proposes
an approxi mate nmethod that trades node state for |ID (address) space
and shows that a snmall increase of the node state brings a |l arge
reduction or the address space (additional forwarding rules that
don’t follow the above form. It is this approxi mate nethod that we
refer to in the rest of this section

2.1.1 Exanpl e

Consider a sinple network with an ingress (classifier) and an egress
node, two transport switches/routers Cl and C2, and two service
function forwarders, SFF1 and SFF2 (as depicted in Figure 1). Service
functions SF1 and SF2 are attached to SFF1 and SF3 and SF4 are
attached to SFF2. In this exanple, we assunme that edge nodes are
SFF1, SFF2, and the egress node.
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The ASC al gorithm proposed in [Khalili2017] assigns to an edge node
in the network an ID of the form(v(1l), v(2), ..., v(K)), where v(j),
jVin[1l, K], being 1 if there is a path crossing link j that ends in
the correspondi ng edge node, and 0 otherwise. Kis the size of IDs
assigned to edge nodes and is an output of the algorithm

Applying ASC algorithmto our exanmple, we have IDSFF1 = (0, 1, 1, O,
0), IDSFF2 = (1, 0, 0, 1, 0), and IDEgress = (1, 0, 0, 0, 1).

Assum ng that the destination-edge |IDs are enbedded in the header of
the packets, e.g. via encapsulation, the forwarding rules at Cl and
C2 can be aggregated by matching on bits of these |Ds:

At CLl: if 1st bit is 1, forward over port 3; if 2nd bit is 1,
forward over port 2.

At C2: if 3rd bit is 1, forward over port 1, if 4th bit is 1,
forward over port 2, if 5th bit is 1, forward over port 3.

Note fromthis exanple that each edge node has a unique ID and that
we put no limtation on how SFCs are defi ned.

I I I I I I
| classifier|----- -] C1 |-3------- -] &2 |-3------ | Egress|
[ _ _ _ _ I [ _ _I [ _ _I [_ _ _ |
I I
2 2
I I
_l_ _l_
I I I I
| SFF1| | SFF2|
[ [
[\ [\
/ \ / \
I N\ I N\
F1 F2 F3 F4

Figure 1: A sinple topology with two SFFs and two transport
swi tches/routers.

2.2 SRR

In [Purka2017], an extension to the Service Function Chaining (SFC
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concept is being proposed for a flexible chaining of service
functions in an SFC environnent, where a nunber of virtual instances
for a single service function mght exist. Hence, instead of
explicitly (re-)chaining a given SFC in order to utilize a new
virtual instance for an existing SF, a special service function
called SRR (service request routing) is utilized to direct the
requests via a URL-based abstraction (here, www. foo.con) for the SF
address. As a first step, the work in [Purka2017] proposes to extend
the notion of the service function path (SFP) to include such URLs in
addition to already defined Ethernet or |IP addresses. This is shown
in Figure 1. Here the SFP includes the URLs of the service functions
1toN¢(i.e., ww foo.comto ww.fooN.con) as well as link-local IP
addresses being used for forwarding at the | ocal access (here shown
as sinple 192.168.x.x | P addresses). The creation of a suitable SFP
is assuned to be part of an orchestration process, which is not
within the scope of the SFC franmework per se

The SRR service function in Figure 2 can be further divided into sub-
functions for realizing the dynami c chaining capabilities, as shown
in [Purka2017]. Here, the service functions (such as clients and SF1
in Figure 2) conmunicate with |local NAPs (network attachment points),
while the latter communicate with the PCE (path conputation el enent)
to realize the I P and HTTP-1evel communication. In this case, the
incom ng NAP is denoted as the client NAP (cNAP) and the outgoing NAP
as server NAP (sNAP). The Layer 2 transport is realized via the tSFF1
function (transport-derived service function forwarder). Here we
assune that each service function is connected to an own NAP (via
link-1ocal IP communication) although one or nore service functions
could also reside at a single NAP

|

| AT |
| | |
|

+-\|/--+ [ +\|/-+ [ +- - - -+ [ +- - - -+
| (. (. (. (. (. (I I
+Cient +-->+SRR +-->+ SF1 +-->+SRR +-->+ SF2 +-->+SRR | -->| SFn

I (. (. (. (. (. (. I
Fommmaaa + E—— S + E—— S + E—— S +

Fi gure 2: Dynanic Chai ning SFC, as proposed in [Purka2017]. SFP
192.168. x. x -> www. f 00. com -> 192. 168. x. x -> ww. foo2.com-> ... ->
www. f ooN. com

As presented in [ Purka2017], the hierarchical addressing presented in
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Section 3.1.1 can be utilized for the realization of said tSFF1,
whil e other realizations could utilize SDN-based transport networks
or a BIER routing |layer [Wjnands2017]. Wth this, the SRR service
function is placed in-between specific tSFFs (the three

af orenenti oned ones) and general service functions to be chai ned.
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3 Optim zed SFC Chai ni ng
3.1 Uilizing Transport-derived SFFs

Qur nodel retains the architectural behavior of the SFC architecture
of [RFC7665]. Yet, the SFC and the transport encapsul ation are nerged
into the transport header. Thus everything, both transport and
service plane forwarding, is happening based on transport
encapsul ati on bits. The nodel builds on the edge node classification
presented in Section 2.1 and cones in two flavors. The first one
(Section 3.1.1) treats SFFs as edge nodes. The second one (Section
3.1.2) assigns fictitious edge nodes to entire service chains. In
bot h cases, the key points are how we identify the service chains,
and related to that, how we enbed these identifiers into the
avai | abl e address space.

3.1.1 Hierarchical addressing for service chaining

Thi s approach treats SFFs as edge nodes. The set of SFFs, as points
of attachnent of SFs, is normally static, known in advance in a
network. In that sense, SFFs do not inmpose any stronger requiremnments
than edge nodes, so the approach presented next |ooks viable.

The hierarchical service chain addressing works with the address
structure (IDSFF.IDSF.|DChain), in which IDSFF identifies an SFF in
the network, IDSF identifies an SF attached to that SFF, while

I DChain refers to a specific chain handled by that SF. (Note that SFs
can be attached to nultiple SFFs, i.e. the approach is not linmting
inthis sense. It is rather obvious that nultiple SFs can be attached
to a single SFF.)

Figure 3: a service chain of SF1-SF2-SF3 is considered in this
exanpl e.

See Figure 2 for an exanple. Assune that the edge nodes in the shown
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network are SFF1 and SFF2 (with possibly nmany other nodes which are
not shown), while the service functions SF1, ..., SF4 are considered
end nodes, i.e. they are not edge nodes as such do not underlie
classification. (Note that this will be changed in Section 3.1.2.).
Assunme that the classification yields the locators (IDs) |DSFF1 and

| DSFF2 for SFF1, respectively SFF2, and that a service chain SF1-SF2-
SF3 has the sanme identifier |DChainl at each SF (SF1, SF2, SF3). This
is just for sinplicity, these IDs can be different at different SFs.
The service chain SF1-SF2-SF3 can operate as foll ows.

The classifier first adds the outer transport header with the
destination address (IDSFF1.|DSF1.|DChai nl). The network uses the

I DSFF1 bitfield to route the packet to SFF1l. SFF1 uses the niddle
part of the address, IDSF1l, to deliver the packet to SF1. SF1, being
SFC-aware, strips off the transport header and saves it, then
processes the packet and, after restoring the saved transport header
sends it back to SFFl. SFF1 changes the transport header destination
address to (I DSFF1.|DSF2.1Dchainl) and forwards the packet to SF2
SF2 perforns sinmlar steps as SF1 and returns the packet to SFF1
SFF1 changes the transport header to (I DSFF2.1DSF3. | DChainl) and
sends the packet towards SFF2. (In an SDN network, sw tches can
mani pul ate with the headers by nmeans of suitable flow rules, which
shoul d match on the (IDSF.|DChain) fraction of the destination
address. A second pass through the SDN processing stack will select
the appropriate port to send the packet towards SFF2.) SFF2 perforns
the very sane sequence of steps to deliver the packet to the correct
SF and then further to the network.

Note the role of the (IDChain) part of the address. That tag serves
to differentiate between different service chains that pass a single
SF. For exanple, if in addition to SF1-SF3 there is a service chain
SF1- SF5, where SF5 is attached to SFF3, SFF1 will use the (I DChain)
to forward packets com ng from SF1

3.1.2 Edge classification and service chains

Continuing with the classification discussion from Section 3.1.1, |et
us assign a fictitious edge node to a service chain under

consi deration. More precisely, let us assign one such node to every
subsequence of the chain that starts at each possible position in the
chain and goes until its end. For exanple, for a chain SF1-SF2-SF3,
define three such nodes for sub-chai ns SF1-SF2-SF3, SF2-SF3 and SF3.
Let locators of these fictitious edge nodes be the SFs that start the
correspondi ng sub-chains. So, in the exanple, the locators are SF1
SF2 and SF3. If we had another chain that goes over SF1, then we
woul d sinply add another node, say SF1', and attach it to SFF1l, next
to SF1. This is to indicate that we need a distinct |ocator for each
chai n that goes over SF1. So we now have the starting network and
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addi tional imagi nary edge nodes which topol ogically coincide with
exi sting service functions but require additional, separate
classification vectors.

Assume that, after the classification as described in Section 3.1.1

we generate locators (classification vectors) |IDSF1, |DSF2 and | DSF3
for the chain SF1-SF2-SF3 and setup rules (e.g. OpenFl ow conpliant)

t hat :

At SFF1:

Forward to SF1 packets with destination |IDSF1, that come from
t he network.

Replace IDSF1 with IDSF2 and then forward to SF2 packet that
arrive from SF1.

Replace IDSF2 with I DSF3 and then forward to SFF2
At SFF2:

Forward to SF3 packets with destination IDSF3 that come fromthe
net wor k.

We can distingui sh between the packets that are received fromthe
networ k and those received from SF1 by using the inport information

3.1.3 Dynanic addition of service chains

The met hod just described assunes that all service chains are known

i n advance, before the classification. That assunption is not
realistic, i.e. presents a strong, undesired constraint. This section
will in a future version discuss how we relax that assunption, how we
handl e dynani ¢ additions of service chains, etc.

3.2 Pre-Warning SFP Information for SRR-based Chai ni ng

One issue when chaining service functions utilizing the SRR function
is the initial delay incurred through the necessary path conputation
for a new service segnent along the overall service function path.

For instance, when the service function '"client’ residing at the
first SRRin Figure 1 issues a request to foo.com i.e., the URL for
the second service function, the NAP sub-function will trigger a PCE
request for path resolution within the Layer 2 transport network.
Such PCE request incurs said delay for the initial request while al
subsequent requests along the sane path are likely going to use
locally cached information at the SRR function (we here assune but do
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not detail suitable path information update procedures being
i mpl emented by the SRR sub-functions in case of path changes to
anot her service function).

It is reasonable to assune that SFPs can be established across the
real m of nore than one PCE, e.g., each adm nistering one

adm ni strative domain. However, in the case of a single PCE across a
nunber of SRR functions, Figure 2 can be redrawn as foll ows.

Fom e e e oo +
——————————— | SRR [--------e---
I Homomo-- + I
I I I
I I I
I I I
Homm e + Homm e + +--- o= + +--- o= +
| SF1 | | SF2 |----] SRR |---] SFn |
[ S, + [ S, + +--- - - + +--- - - +
I I
e | ------------- | --------- +
I I I I
S RS + S RS + S NIy + S NIy + |
|[dient |----- | NAP1 | | NAP2 | | NAP3 | |
[ - + [ - + IR + IR + |
I \ I / I
I \ I / I
I \ Homo-- - + / I
| \--em- - - | tSFF1 |---- |
I Hoo-o--- + I
I I I
I I I
| ARARREE + |
| | PCE | |
| oo * |
oo m e e e e e e e e e e e e e e e e e eaao o +

Fi gure 4. Deconposed Dynami c Chai ni ng SFC across two or nore SFCs.

Here, two SRR functions utilize the same PCE, e.g., within a single
transport network. In this case, we propose to reduce such initial

R Khalili et al. Expires May 1, 2018 [ Page 12]



| NTERNET DRAFT Optinmized Service Function Chai ni ng Cct ober 28, 2017

chaining delay by virtue of a 'pre-warm ng’ of the SRR sub-functions,
specifically the incomng NAP at the suitable SRR al ong the SFP. For
this, we require a communication of the NSH and therefore the SFP
information to the PCE - such comunication is subject to a
standardi zed protocol based on a trigger that led to the formation of
said SFP, as shown in Figure 4. Once such SFP infornation has been
received by the PCE, it then executes the follow ng procedure.

FOR ALL SF requests routed via an SRR served by the PCE

1. Deternine the inconing NAP of the first SF request, e.g.
192.168.x.x in Figure 2

2. Determ ne the outgoing NAP of the service endpoint address at
the outgoing SF, e.g., www.foo.comin Figure 2

3. Conpute path between inconi ng NAP and outgoing NAP - path
computation night include a policy constraint, such as shortest
path or shortest del ay.
4. Deliver path information to incom ng NAP.
END FOR
Figure 5 outlines the nessages bei ng exchanged between the joint PCE
and the various NAPs of the SRR function. The exact nature of the

messages i s subject to standardization and not shown at this stage of
the draft.
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Tri gger PCE NAP1 NAP2 NAP3
I I I I I
| | <----a----| | |
I | <----------- a--------- I I
I | <--mmmmmme e a------- I
I I I I I

--b-->\ I I I I
| ¢ I I I I
|/ | | | |
|------ d----- >\ I I I
I | e I I I
I |/ I I I
I |----f---->| I I
I | === fooooo--- >| I
| |---mmmmm e f---->
I I

Figure 5. Message Sequence Chart Resulting in Pre-Warm ng of Routing
Entries. a) subscribe to pre-warm ng information, b)initiate service
chai ni ng based on external ngnt. trigger, c) conpute SFP, d) send
SFP, e) map SFP information onto paths fromincom ng to ongoi ng NAPs,
f) push path information with forwarding/path identifier and URL.
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4 Applicability

This draft investigates whether transport encapsul ation can be used
for service function chaining. The main nessage it delivers is that
this seens possible. This was denbnstrated on an exanpl e of
under | yi ng SDN net wor k

However, we are not normative here with respect to what transport
encapsul ati on and which bits thereof are used for service function
chaining, i.e. which existing transport encapsul ations give us the
needed features (e.g. said assignnent of transport identifiers and
their handling at transport nodes) to successfully incorporate
service chaining. This will be a subject of future investigations.
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5 Discussion

Transport-derived SFC forwarding is related to a number of
advantages. In particular, easier deploynent of service chaining, as
SFs and SFFs in a transport-derived chaining do not have to be SFC
encapsul ati on aware. Further discussion will be included in future
versi on on specific advantages and downsi des of i ndividua

i nvestigated nethods, from Section 2 and Section 3.
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