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Abst r act

Segnment Routing (SR) is now a popul ar forwardi ng paradigmfor use in
MPLS and | Pv6 networks. It is typically deployed in discrete domains
that may be data centers, access networks, or other networks that are
under the control of a single operator and that can easily be
upgraded to support this new technol ogy.

Traffic originating in one SR domain often terminates in another SR
domai n, but nust transit a backbone network that provides
i nt erconnecti on between those donai ns.

Thi s docunent describes a nechanismfor providing connectivity
bet ween SR domains to enabl e end-to-end or donmin-to-domain traffic
engi neering.

The approach described: allows connectivity between SR domai ns,
utilizes traffic engineering mechani sns (RSVP-TE or Segment Routi ng)
across the backbone network, nmakes heavy use of pre-existing

technol ogi es requiring the specifications of very few additional
nmechani sns.

Thi s docunment sone background and a problem statenent, explains the
sol uti on nechani sm and provides exanples. It does not define any
new protocol mechani sns.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on May 1, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents

carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust

include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Data Centers are a growi ng market sector. They are being set up by
new speci al i st conpani es, by enterprises for their own use, by |egacy
| SPs, and by the new wave of network operators such as Mcrosoft and
Amazon.

The networks inside Data Centers are currently well-planned, but the
traffic | oads can be unpredictable. There is a need to be able to
direct traffic within a Data Center to follow a specific path.

Data Centers are attached to external ("backbone") networks to allow
access by users and to facilitate communication anong Data Centers.
An individual Data Center may be attached to nultiple backbone

net wor ks, and may have nultiple points of attachment to each backbone
network. Traffic to or froma Data Center may need to be directed to
or fromany of these points of attachnent.

A variety of networking technol ogi es exi st and have been proposed to
steer traffic within the Data Center and across the backbone

networ ks. This docunent proposes an approach that builds on existing
technol ogi es to produce nechani sns that provide scal able and flexible
i nterconnection of Data Centers, and that will be easy to operate.

Segnent Routing (SR) is a new technology that places forwarding state
into each packet as a stack of |oose hops as distinct fromother pre-
exi sting techniques that require signaling protocols to install state
in the network. SR is a popular option for building Data Centers,
and is also seeing increasing traction in edge and access networks as
wel | as in backbone networks.

Thi s paper describes nechanisns to provide end-to-end SR connectivity
bet ween SR-capabl e domai ns across an MPLS backbone network that
supports SR and/or MPLS-TE. This is the generalization of the
requirenent to provide inter-Data Center connectivity.

2. Probl em St at enent

Consi der the network in Figure 1. Wthout |oss of generality, this
‘figure can be used to represent the architecture and probl em space
for steering traffic within and between SR edge domains. The figure
shows a single destination for all traffic that we will consider. In
this figure we distinguish between the PEs that provide access to the
backbone networks and the Gateways that provide access to the SR edge

Farrel & Drake Expires May 1, 2018 [ Page 3]



Internet-Draft SR Donmi n | nterconnect Cct ober 2017

domai ns: these may, in fact be the sane equi pnent, and the PEs m ght
be | ocated at the domai n edges.

I n describing the problem space and the solution we use four terns
for network nodes as foll ows:

SR edge domain : A collection of SR-capable nodes in an edge network
attached to the backbone network through one or nore gateways.
Exanpl es i nclude, access networks, Data Center sites, and
bl essi ngs of wunicorns.

Host : A node within an edge domain. My be an end systemor a
transit node in the edge domain.

Gateway (GW : Provides access to or froman edge domain. Exanples
are CEs, ASBRs, and Data Center gateways.

Provi der Edge (PE) : Provides access to or fromthe backbone
net wor k.
Aut ononobus System Border Router (ASBR) : Provides access to one AS

in the backbone network from another AS in the backbone network.

These terns can be seen used in Figure 1 where the various sources
and destinations are hosts.
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| PEL@] =« | PELD| = == <= == m e mm o e e | PE2a] - - | PE2b| -

-| GALa| - - | GALb| - -| GAea| - - | GA2b| -

Sour ce3
Sour ce2
Sour ce4
Sour cel
Desti nation

Figure 1: Reference Architecture for SR Domain | nterconnect

Traffic to the destination may be sourced fromnultiple sources
within that domain (we show two such sources: Source3 and Source4).
Furthernore, traffic intended for the destination nmay arrive from
out side the domain through any of the points of attachment to the
backbone networks (we show GABa and GMBb). This traffic may need to
be steered within the domain to achi eve | oad-bal anci ng across network
resources, to avoid degraded or out-of-service resources (including
pl anned service outages), and to achieve different qualities of
service. O course, traffic in a renote source domain may al so need
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to be steered within that domain. W class this problemas "Intra-
Domain Traffic Steering".

Traffic across the backbone networks may need to be steered to
conformto common Traffic Engineering paradigns. That is, the path
across any network (shown in the figure as an AS) or across any

coll ection of networks may need to be chosen. Furthernore, the

poi nts of inter-connection between networks may need to be sel ected
and influence the path chosen for the data. W class this problem as
"Inter-Domain Traffic Steering".

The conposite end-to-end path conprises steering in the source
domai n, choice of source domain exit point, steering across the
backbone networks, choice of network interconnections, choice of
destination domain entry point, and steering in the destination
domai n. These issues nay be inter-dependent (for exanple, the best
traffic steering in the source donmain may help sel ect the best exit
poi nt fromthat domain, but the connectivity options across the
backbone network may drive the selection of a different exit point).
We class this conbination of problens as "End-to-End Domain

I nterconnect Traffic Steering”

It should be noted that the solution to the End-to-End Domain
I nterconnect Traffic Steering probl em depends on a nunber of factors:

0 What technology is deployed in the domains.
o0 What technology is deployed in the backbone networKks.

0 How much information are the donmains willing to share with each
ot her.

0 How much information are the backbone network operators and the
domai n operators are willing to share.

In some cases, the domai ns and backbone networks are all owned and
operated by the same conmpany (with the backbone network often being a
private network). |In other cases, the donmains are operated by one
company, w th other conpani es operating the backbone.

3. Sol ution Technol ogi es

Wthin the Data Center, Segnent Routing (SR fromthe SPRI NG wor ki ng
group in the I ETF [RFC7855] and [I-D.ietf-spring-segnment-routing]) is
becom ng a dom nant solution. SR introduces traffic steering
capabilities into an MPLS network
[I-D.ietf-spring-segnent-routing-npls] by utilizing existing data

pl ane capabilities (label pop and packet forwarding - "pop and go")
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in conbination with additions to existing | GPs
[I-D.ietf-ospf-segnent-routing-extensions],
[I-D.ietf-isis-segnment-routing-extensions], BGP (as BGP-LU)
[I-D.ietf-npls-rfc3107bis], or a centralized controller to distribute
"per-hop" labels. An MPLS | abel stack can be inposed on a packet to
descri be a sequence of links/nodes to be transited by the packet; as
each hop is transited, the | abel that represents it is popped from
the stack and the packet is forwarded. Thus, on a packet-by-packet
basis, traffic can be steered within the Data Center networKk.

Note that other Data Center data plane technol ogi es al so exist.
Whil e this docunent focuses on connecting domains that use MPLS
Segment Routing, the techniques are equally applicable to non- MPLS
domai ns (such as those using I P, VXLAN, and NVGRE). See Section 9
for details.

Thi s docunent broadens the problem space to consider interconnection
of any type of edge domain. These may be Data Center sites, but they
may equally be access networks, VPN sites, or any other form of
domai n that includes packet sources and destinations. W
particularly focus on "SR edge donmi ns" being source or destination
domains that utilize SR, but the domains could use other technol ogies
as described in Section 9.

Backbone networks are commonly based on MPLS hardware. |In these
networ ks, a nunmber of different options exist to establish TE paths.
Anong these options are static LSPs (perhaps set up by an SDN
controller), LSP tunnels established using a signaling protocol (such
as RSVP-TE), and inter-donmain use of SR (as descri bed above for
intra-domain steering). Were traffic steering (w thout resource
reservation) is needed, SR may be adequate. Where Traffic

Engi neering is needed (i.e., traffic steering with resource
reservation) RSVP-TE or centralized SDN control are preferred
However, in a network that is fully managed and control |l ed through a
centralized planning tool, resource reservation can be achi eved and
SR can be used for full Traffic Engineering. These solutions are

al ready used in support of a nunmber of edge-to-edge services such as
L3VPN and L2VPN.

3.1. Characteristics of Solution Technol ogi es
Each of the solution technol ogies nentioned in the previous section
has certain characteristics, and the conbi ned sol ution needs to
recogni ze and address the characteristics in order to nake a workabl e
sol uti on.

0 Wien SR is used for traffic steering, the size of the MPLS | abe
stack used in SR scales linearly with the length of the source
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route. This can cause issues with MPLS inplenentations that only
support |abel stacks of a limted size. For exanple, sone MPLS

i mpl ement ati ons cannot push enough | abels on the stack to
represent an entire source route. Oher inplenentations nmay be
unable to do the proper "ECWP hashing" if the |abel stack is too
I ong; they may be unable to read enough of the packet header to
find an entropy label or to find the I P header of the payl oad.

I ncreasi ng the packet header size also reduces the size of the
payl oad that can be carried in an MPLS packet. There are

techni ques that can be used to reduce the size of the |abel stack
For exanple, a single label (known as a "binding SID') can be used
to represent a sequence of nodes; this |label can be replaced with
a set of |abels when the packet reaches the first node in the
sequence. It is also possible to combine SR with conventiona
RSVP- TE by using a binding SIDin the |abel stack to represent an
LSP tunnel set up by RSVP-TE.

o Most of the work on using SR for traffic steering assunes that
traffic only needs to be steered within a single administrative
domain. |If the backbone consists of multiple ASes that are part
of a common adm nistrative domain, the use of SR across the
backbone may prove to be a challenge, and its use in the backbone
may be limted to cases where private networks connect the
domai ns, rather than cases where the donmi ns are connected by
third-party network operators or by the public Internet.

0 RSVP-TE has been used to provi de edge-to-edge tunnels through
which flows to/from many endpoints can be routed, and this
provides a reduction in state while still offering Traffic
Engi neering across the backbone network. However, this requires
Q(n2) connections and as the nunber of edge domains increases this
becones unsust ai nabl e.

0o A centralized control system while capable of producing nore
optinal results than a distributed control system nay present
chal l enges in large and dynanmic networks. It relies on al
network state being held centrally, and it is difficult to nake
central control as robust and self-correcting as distributed
control

Thi s paper introduces an approach that blends the best points of each
of these solution technol ogies to achieve a trade-off where RSVP-TE
tunnel s in the backbone network are stitched together using SR, and
end-to-end SR paths can be created under the control of a centra
controller with routing devolved to the constituent networks where
possi bl e.
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4.

Deconposi ng the Probl em

It is inmportant to deconpose the problemto take account of different
regi ons spanned by the end-to-end path. These regions nay use

di fferent technol ogi es and nmay be under different adnministrative
control. The separation of administrative control is particularly

i mportant because the operator of one region nmay be unwilling to
share informati on about their networks, and nmay be resistant to
allowing a third party to exert control over their network resources.
Using the reference nodel in Figure 1, we can consider how to get a
packet from Sourcel to the Destination. The follow ng decisions nust
be nade:

0 In which domain the Destination |ies.

0 Wiich exit point fromDonl to use.

o Wich entry point to Don2 to use.

0 How to reach the exit point of Doml from Sourcel.

0 Howto reach the entry point to Don2 fromthe exit point of Doml.
0 How to reach the Destination fromthe entry point to DonR.

As already nentioned, these decisions may be inter-related. This
enabl es us to break down the probleminto three steps:

1. Get the packet from Sourcel to the exit point of Donil.

2. Cet the packet fromexit point of Doml to entry point of DonP.
3. Get the packet fromentry point of DonR2 to Destination.

The sol ution needs to achieve this in a way that allows:

0 Adequate discovery of preferred elenents in the end-to-end path
(such as location of destination, destination domain entry point).

o Full control of the end-to-end path if all of the operators are
willing.

0 Re-use of existing techniques and technol ogi es.

From a technol ogy point of view we nust support several functions and
m xtures of those functions:
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5.

5.

o |If the domain uses MPLS Segnent Routing, the |abels within the
domai n may be popul ated by any means incl udi ng BGP- LU
[I-D.ietf-npls-rfc3107bis], 1GP, and central control. Source
routes within the domain may be expressed as | abel stacks pushed
by a controller or conputed by a source router, or expressed as a
single | abel and programmed into the domain routers by a
controller.

o |If the domain uses other (non-MPLS) forwarding, the domain
processing is specific to that technol ogy. See Section 9 for
detail s.

o |If the domains use Segnent Routing, the source and destination
domai ns may or may not be in the sane Segnment Routing domain, so
that the prefix-SIDs may be the sane or different in the two
domai ns.

o0 The backbone network may be a single private network under the
control of the owner of the domains and conprising one or nore
ASes, or may be a network operated by one or nore third parties.

0 The backbone network may utilize MPLS Traffic Engineering tunnels
in conjunction with MPLS Segnent Routing and the domai n-to-donain
source route nmay be provided by stitching TE LSPs.

0o A single controller may be used to handl e the source and
destination domains as well as the backbone network, or there may
be a different controller for the backbone network separate from
that that controls the two donains, or there nay be separate
controllers for each network. The controllers nmay cooperate and
share information to different degrees.

Al'l of these different deconpositions of the problemreflect

di fferent depl oynment choices and different comercial and operationa
practices, each with different functional trade-offs. For exanple,
with separate controllers that do not share information and that only
cooperate to a linted extent, it will be possible to achieve end-to-
end connectivity with optinmal routing at each step (domain or
backbone AS), but the end-to-end path that is achieved m ght not be
opti nal

Sol uti on Space
1. dobal Optimzation of the Paths

A obal optinmization of the path fromone domain to another requires
either that the source controller has a conplete view of the end-to-
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end topol ogy or sone form of cooperation between controllers (such as
in BRPC in RFC 5441 [ RFC5441]).

BGP- LS [ RFC7752] can be used to provide the "source" controller with
a view of the topol ogy of the backbone. This requires sonme of the
BGP speakers in each AS to have BGP-LS sessions to the controller.

O her neans of obtaining this view are of course possible.

5.2. Figuring Qut the GM at a Destination Domain for a G ven Prefix

Suppose GM and GA2 both advertise a route to prefix X, each setting
itself as next hop. One nmight think that the GM for X could be
inferred fromthe routes’ next hop fields, but typically both routes
do not get distributed across the backbone, only the "best" route, as
sel ected by BGP. But the best route according to the BGP sel ection
process mght not be the route via the GNWthat we want to use for
traffic engineering purposes.

The obvi ous sol ution would be to use the ADD- PATH mechani sm [ RFC7911]
to ensure that all routes to X get advertised. However, even if one
does this, the identity of the GM would get |ost as soon as the
routes got distributed through an ASBR that sets next hop self. And
if there are multiple ASes in the backbone, not only will the next
hop change several tinmes, but the ADD PATH nechani sm experi ences
scaling issues. So this "obvious" solution only works within a
singl e AS.

A better solution can be achieved using the Tunnel Encapsul ation
[I-D.ietf-idr-tunnel-encaps] attribute as follows:

We define a new tunnel type, "SR tunnel" and when the GM to a given
domai n advertise a route to a prefix X within the domain, they each
i nclude a Tunnel Encapsulation attribute with nultiple renote
endpoi nt sub-TLVs each identifying a specific GNto the donmain.

In other words, each route advertised by any GWVNidentifies all of the
GN to the same domain (see Section 9 for a discussion of how GA

di scover each other). Therefore, only one of the routes needs to be
distributed to other ASes, and it doesn’'t matter how many tinmes the
next hop changes, the Tunnel Encapsulation attribute (and its renote
endpoi nt sub-TLVs) renmi ns unchanged.

Furt her, when a packet destined for prefix Xis sent on a TE path to
GM we want the packet to arrive at GM carrying, at the top of its

| abel stack, GM’'s l|label for prefix X To achieve this we will place
the SID)SRGB in a sub-TLV of the Tunnel Encapsulation attribute. W
will define the prefix-SID sub-TLV to be essentially identical in
syntax to the prefix-SID attribute (see
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[I-D.ietf-idr-bgp-prefix-sid]), but the semantics are somewhat
different.

It is also possible to define an "MPLS Label Stack" sub-TLV for the
Tunnel Encapsul ation attribute, and put this in the "SR tunnel" TLV.
This allows the destination GNto specify a label stack that it wants
packets destined for prefix X to have. This |label stack represents a
source route through the destination domain.

5.3. Figuring Qut the Backbone Egress ASBRs

W need to figure out the backbone egress ASBRs that are attached to
a given GWNat the destination domain this out in order to properly
engi neer the path across the backbone.

The "cleanest” way to figure this out is to have the backbone egress
ASBRs distribute the information to the source controller using the
EPE extensions of BGP-LS [I-D.ietf-idr-bgpls-segnment-routing-epe].
The EPE extensions to BGP-LS allow a BGP speaker to say, "Here is a
list of my EBGP neighbors, and here is a (locally significant)

adj acency-SID for each one."

It may al so be possible to consider utilizing cooperating PCEs or a
Hi erarchi cal PCE approach in RFC 6805 [ RFC6805]. But it should be
observed that this question is dependent on the question in

Section 5.2. That is, it is not possible to even start the selection
of egress ASBRs until it is known which GAé at the destination domain
provi de access to a given prefix. Once that question has been
answer ed, any nunber of PCE approaches can be used to select the
right egress ASBR and, nore generally, the ASBR path across the
backbone.

5.4. Making use of RSVP-TE LSPs Across the Backbone

There are a nunber of ways to carry traffic across the backbone from
one domain to another. RSVP-TE is a popul ar tunneling mechanismin

simlar scenarios (e.g., L3VPN) because it allows for reservation of
resources as well as traffic steering.

A controller can cause an RSVP-TE LSP to be set up by using PCEP to
talk to the LSP headend, using PCEP extensions
[I-D.ietf-pce-pce-initiated-1sp]. That draft specifies an "LSP-
initiate" nessage that the controller uses to specify the RSVP-TE LSP
endpoints, the ERO a "synbolic pathname", and optionally other
attributes (specified in the PCEP specification, RFC 5440 [ RFC5440])
such as bandw dt h
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When t he headend receives an LSP-initiate nessage, it sets up the
RSVP- TE LSP, assigns it a "PLSP-id", and reports the PLSP-id back to
the controller in a PCRpt nessage [I-D.ietf-pce-stateful-pce]. The
PCRpt message al so contains the synbolic nane that the controller
assigned to the LSP, as well as containing sone information
identifying the LSP-initiate nmessage fromthe controller, and details
of exactly how the LSP was set up (RRO, bandw dth, etc.).

The headend can add to the PCRpt message a TE- PATH- Bl NDI NG TLV
[1-D.sivabal an-pce-bi ndi ng-1abel-sid]. This allows the headend to
assign a "binding SID' to the LSP, and to report to the controller
that a particular binding SID corresponds to a particular LSP. The
binding SIDis locally scoped to the headend.

The controller can make this | abel be part of the |abel stack that it
tells the source (or the GWat the source domain) to put on the data
packets being sent to prefix X. Wen the headend receives a packet
with this label at the top of the stack it will send the packet
onward on the LSP

5. 5. Dat a Pl ane

Consolidating all of the above, consider what happens when we want to
nove a data packet from Source to Destination in Figure 1lvia the
foll owi ng source route:

Sour cel- - - GAMb- - - PE2a- - - ASBR2a- - - ASBR3a- - - PE3a- - - GNR2a- - - Desti nati on

Further, assunme that there is an RSVP-TE LSP from PE2a to ASBR2a t hat
we want to use, as well as an RSVP-TE LSP from ASBR3a to PE3a that we
want to use.

Let’s suppose that the Source pushes a | abel stack foll ow ng
instructions fromthe controller (for exanple, using BGP-LU
[I-D.ietf-npls-rfc3107bis]). W won't worry for now about source
routing through the domains thenselves: that is, in practice there
may be additional labels in the stack to cover the source route from
the Source to GMb and from GARa to the Destination, but we wll
focus only on the | abels necessary to | eave the source domain,
traverse the backbone, and enter the egress domain. So we only care
what the stack |ooks |ike when the packet gets to GMb

When t he packet gets to GALb, the stack shoul d have six | abels:
Top Label

Peer-SID or adjacency-SID identifying link or links to PE2a.
These SIDs are distributed from GMb to the controller via the EPE
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extensions of BGP-LS. (This label will get popped by GALb, which
will then send the packet to PE2a.)

Second Label

Bi nding SID advertised by PE2a to the controller for the RSVP-TE
LSP to ASBR2a. This binding SID is advertised via the PCEP

ext ensi ons di scussed above. (This label will get swapped by PE2a
for the label that the LSP's next hop has assigned to the LSP.)

Third Label

Peer-SI D or adjacency-SID identifying link or links to ASBR3a, as
advertised to the controller by ASBR2a using the BGP-LS EPE
extensions. (This |abel gets popped by ASBR2a, which then sends
t he packet to ASBR3a.)

Fourth Label

Bi nding SID adverti sed by ASBR3a for the RSVP-TE LSP to PE3a.

This binding SIDis advertised via the PCEP extensions discussed
above. ASBR3a treats this label just |ike PE2a treated the second
| abel above.

Fifth | abel

Peer-SID or adjacency-SID identifying link or links to GAa, as
advertised to the controller by ASBR3a using the BGP-LS EPE
extensions. ASBR3a pops this |abel and sends the packet to GAa.

Si xt h Label

Prefix-SID or other |abel identifying the Destination advertised
in a Tunnel Encapsulation attribute by GRa. (This can be onitted
if GARa is happy to accept |P packets, or prefers a VXLAN tunne
for exanple. That would be indicated through the Tunne

Encapsul ation attribute of course.)

Note that the size of the |abel stack is proportional to the nunber
of RSVP-TE LSPs that get stitched together by SR

See Section 7 for sone detailed exanples that show the concrete use
of labels in a sanple topol ogy.

In the above exanple, all |abels except the sixth are locally
significant | abels: peer-SIDs, binding SIDs, or adjacency-SIDs. Only
the sixth label, a prefix-SID, has a donmai n-wi de uni que value. To

i mpose that |abel, the source needs to know the SRGB of GA2a. If all

Farrel & Drake Expires May 1, 2018 [ Page 14]



Internet-Draft SR Donmi n | nterconnect Cct ober 2017

nodes have the same SRGB, this is not a problem Oherw se, there
are a nunber of different ways GABa can advertise its SRG. This can
be done via the segnment routing extensions of BGP-LS, or it can be
done using the prefix-SID attribute or BGP-LU
[I-D.ietf-npls-rfc3107bis], or it can be done using the BGP Tunne
Encapsul ation attribute. The exact technique to be used will depend
on the details of the deploynment scenario.

The reason the above exanple is primarily based on locally
significant labels is that it creates a "strict source route", and it
presupposes the EPE extensions of BGP-LS. In sone scenarios, the EPE
extension to BGP-LS night not be available (or BGP-LS night not be
available at all). In other scenarios, it may be desirable to steer
a packet through a "l oose source route". |In such scenarios, the

| abel stack inposed by the source will be based upon a sequence of
domai n-wi de uni que "node-SI Ds", each representing one of the hops of
source route. Each |abel has to be conputed by adding the
correspondi ng node-SID to the SRGB of the node that will act upon the
label. One way to learn the node-SIDs and SRGBs is to use the
segment routing extensions of BGP-LS. Another way is to use BGP-LU
as follows. Each node that may be part of a source route would
originate a BGP-LU route with one of its own | oopback addresses as
the prefix. The BGP prefix-SID attribute would be attached to this
route. The prefix-SID attribute would contain a SID, which is the
domai n-wi de uni que SID corresponding to the node’s | oopback address.
The attribute would al so contain the node’s SRGB

While this technique is useful when BGP-LS is not available, it
presupposes that the source controller has sone other neans of

di scovering the topology. In this docunent, we focus primarily on
the scenario where BGP-LS, rather than BGP-LU, is used.

5.6. Centralized and Distributed Controllers

A controller or set of controllers are needed to collate topol ogy and
TE information fromthe constituent networks, to apply policies and
service requirements to conpute paths across those networks, to

sel ect an end-to-end path, and to program key nodes in the network to
take the right forwarding actions (pushing | abel stacks, stitching
LSPs, forwarding traffic).

o It is comonly understood that a fully optinmal end-to-end path can
only be conmputed with full know edge of the end-to-end topol ogy
and avail able Traffic Engineering resources. Thus, one option is
for all information about the domain networks and backbone network
to be collected by a central controller that nakes all path
conmputations and is responsible for issuing the necessary
programm ng comands. Such a nodel works best when there is no
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Farre

conmerci al or adninistrative inpedinment (for exanple, where the
domai ns and t he backbone network are owned and operated by the
same organi zation). There may, however, be sone scaling concerns
i f the conponent networks are | arge.

In this node of operation, each network may use BGP-LS to export
Traffic Engineering and topol ogy information to the centra
controller, and the controller may use PCEP to programthe network
behavi or.

A simlar centralized control mechanismcan be used with a
scalability inmprovenent that risks a reduction in optimality. In
this case, the domain networks can export to the controller just
the feasibility of connectivity between data source/sink and

gat eway, perhaps enhancing this with sonme information about the
Traffic Engineering netrics of the path.

Thi s approach allows the central controller to understand the end-
to-end path that it is selecting, but not to control it fully.

The source route fromdata source to domain egress gateway is |left
to the source host or a controller in the source domain, while the
source route fromdomain ingress gateway to destination is left as
a decision for the domain ingress gateway or to a controller in

t he destination domain.

This nmode of operation still |eaves overall control with a
centralized server and that may not be considered suitabl e when
there is separate commercial or administrative control of the
net wor ks.

When there is separate conmercial or adninistrative control of the
net wor ks the domain operator will not want the backbone operator
to have control of the source routes within the domain and nmay be
reluctant to disclose any information about the topol ogy or
resource availability within the domains. Conversely, the
backbone operator may be very unwilling to allow the donain
operator (a custoner) any control over or know edge about the
backbone networKk.

This "problent has already been solved for Traffic Engineering in
MPLS networks that span nultiple adnministrative domains and | eads
to nultiple potential solutions:

* Per-domain path conputation in RFC 5152 [ RFC5152] can be seen
as "best effort optimzation". |In this node the controller for
each domain is responsible for finding the best path to the
next donmi n, but has no way of knowi ng which is the best exit
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point fromthe |ocal domain. The resulting path nay end up
significantly sub-optinmal or even bl ocked.

*  Backward recursive path conputation (BRPC) in RFC 5441
[ RFC5441] is a nechanismthat allows controllers to cooperate
across a small set of domains (such as ASes) to build a tree of
possi bl e paths and so allow the controller for the ingress
domain to select the optimal path. The details of the paths
wi thin each domain that m ght reveal confidential information
can be hidden using Path Keys in RFC 5520 [ RFC5520] BRPC
produces optimal paths but scales poorly with an increase in
domains and with an increase in connectivity between domai ns.
It can also lead to slow conputation tines.

* H erarchical PCE (HPCE) in RFC 6805 [ RFC6805] is a two-Ievel
cooperation process between PCEs. The child PCEs renmin
responsi bl e for conputing paths across their domains, and they
coordinate with a parent PCE that stitches these paths together
to formthe end-to-end path. This approach has many
simlarities with BRPC but can scale better through the
mai nt enance of "domai n topol ogy" that shows how the donmins are
i nterconnected, and through the ability to pipe-line
conputation requests to all of the child domains. It has the
drawback that sonme party has to own and operate the parent PCE

* An alternative approach is docunented by the TEAS worki ng group
[RFC7926]. In this nodel each network advertises to
controllers for adjacent networks (using BGP-LS) sel ected
i nformati on about potential connectivity across the network.

It does not have to show full topology and can nake its own
deci si ons about which paths it considers optimal for use by its
di fferent neighbors and custonmers. This approach is suitable
for the End-to-End Domain Interconnect Traffic Steering problem
where the backbone is under different control fromthe donmains
because it allows the overlay nature of the use of the backbone
network to be treated as a peer network relationship by the
controllers of the domains - the domai ns can be operated using
a single controller or a separate controller for each domain.

It is also possible to operate donmin interconnection when sone or
all domains do not have a controller. Segment Routing is capable of
routing a packet toward the next hop based on the top | abel on the
stack, and that |abel does not need to indicate an inmedi ately

adj acent node or link. In these cases, the packet may be forwarded
unt ouched, or the forwarding router may inpose a |locally-deterni ned
additional set of l|labels that define the path to the next hop
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PCE can be used to instruct the source host or a transit node on what
| abel stacks to add to packets. That is, a node that needs to inpose
| abel s (either to start routing the packet fromthe source host, or
to advance the packet froma transit router toward the destination)
can determine the | abel stack to use based on local function or can
have that stack supplied by a PCE. The PCE Protocol (PCEP) has been
extended to allow the PCE to supply a | abel stack for reaching a
specific destination either in response to a request or in an
unsolicited manner [I-D.ietf-pce-segnent-routing].

6. BGP-LS Consi derations

Thi s section gives an overview of the use of BGP-LS to export an
abstraction (or summary) of the connectivity across the backbone
network by nmeans of two figures that show different views of a sanple
net wor K.

Figure 2 shows a nore conplex reference architecture.

Figure 3 represents the mninum set of nodes and links that need to
be advertised in BGP>-LS with SR in order to perform Domain
Interconnect with traffic engineering across the backbone network:
the PEs, ASBRs, and gateways (GM), and the |inks between them In
particular, EPE [I-D.ietf-idr-bgpls-segnent-routing-epe] and TE
informati on with associated segnent IDs is advertised in BGP-LS with
SR.

Li nks that are advertised nay be physical links, links realized by
LSP tunnels, or abstract links. It is assumed that intra-AS |links
are either real links, RSVP-TE LSPs with allocated bandw dth, or SR
TE policies as described in
[I-D.previdi-idr-segnent-routing-te-policy]. Additional nodes
internal to an AS and their links to PEs, ASBRs, and/or GA may al so
be advertised (for exanple to avoid full nesh problens).
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Figure 2: Network View of Exanple Configuration
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Fi gure 3: Topol ogy View of Exanple Configuration
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A node (a PCE, router, or host) that is conputing a full or partial
path correlates the topology information dissem nated in BGP-LS with
SRwith the informati on advertised with the Tunnel Encapsul ation
attributes to conpute that path and obtain the SIDs for the el enents
on that path. |In order to allow a source host to conpute exit points
fromits domain, some subset of the above information needs to be

di sseminated within that domain.

What is advertised external to a given ASis controlled by policy at
the ASes’ PEs, ASBRs, and GM. Central control of what each node
shoul d advertise, based upon analysis of the network as a whole, is
an inportant additional function. This and the amount of policy

i nvol ved may nmake the use of a Route Reflector an attractive option

The configuration of which Iinks to other nodes and the
characteristics of those Iinks a given node advertises in BGP-LS with
SR is done locally at each node and pairw se coordi nati on between
link end-points is required to ensure consi stency.

Pat h Wei ghted ECVWP (PWECWP) is assumed to be used by a GWfor a given
source domain to send all flows to a given destination domain using
all paths in the backbone network to that destination domain in
proportion to the mni mum bandwi dth on each path. PWECWP is al so
assuned to be used by hosts within a source donain to send flows to
that domain’ s GAs.

7. Wirked Exanples

Figure 4 shows a view of the links, paths, and | abels that can be
assigned to part of the sanple network shown in Figure 2 and
Figure 3. The doubl e-dash lines (===) indicate LSP tunnels across
backbone ASes and dotted lines (...) are physical |inks.

At each node, a | abel nmay be assigned to each outgoing link. This is
shown in Figure 4. For exanple, at GMa the |abel L201 is assigned
to the link connecting GMa to PEla. At PElc, the label L302 is
assigned to the link connecting PElc to GMb. Labels ("binding
SIDs") may al so be assigned to RSVP-TE LSPs. For exanple, at PEla,

| abel L202 is assigned to the RSVP-TE LSP | eading from PEla to PElc.

At the destination domain, |abels L302 and L305 are "node-SI Ds"; they
represent GABb and Host3b respectively, rather than representing
particul ar 1inks.

When a node processes a packet, the label at the top of the | abe
stack indicates the Iink (or RSVP-TE LSP) on which that node is to
transmit the packet. The node pops that |abel off the |abel stack
before transnmitting the packet on the link. However, if the top
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| abel is a node-SID, the node processing the packet is expected to
transmt the packet on whatever link it regards as the shortest path
to the node represented by the |abel

e L202 -
| | | |
| PE1a | PELc]|
| | | |
- L203 -
- L205 e
| PELb| | PELd| : :
: © il 1207 -ee--- L209 ------ L303 :
:L201 [ | ======| ASBR2a| . . .. .. [ [ :
: : | I | L210 ---- :
© | PE2a| | ASBR3a| ======| PE3b| :
C | L208 ------ L211 | | L :
C | ======| ASBR2b| . . . . .. | | :
L204: R :
- L206 L301: & ...l :
: L304 :
.......... s
_| GMa - - | GALb| - | GMBa | --| GMBb -
I T I
| L103: - L102| | L303 - L304|
| : : | | : |
| N N | N3 N |
| . | | R |
| L101 : : [ [ - [
| Host 1a | | Host 3b (L305) |
| | | |
| Dond | I DonB |

Figure 4: Tunnels and Labels in Exanpl e Configuration
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Let’s consider several different possible ways to direct a packet
fromHostla in Donl to Host3b in DonB.

a.

Farre

Ful | source route inposed at source

In this case it is assumed that the entity responsible for
determining an end-to-end path has access to the topol ogi es of
bot h domai ns and of the backbone network. This m ght happen if

all of the networks are owned by the sanme operator in which case
the informati on can be shared into a single database for use by an
offline tool, or the information can be distributed using routing
protocol s such that the source host can see enough to select the
path. Alternatively, the end-to-end path could be produced

t hrough cooperati on between computation entities each responsible
for different domains al ong the path.

If the path is conputed externally it is pushed to the source
host. CQherwise, it is conmputed by the source host itself.

Suppose it is desired for a packet fromHostla to travel to Host3b
via the foll owi ng source route:

Host 1a- >N1- >G\a- >PEla- >( RSVP- TE LSP) - >PElc- >G/\8b- >N4- >Host 3b

Host 1a woul d i npose the foll owing | abel stack woul d be inposed
(with the first |abel representing the top of stack), and then
send the packet to NLI:

L103, L201, L202, L302, L304, L305

N1 sees L103 at the top of the stack, so it pops the stack and
forwards the packet to GMa. GMa sees L201 at the top of the
stack, so it pops the stack and forwards the packet to PEla. PEla
sees L202 at the top of the stack, so it pops the stack and
forwards the packet over the RSVP-TE LSP to PElc. As the packet
travels over this LSP, its top label will be an RSVP-TE signal ed

| abel representing the LSP. That is, PEla inposes an additiona

| abel stack entry for the tunnel LSP

At the end of the LSP tunnel, the MPLS tunnel |abel will be
popped, and PElc will see L302 at the top of the stack. PElc pops
the stack and forwards the packet to GABb. GMb will see L304 at
the top of the stack, so it pops the stack and forwards the packet
to M. Finally, N4 sees L305 at the top of the stack, so it pops
the stack and forwards the packet to Host 3b. No renote
visibility into DonS.
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b. It is possible that the source domain does not have visibility
into the destination domain.

This occurs if the destination donmain does not export its

topol ogy, but even in this case, it will export reachability
informati on so that the source host or the path conputation entity
will know

*  The GM through which the destination can be reached.
* The SID to use for the destination prefix.
Suppose we want a packet to foll ow the source route:
Host 1a- >N1- >GMa- >PEla- >( RSVP- TE LSP) - >PElc- >GMBb- >. . . - >Host 3b

(The ellipsis indicates a part of the path that is not explicitly
specified.) Thus, the | abel stack inposed at the source host
woul d be:

L103, L201, L202, L302, L305

Processing is as per case a., but when the packet reaches the GW
of the destination donmain, it can either sinply forward the packet
along the shortest path to Host3b, or it can insert additiona

| abel s to direct the path to the destination.

c. Donl only has reachability information

The source domain (or the path conputation entity) may be further
restricted inits view of the network. It is possible that it
knows the location of the destination in the destination domain,
and knows the GA to the destination domain that provide
reachability to the destination, but that it has no view of the
backbone network. This |leads to the packet being forwarded in a
manner simlar to 'per-donmain path conputation’ described in
Section 5.6.

At the source host a sinple |abel stack is inmposed navigating the
domai n and indicating the destination GV and the destination host.

L1021, L2103, L302, L305
As the packet |eaves the source domain, the source GW determn nes

the PE to use to enter the backbone using nothing nore than the
BGP preferred route to the destination GW
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8.

When the packet reaches the first PE it has a | abel stack just
identifying the destination GV and host (L302, L305). The PE uses
information it has about the backbone network topol ogy and

avail able LSPs to select an LSP tunnel, inpose the tunnel | abel
and forward t he packet.

When the packet reaches the end of the LSP tunnel, it is processed
as described in case b.

d. Stitched LSPs across the backbone

A variant of all these cases arises when the packet is sent using
a path that spans multiple ASes. For exanple, one that crosses
AS2 and AS3 as shown in Figure 2

In this case, basing the exanple on case a., the source host would
i mpose the | abel stack

L102, L206, L207, L209, L210, L301, L303, L305
and woul d then send the packet to N2.

When t he packet reaches PE2a as previously described and the top
| abel (L207) selects an LSP tunnel that |eads to ASBR2a. At the
end of that LSP tunnel the next |abel (L209) routes the packet
from ASBR2a to the ASBR3a, where the next |abel (L210) identifies
the next LSP tunnel to use. Thus, SR has been used to stitch
together LSPs to nmake a | onger path segnent. As the packet
energes fromthe final LSP tunnel, forwarding continues as
previously descri bed.

Label Stack Depth Considerations

As described in Section 3.1, one of the issues with a Segnent Routing
approach is that the label stack can get large, for exanple when the
source route beconmes long. A nechanismto nitigate this problemis

needed if the solution is to be fully applicable in all environnents.

An Internet-Draft called "Segnent Routing Traffic Engineering Policy
using BG" [I-D.previdi-idr-segnment-routing-te-policy] introduces the
concept of hierarchical source routes as a way to conpress source
route headers. It functions by having the egress node for a set of
source routes advertise those source routes along with an explicit
request that each node that is an ingress node for one or nore of
those source routes should advertise a binding SID for the set of
source routes for which it is the ingress. (It should be noted that
the set of source routes can either be advertised by the egress node
as described here, or could be advertised by a controller on behalf
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of the egress node.) Such an ingress node advertises its set of
source routes and a binding SID as an adj acency in BGP-LS as
described in Section 6. These source routes represent the weighted
ECVP pat hs between the ingress node and the egress node. (Note al so
that the binding SID may be supplied by the node that advertises the
source routes - the egress or the controller - or may be chosen by

i ngress node.)

A remote node that wishes to reach the egress node woul d then
construct a source route consisting of the segnent | Ds necessary to
reach one of the ingress nodes for the path it w shes to use al ong
with the binding SID that the ingress node advertised to identify the
set of paths. Wen the selected ingress node receives a packet with
a binding SIDit has advertised, it replaces the binding SIDwith the
| abel s for one of its source routes to the egress node (it wll
choose one of the source routes in the set according to its own

wei ghting algorithms and policy).

8.1. Wirked Exanpl e

Consi der the topology in Figure 4. Suppose that it is desired to
construct full segnent routed paths fromingress to egress, but that
the resulting | abel stack (segnment route) is too large. |In this case
the gateways to DonmB (GMBa and GABb) can advertise all of the source
routes fromthe gateways to Doml (GMa and GAb). The gateways to
Donl then assign binding SIDs to those source routes and adverti se
those SIDs into BGP-LS

Thus, GMBb woul d advertise the two source routes (L201, L202, L302
and L201, L203, L302), and GMa woul d advertise into BGP-LS its

adj acency to GMb along with a binding SID. Should Hostla wish to
send a packet via GMa and GMABb, it can include L103 and this binding
SIDin the source route. GMa is free to choose which source route
to use between itself and GABb using its wei ghted ECVMP al gorithm
Simlarly, GABa would advertise the followi ng set of source routes:
o L201, L202, L304

o L201, L203, L304

o L204, L205, L303

o L206, L207, L209, L210, L301

o L206, L208, L211, L210, L301
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GMa woul d advertise a binding SID for the first three, and GALb
woul d advertise a binding SID for the other two.

9. Gateway Considerations

As described in Section 5, we define a new tunnel type, "SR tunnel",
and when the GM to a given donmain advertise a route to a prefix X
within the domain, they will each include a Tunnel Encapsul ation
attribute with nmultiple tunnel instances each of type "SR tunnel",
one for each GWand each containing a Renote Endpoint sub-TLV with
that GWs address.

In other words, each route advertised by any GNidentifies all of the
G to the sanme donain.

Therefore, even if only one of the routes is distributed to other
ASes, it will not matter how nmany tines the next hop changes, as the
Tunnel Encapsul ation attribute (and its renote endpoi nt sub-TLVs)

wi Il remai n unchanged.

9.1. Domain Gateway Auto-Di scovery

To allow a given donain’s GA to auto-di scover each other and to
coordinate their operations, the foll owi ng procedures are inpl enented
[1-D.ietf-bess-datacenter-gateway]:

o0 Each GWis configured with an identifier for the domain that is
common across all GM to the domain (i.e., all GM to all dommins
that are connected) and uni que across all domains that are
connect ed.

0 Aroute target [RFC4360] is attached to each GW s auto-di scovery
route and has its value set to the domain identifier.

0 Each GWconstructs an inport filtering rule to inport any route
that carries a route target with the same domain identifier that

the GWitself uses. This means that only these GM will inport
those routes and that all GA to the same domain will inport each
other’s routes and will learn (auto-discover) the current set of

active GN for the domain.

0 The auto-discovery route each GWNadvertises consists of the
fol | owi ng:

* An IPv4 or I1Pv6 NLRI containing one of the GNs | oopback

addresses (that is, with AFI/SAFI that is one of 1/1, 2/1, 1/4,
2/ 4).
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* A Tunnel Encapsul ation attribute containing the GN's
encapsul ati on i nformati on, which at a m ni mum consists of an SR
tunnel TLV (type to be allocated by 1ANA) with a Renote
Endpoi nt sub-TLV [I-D.ietf-idr-tunnel -encaps].

To avoid the side effect of applying the Tunnel Encapsul ation
attribute to any packet that is addressed to the GN the GWNshoul d
use a different |oopback address.

Each GWwi |l include a Tunnel Encapsul ation attribute for each GW
that is active for the domain (including itself), and will include
these in every route advertised externally to the domain by each GW
As the current set of active GAM changes (due to the addition of a
new GNor the failure/renoval of an existing GN each externally
advertised route will be re-advertised with the set of SR tunnel
instances reflecting the current set of active GM\.

9.2. Relationship to BGP Link State and Egress Peer Engi neering

When a renpte GWNreceives a route to a prefix X it can use the SR
tunnel instances within the contai ned Tunnel Encapsul ation attribute
to identify the GA through which X can be reached. It uses this
informati on to conpute SR TE pat hs across the backbone network

| ooking at the information advertised to it in SR BGP Link State
(BGP-LS) [I-D.gredler-idr-bgp-Is-segnment-routing-ext] and correl ated
using the domain identity. SR Egress Peer Engineering (EPE)
[I-D.ietf-idr-bgpls-segnent-routing-epe] can be used to suppl enent
the information advertised in the BGP-LS

9.3. Advertising a Domain Route Externally

When a packet destined for prefix Xis sent on an SR TE path to a GW
for the domain containing X, it needs to carry the receiving GN's

| abel for X such that this label rises to the top of the stack before
the GWconplete its processing of the packet. To achieve this we

pl ace a prefix-SID sub-TLV for X in each SR tunnel instance in the
Tunnel Encapsul ation attribute in the externally advertised route for
X.

Alternatively, if the GM for a given donmain are configured to allow
renote G to perform SR TE through that domain for a prefix X then
each GWconputes an SR TE path through that domain to X from each of
the current active GAM and places each in an MPLS | abel stack sub-TLV
[I-D.ietf-idr-tunnel-encaps] in the SR tunnel instance for that GW
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9. 4.

10.

Encapsul ati ons

If the G for a given domain are configured to allow renote GM send
them a packet in that domain's native encapsul ati on, then each GW
will also include multiple instances of a tunnel TLV for that native
encapsul ati on, one for each GWand each containing a renote endpoint
sub-TLV with that GWNs address, in externally advertised routes. A
renote GWmay then encapsul ate a packet according to the rules
defined via the sub-TLVs included in each of the tunnel TLV

i nst ances.

Security Considerations

There are several security domains and associated threats in this
architecture. SR is itself a data transm ssion encapsul ation that
provi des no additional security, so security in this architecture
relies on higher |ayer nechanisns (for exanple, end-to-end encryption
of pay-load data), security of protocols used to establish
connectivity and distribute network information, and access contro

so that control plane and data pl ane packets are not adnmitted to the
net wor k from out si de

This architecture utilizes a nunber of control plane protocols within
domai ns, within the backbone, and north-south between controllers and
domains. Only minor nodifications are made to BGP as described in
[1-D.ietf-bess-datacenter-gateway], otherwi se this achetecture uses
exi sting protocols and extensions so no new security risks are

i ntroduced.

Speci al care should, however, be taken when routing protocols export
or inport information fromor to donmains that might have a security
nmodel based on secure boundaries and internal nutual trust. This is
not abl e when:

0 BGP-LS is used to export topology information fromw thin a donain
to a controller that may be sited outside the donain

0 A sout hbound protocol such as BGP-LU or Netconf is used to instal
state in the network froma controller that may be sited outside
t he domai n.

In these cases protocol security mechani snms should be used protect
the information in transit and to ensure that information entering or
| eaving the domain and to authenticate the out of domain node (the
controller) to ensure that confidential/private information is not

| ost and that data or configuration is not falsified.

Farrel & Drake Expires May 1, 2018 [ Page 29]



Internet-Draft SR Donmi n | nterconnect Cct ober 2017

11.

12.

13.

14.

Management Consi derations
TBD
| ANA Consi derations

Thi s docunent nakes no requests for | ANA action.
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