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Abstract

Segnent Routing (SR) | everages source routing. A node steers a
packet through a controlled set of instructions, called segnents, by
prependi ng the packet with an SR header. A segnent can represent any
i nstruction topol ogical or service-based. SR allows to enforce a
flow t hrough any topol ogical path while maintaining per-flow state
only at the ingress node of the SR donain.

The Segnent Routing architecture can be directly applied to the MPLS
dat apl ane with no change on the forwarding plane. It requires a
m nor extension to the existing link-state routing protocols.

This docunent illustrates the application of Segnent Routing to solve
the BGP Egress Peer Engineering (BGP-EPE) requirenent. The SR-based
BGP- EPE solution allows a centralized (Software Defined Network, SDN)
controller to program any egress peer policy at ingress border
routers or at hosts within the domain.

Requi renents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on June 24, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The docunent is structured as foll ows:

0 Section 1 states the BGP- EPE probl em statenent and provides the
key references.

0 Section 2 defines the different BGP Peering Segnents and the
semantic associated to them

0 Section 3 describes the autonated allocation of BGP Peering
Segnent-1Ds (SIDs) by the BGP-EPE enabl ed egress border router and
the automated signaling of the external peering topology and the
related BGP Peering SID s to the collector
[I-D.ietf-idr-bgpls-segnent-routing-epe].

0 Section 4 overviews the conponents of a centralized BGP- EPE
controller. The definition of the BGP-EPE controller is outside
the scope of this docunent.

0 Section 5 overviews the nethods that could be used by the
centralized BGP-EPE controller to inplement a BGP-EPE policy at an
i ngress border router or at a source host within the domain. The
exhaustive definition of all the neans to program an BGP- EPE i nput
policy is outside the scope of this document.

For editorial reasons, the solution is described wth | Pv6 addresses
and MPLS SIDs. This solution is equally applicable to IPv4 with MPLS
SIDs and also to | Pv6 with native | Pv6 Sl Ds.

1.1. Probl em Statenent

The BGP- EPE probl em statement is defined in [ RFC7855].

A centralized controller should be able to instruct an ingress
Provi der Edge router (PE) or a content source within the domain to
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use a specific egress PE and a specific external interface/ nei ghbor
to reach a particul ar destination

Let’s call this solution "BGP-EPE" for "BGP Egress Peer Engi neering"”

The centralized controller is called the "BGP-EPE Controller". The
egress border router where the BGP-EPE traffic steering functionality
is inplemented is called a BGP-EPE enabl ed border router. The input
policy programred at an ingress border router or at a source host is
call ed a BGP-EPE policy.

The requirenents that have notivated the solution described in this
docunent are listed here bel ow

0

The solution MIST apply to the Internet use-case where the
Internet routes are assuned to use |Pv4 unl abel ed or |1Pv6

unl abeled. It is not required to place the Internet routes in a
VRF and allocate | abels on a per route, or on a per-path basis.

The sol uti on MJST support any depl oyed i BGP schenes (RRs,
confederations or iBGP full meshes).

The sol ution MJST be applicable to both routers with external and
i nternal peers.

The solution should minimze the need for new BGP capabilities at
the ingress PEs.

The sol uti on MJUST accommopdat e an i ngress BGP-EPE policy at an
ingress PE or directly at a source within the donmain.

The sol uti on MAY support autonated Fast Reroute (FRR) and fast
conver gence nechani sns.

The followi ng reference diagramis used throughout this docunent.

-------- + e
I I I
H B------ D G
| +---/] AS 2 |\ +------ +
|/ oo - +\ |---L/8
ASl C--+ \| [
[\V N e +/] AS4|---M8
| \\ +E [/ +------ +
X [ W\ | K
| +===F AS 3 |
-------- + Fommoo -t

Figure 1: Reference Di agram
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| P addr essi ng:

o Cs interface to Di 2001:db8:cd::c/64, D s interface:
2001: db8: cd: : d/ 64

o Cs interface to Ei 2001:db8:ce::c/64, E s interface:
2001: db8: ce: : e/ 64

0 C s upper interface to F: 2001:db8:cfl::c/64, F s interface:
2001: db8: cf1::f/ 64

o Cs lower interface to F: 2001:db8:cf2::c/64, F s interface:
2001: db8:cf2::f/ 64

o BGP router-IDof C 192.0.2.3
0o BGP router-1D of D 192.0.2.4
0 BGP router-IDof E 192.0.2.5
0o BGP router-IDof F 192.0.2.6

0 Loopback of F used for eBGP nmulti-hop peering to C
2001: db8:f::f/128

o0 C s loopback is 2001:db8:c::c/128 with SID 64

C s BGP peering:

0 Single-hop eBGP peering with neighbor 2001: db8:cd::d (D)

o Single-hop eBGP peering with neighbor 2001: db8:ce::e (E)

0o Milti-hop eBGP peering with F on I P address 2001:db8:f::f (F)
C s resolution of the multi-hop eBGP session to F:

o0 Static route to 2001:db8:f::f/128 via 2001: db8: cf1::f

0 Static route to 2001:db8:f::f/128 via 2001: db8: cf2::f

Cis configured with local policy that defines a BGP PeerSet as the
set of peers (2001:db8:ce::e for E and 2001:db8:f::f for F)

X is the BGP-EPE controller within AS1 donmi n.

His a content source within AS1 domai n.
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2

BGP Peering Segnents

As defined in [I-D.ietf-spring-segnent-routing], certain segnents are
defined by a BGP-EPE capabl e node and corresponding to its attached
peers. These segnents are called BGP peering segnents or BGP Peering
SI Ds. They enabl e the expression of source-routed inter-donmain

pat hs.

An ingress border router of an AS may conpose a list of segments to

steer a flow along a selected path within the AS, towards a sel ected
egress border router C of the AS and through a specific peer. At

m ni mum a BGP Egress Peering Engineering policy applied at an

i ngress EPE involves two segnents: the Node SID of the chosen egress
EPE and then the BGP Peering Segment for the chosen egress EPE peer

or peering interface.

[I-D.ietf-spring-segnent-routing] defines three types of BGP peering
segnment s/ SI Ds: Peer Node SI D, PeerAdj SID and PeerSet SID.

A Peer Node Segnent is a segnment describing a peer, including the SID
(PeerNode SID) allocated to it.

A Peer Adjacency Segnent is a segnent describing a |ink, including
the SID (PeerAdj SID) allocated to it.

A Peer Set Segnent is a segnment describing a link or a node that is
part of the set, including the SID (PeerSet SID) allocated to the
set.

Di stribution of Topology and TE Information using BGP-LS

In ships-in-the-night node with respect to the pre-existing i BGP
design, a BGP-LS [ RFC7/752] session is established between the BGP- EPE
enabl ed border router and the BGP-EPE controller.

As a result of its local configuration and according to the behavior
described in [I-D.ietf-idr-bgpls-segment-routing-epe], node C

al l ocates the foll owi ng BGP Peering Segments
([I-D.ietf-spring-segment-routing]):

0 A PeerNode segnent for each of its defined peer (D 1012, E: 1022
and F: 1052).

0 A PeerAdj segnment for each recursing interface to a multi-hop peer
(e.g.: the upper and lower interfaces fromCto F in figure 1).
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(o]

A Peer Set segnent to the set of peers (E and F). In this case the
Peer Set represents a set of peers (E, F) belonging to the sanme AS
(AS 3).

C progranms its forwardi ng tabl e accordingly:

I ncom ng Qut goi ng

Label Operation Interface

1012 POP link to D

1022 POP link to E

1032 POP upper link to F

1042 POP lower link to F

1052 POP | oad bal ance on any link to F

1060 POP | oad bal ance on any link to E or to F

Csignals the related BGP-LS NLRI's to the BGP-EPE controller. Each
such BGP-LS route is described in the follow ng subsections according
to the encoding details defined in
[I-D.ietf-idr-bgpls-segnent-routing-epe].

3. 1.

PeerNode SID to D

Descri ptors:

0 Local Node Descriptors (BGP router-I1D, ASN, BGP-LS ldentifier):
192.0.2.3, AS1, 1000

0 Renote Node Descriptors (BGP router-1D, ASN): 192.0.2.4, AS2

0 Link Descriptors (IPv6 Interface Address, |Pv6 Nei ghbor Address):
2001: db8: cd: : c, 2001:db8:cd::d

Attributes:

0 PeerNode SID: 1012

3.2. PeerNode SIDto E

Descri ptors:

(0]

Local Node Descriptors (BGP router-1D, ASN, BGP-LS Identifier)):
192.0. 2.3, AS1, 1000

Renot e Node Descriptors (BGP router-ID, ASN): 192.0.2.5, AS3

Li nk Descriptors (I Pv6 Interface Address, |Pv6 Nei ghbor Address):
2001: db8: ce::c, 2001:db8:ce::e
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Attributes:

0 PeerNode SID: 1022

0 PeerSetSID: 1060

0o Link Attributes: see section 3.3.2 of [RFC7752]
3.3. PeerNode SIDto F

Descri ptors:

0 Local Node Descriptors (BGP router-I1D, ASN, BGP-LS Identifier)):
192.0.2.3, AS1, 1000

0 Renote Node Descriptors (BGP router-1D, ASN): 192.0.2.6, AS3

0 Link Descriptors (IPv6 Interface Address, |Pv6 Nei ghbor Address):
2001: db8:c::c, 2001:db8:f::f

Attributes:

0 PeerNode SID: 1052

0 PeerSetSID: 1060
3.4. First PeerAdj to F

Descri ptors:

0 Local Node Descriptors (BGP router-I1D, ASN, BGP-LS Identifier)):
192.0.2.3, AS1, 1000

0 Renote Node Descriptors (BGP router-1D, ASN): 192.0.2.6, AS3

0 Link Descriptors (IPv6 Interface Address, |Pv6 Nei ghbor Address):
2001: db8: cf1l::c, 2001:db8:cfl::f

Attributes:
0 PeerAdj-SID 1032

0 LinkAttributes: see section 3.3.2 of [RFC7752]
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3. 5.

Second PeerAdj to F

Descri ptors:

0 Local Node Descriptors (BGP router-1D, ASN, BGP-LS ldentifier)):
192.0.2.3 , ASl1
0 Renote Node Descriptors (peer router-I1D, peer ASN): 192.0.2.6, AS3
0 Link Descriptors (IPv6 Interface Address, |Pv6 Nei ghbor Address):
2001: db8: cf2::c, 2001:db8:cf2::f
Attributes:
0 PeerAdj-SID 1042
0 LinkAttributes: see section 3.3.2 of [RFC7752]
3.6. Fast Reroute (FRR
A BGP- EPE enabl ed border router MAY all ocate a FRR backup entry on a
per BGP Peering SID basis. One exanple is as foll ows:
0 PeerNode SID
1. If multi-hop, backup via the remaining PeerADJ SIDs (if
avail able) to the same peer.
2. Else backup via another PeerNode SID to the sane AS.
3. Else pop the PeerNode SID and performan | P | ookup.
o PeerAdj SID
1. If to a multi-hop peer, backup via the remaining Peer ADJ S| Ds
(if available) to the sane peer.
2. Else backup via a PeerNode SID to the sane AS.
3. Else pop the PeerNode SID and performan | P | ookup.
o0 PeerSet SID

1. Backup via remraining PeerNode SIDs in the sanme Peer Set.

2. Else pop the PeerNode SID and | P | ookup.
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Let's illustrate different types of possible backups using the
ref erence di agram and consi dering the Peering SIDs allocated by C

Peer Node SID 1052, allocated by C for peer F:

o Upon the failure of the upper connected |link CF, C can reroute all
the traffic onto the lower CF link to the sane peer (F).

Peer Node SID 1022, allocated by C for peer E

o0 Upon the failure of the connected link CE, C can reroute all the
traffic onto the link to PeerNode SID 1052 (F).

Peer Node SID 1012, allocated by C for peer D

o0 Upon the failure of the connected link CD, C can pop the Peer Node
SID and | ookup the | P destination address in its FIB and route
accordingly.

Peer Set SI D 1060, allocated by C for the set of peers E and F:

0 Upon the failure of a connected link in the group, the traffic to
Peer Set SID 1060 is rerouted on any other nenber of the group

For specific business reasons, the operator m ght not want the
default FRR behavior applied to a PeerNode SID or any of its
dependent Peer ADJ SI D

The operator should be able to associate a specific backup Peer Node
SID for a PeerNode SID: e.g., 1022 (E) nust be backed up by 1012 (D)
whi ch overrul es the default behavi or which would have preferred F as
a backup for E.

4. BGP-EPE Controller
In this section, Let’'s provide a non-exhaustive set of inputs that a
BGP- EPE controller would likely collect such as to performthe BGP-
EPE policy deci sion.
The exhaustive definition is outside the scope of this docunent.

4.1. Valid Paths From Peers
The BGP- EPE controller should collect all the BGP paths (i.e.: IP

destination prefixes) advertised by all the BGP-EPE enabl ed border
router.
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This could be realized by setting an i BGP session with the BGP- EPE
enabl ed border router, with the router configured to advertise all
pat hs usi ng BGP add-path [ RFC7911] and the original next-hop

pr eserved.

In this case, C would advertise the following Internet routes to the
BGP- EPE controller:

0 NLRI <2001: db8: abcd::/48>, next-hop 2001:db8:cd::d, AS Path {AS 2,
4}

* X (i.e.: the BGP-EPE controller) knows that C receives a path
to 2001: db8: abcd: : /48 via nei ghbor 2001: db8: cd::d of AS2

0 NLRI <2001: db8: abcd::/ 48>, next-hop 2001:db8:ce::e, AS Path {AS 3,
4}

* X knows that C receives a path to 2001: db8: abcd: :/48 via
nei ghbor 2001: db8: ce:: e of AS2

0 NLRI <2001: db8: abcd::/48>, next-hop 2001:db8:f::f, AS Path {AS 3,
4}

* X knows that C has an eBGP path to 2001: db8: abcd: :/48 via AS3
vi a nei ghbor 2001: db8:f::f

An alternative option would be for a BGP-EPE collector to use BGP
Monitoring Protocol (BMP) [ RFC7854] to track the Adj-RIB-In of BGP-
EPE enabl ed border routers.

4.2. Intra-Donmai n Topol ogy

The BGP- EPE controller should collect the internal topology and the
related |1 GP Sl Ds.

This could be realized by collecting the |GP LSDB of each area or
runni ng a BGP-LS session with a node in each | GP area.

4.3. External Topol ogy

Thanks to the collected BGP-LS routes described in section 2, the
BGP- EPE controller is able to nmaintain an accurate description of the
egress topol ogy of node C. Furthernore, the BGP-EPE controller is
able to associate BGP Peering SIDs to the various components of the
ext ernal topol ogy.
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4.4. SLA characteristics of each peer

The BGP- EPE controller mght collect SLA characteristics across
peers. This requires an BGP-EPE sol ution as the SLA probes need to
be steered via non-best-path peers.

Uni directional SLA nmonitoring of the desired path is likely required.
This m ght be possible when the application is controlled at the
source and the receiver side. Unidirectional nonitoring dissociates
the SLA characteristic of the return path (which cannot usually be
controlled) fromthe forward path (the one of interest for pushing
content froma source to a consumer and the one which can be
controlled).

Al ternatively, Extended Metrics, as defined in [ RFC7810] could al so
be advertised using BGP-LS ([I-D.ietf-idr-te-pmbgp]).

4.5, Traffic Matrix

The BGP- EPE controller mght collect the traffic matrix to its peers
or the final destinations. |PFIX [RFCr7011] is a likely option

An alternative option consists in collecting the link utilization
statistics of each of the internal and external |inks, also available
in the current definition of [RFC7752].

4. 6. Busi ness Polici es

The BGP- EPE control |l er should be configured or collect business
policies through any desired nmechani sns. These nmechani sns by which
these policies are configured or collected are outside the scope of
thi s docunent.

4.7. BGP-EPE Policy

On the basis of all these inputs (and likely others), the BGP-EPE
Controll er decides to steer sonme demands away fromtheir best BGP
pat h.

The BGP-EPE policy is likely expressed as a two-entry segnent |i st
where the first elenent is the IGP prefix SID of the sel ected egress
border router and the second element is a BGP Peering SID at the

sel ected egress border router.

A few exanpl es are provided hereafter

o Prefer egress PE C and peer AS AS2: {64, 1012}. "64" being the SID
of PE C as defined in Section 1.1.
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0 Prefer egress PE C and peer AS AS3 via eBGP peer 2001: db8:ce::e,
{64, 1022}.

o Prefer egress PE C and peer AS AS3 via eBGP peer 2001:db8:f::f,
{64, 1052}.

o0 Prefer egress PE C and peer AS AS3 via interface 2001: db8:cf2::f
of multi-hop eBGP peer 2001:db8:f::f, {64, 1042}.

o Prefer egress PE C and any interface to any peer in the group
1060: {64, 1060}.

Note that the first SID could be replaced by a Iist of segments.
This is useful when an explicit path within the domain is required
for traffic engineering purposes. For exanple, if the Prefix SID of
node B is 60 and the BGP-EPE controller would like to steer the
traffic fromA to Cvia B then through the external link to peer D
then the segment |ist would be {60, 64, 1012}.

5. Programmi ng an input policy
The det ail ed/ exhaustive description of all the nmeans to inplenent an
BGP- EPE policy are outside the scope of this docunent. A few
exanpl es are provided in this section.

5.1. At a Host
A static I P/MPLS route can be programmed at the host H  The static
route would define a destination prefix, a next-hop and a |abel stack
to push. Assuning a global SRGB, at |east on all access routers
connecting the hosts, the sanme policy can be programred across al
hosts, which is convenient.

5.2. At arouter - SR Traffic Engineering tunne
The BGP- EPE controller can configure the ingress border router with
an SR traffic engineering tunnel Tl and a steering-policy S1 which
causes a certain class of traffic to be mapped on the tunnel TI1.
The tunnel T1 would be configured to push the required segnent |ist.

The tunnel and the steering policy could be configured via nmultiple
means. A few exanples are given bel ow

0 PCEP according to [I-D.ietf-pce-segnent-routing] and
[I-D.ietf-pce-pce-initiated-Isp].

0o Netconf ([RFC6241]).
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0 Oher static or ephemeral APIs
Exanpl e: at router A (Figure 1).

Tunnel T1:. push {64, 1042}
IP route L/8 set next-hop T1

5.3. At a Router - BGP Label ed Unicast route (RFC8277)

The BGP-EPE Controller could build a BGP Label ed Uni cast route
[ RFC8277]) route (fromscratch) and send it to the ingress router

0 NLRI: the destination prefix to engineer: e.g., L/8.

0 Next-Hop: the selected egress border router: C

0 Label: the selected egress peer: 1042.

0 AS path: reflecting the selected valid AS path.

0 Some BGP policy to ensure it will be selected as best by the
ingress router. Note that as discussed in RFC 8277 section 5, the
conpari son of | abel ed and unl abel ed unicast BGP route is
i mpl enent ati on dependent and hence may require an inplenmentation
specific policy on each ingress router

Thi s BGP Label ed unicast route (RFC3277) "overwites" an equival ent

or less-specific "best path". As the best-path is changed, this BGP-

EPE i nput policy option may influence the path propagated to the

upstream peer/custoners. |Indeed, inplenmentations treating the SAFI-1

and SAFI-4 routes for a given prefix as conparable would trigger a

BGP W THDRAW of the SAFI-1 route to their BGP upstream peers.

5.4. At a Router - VPN policy route

The BGP-EPE Controller could build a VPNv4 route (from scratch) and
send it to the ingress router:

0 NLRI: the destination prefix to engineer: e.g., L/8.

0 Next-Hop: the selected egress border router: C

0 Label: the selected egress peer: 1042.

0 Route-Target: selecting the appropriate VRF at the ingress router

0 AS path: reflecting the selected valid AS path.
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0 Some BGP policy to ensure it will be selected as best by the
ingress router in the related VRF.

The related VRF nust be preconfigured. A VRF fallback to the nain
FI B m ght be beneficial to avoid replicating all the "nornal"
Internet paths in each VRF.

| Pv6 Dat apl ane

The described solution is applicable to I Pv6, either with MPLS-based
or | Pv6-Native segnents. |n both cases, the sane three steps of the
solution are applicable:

0 BGP-LS-based signaling of the external topology and BGP Peering
Segments to the BGP-EPE controller.

0 Collection of various inputs by the BGP-EPE controller to cone up
with a policy decision.

0 Progranmi ng at an ingress router or source host of the desired
BGP- EPE policy which consists in a list of segnments to push on a
defined traffic class.

Benefits

The BGP- EPE sol uti ons described in this docunment have the follow ng
benefits:

0 No assunption on the i BGP design wthin ASL.

0 Next-Hop-Self on the Internet routes propagated to the ingress
border routers is possible. This is a conmmon design rule to
m nimze the nunber of I1GP routes and to avoid inporting externa
churn into the internal routing donain.

0 Consistent support for traffic engineering within the domain and
at the external edge of the donain.

0 Support both host and ingress border router BGP-EPE policy
pr ogr ami ng.

0 BGP-EPE functionality is only required on the BGP-EPE enabl ed
egress border router and the BGP-EPE controller: an ingress policy
can be programmed at the ingress border router w thout any new
functionality.
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8.

10.

11.

12.

13.

13.

0 Ability to deploy the sanme input policy across hosts connected to
different routers (assum ng the gl obal property of I1GP prefix
Sl Ds) .

| ANA Consi derations
Thi s docunment does not request any | ANA allocations.

Manageabi l ity Consi derations
The BGP- EPE use-case described in this docunent requires BGP-LS
([ RFC7752] ) extensions that are described in
[I-D.ietf-idr-bgpls-segnent-routing-epe]. The required extensions
consi sts of additional BGP-LS descriptors and TLVs that will follow
the sane. Manageability functions of BGP-LS, described in [RFC7752]
al so apply to the extensions required by the EPE use-case.

Addi tional Manageability considerations are described in
[I-D.ietf-idr-bgpls-segnent-routing-epe].

Security Considerations
[ RFC7752] defines BGP-LS NLRI's and their associated security aspects.
[I-D.ietf-idr-bgpls-segnent-routing-epe] defines the BGP-LS
ext ensi ons required by the BGP-EPE nechani sns described in this
docunent. BGP-EPE BGP-LS extensions also include the rel ated
security.

Contributors

Dani el G nsburg substantially contributed to the content of this
docunent .

Acknowl edgenent s

The authors would |ike to thank Acee Lindem for his comments and
contri bution.

Ref er ences
1. Nornmtive References

[I-D.ietf-idr-bgpls-segnent-routing-epe]
Previdi, S., Filsfils, C, Patel, K, Ray, S., and J.
Dong, "BGP-LS extensions for Segnent Routing BGP Egress
Peer Engi neering", draft-ietf-idr-bgpls-segnent-routing-
epe-14 (work in progress), Decenber 2017

Filsfils, et al. Expi res June 24, 2018 [ Page 16]



Internet-Draft

Segnent Routing Centralized EPE Decenber 2017

[I-D.ietf-spring-segment-routing]

[ RFC2119]

[ REC7752]

Filsfils, C., Previdi, S., Gnsberg, L., Decraene, B.,

Li tkowski, S., and R Shakir, "Segnent Routing
Architecture", draft-ietf-spring-segnment-routing-14 (work
in progress), Decenber 2017.

Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,

DA 10.17487/ RFC2119, March 1997,

<https://ww. rfc-editor.org/info/rfc2119>.

Gedler, H, Ed., Medved, J., Previdi, S., Farrel, A, and
S. Ray, "North-Bound Distribution of Link-State and
Traffic Engineering (TE) Information Using BGP', RFC 7752,
DA 10.17487/ RFC7752, March 2016,

<https://ww. rfc-editor.org/info/rfc7752>.

13.2. Infornmtive References

[1-Dietf-i

dr-te-pm bgp]

G nsberg, L., Previdi, S., Wi, Q, Gedler, H, Ray, S.,
Tantsura, J., and C. Filsfils, "BGP-LS Advertisenent of
I GP Traffic Engineering Perfornmance Metric Extensions”,
draft-ietf-idr-te-pmbgp-08 (work in progress), August
2017.

[I-D.ietf-pce-pce-initiated-I|sp]

Crabbe, E., Mnei, |., Sivabalan, S., and R Varga, "PCEP
Extensions for PCE-initiated LSP Setup in a Stateful PCE
Model ", draft-ietf-pce-pce-initiated-Isp-11 (work in
progress), Cctober 2017.

[I-D.ietf-pce-segnent-routing]

[ RFC6241]

[ RFC7011]

Sivabalan, S., Filsfils, C., Tantsura, J., Henderickx, W,
and J. Hardwi ck, "PCEP Extensions for Segment Routing",
draft-ietf-pce-segnment-routing-11 (work in progress),
Novenber 2017.

Enns, R, Ed., Bjorklund, M, Ed., Schoenwael der, J., Ed.,
and A. Bierman, Ed., "Network Configuration Protocol
(NETCONF) ", RFC 6241, DA 10.17487/ RFC6241, June 2011,
<https://ww. rfc-editor.org/info/rfc6241>.

Claise, B., Ed., Trammell, B., Ed., and P. Aitken,
"Specification of the IP Flow Information Export (IPFIX)
Protocol for the Exchange of Flow Information", STD 77,
RFC 7011, DO 10. 17487/ RFC7011, Septenber 2013,
<https://ww. rfc-editor.org/info/rfc7011>.

Filsfils, et al. Expi res June 24, 2018 [ Page 17]



Internet-Draft Segnent Routing Centralized EPE Decenber 2017

[ RFC7810] Previdi, S., Ed., G acalone, S, Ward, D., Drake, J., and
Q Wi, "IS-IS Traffic Engineering (TE) Metric Extensions”,
RFC 7810, DA 10.17487/ RFC7810, My 2016,
<https://ww.rfc-editor.org/info/rfc7810>.

[ RFC7854] Scudder, J., Ed., Fernando, R, and S. Stuart, "BGP
Moni toring Protocol (BMP)", RFC 7854,
DO 10.17487/ RFC7854, June 2016,
<https://www. rfc-editor.org/info/rfc7854>.

[ RFC7855] Previdi, S., Ed., Filsfils, C, Ed., Decraene, B.,
Li t kowski, S., Horneffer, M, and R Shakir, "Source
Packet Routing in Networking (SPRING Problem Statenent
and Requirenents", RFC 7855, DO 10.17487/RFC7855, May
2016, <https://ww.rfc-editor.org/info/rfc7855>.

[ RFC7911] Wilton, D., Retana, A, Chen, E., and J. Scudder,
"Advertisenment of Multiple Paths in BGP', RFC 7911,
DO 10.17487/ RFC7911, July 20186,
<https://www. rfc-editor.org/info/rfc7911>.

[ RFC8277] Rosen, E., "Using BGP to Bind MPLS Labels to Address
Prefixes", RFC 8277, DO 10.17487/ RFC8277, Cctober 2017,
<https://ww. rfc-editor.org/info/rfc8277>.

Aut hors’ Addr esses

Clarence Filsfils (editor)
Cisco Systens, Inc.

Brussel s
BE
Email: cfilsfil @isco.com

St ef ano Previ di

Ci sco Systens, Inc.

Italy

Enmai | : stefano@revi di. net
Gaurav Dawa (editor)

Ci sco Systens, Inc.

USA

Enai |l : gdawa.ietf@nuail.com

Filsfils, et al. Expi res June 24, 2018 [ Page 18]



Internet-Draft

Ebben Aries

Juni per Net wor ks
1133 I nnovati on Vay
Sunnyval e CA 94089
us

Emai | : exa@ uni per. net
Dmitry Afanasiev
Yandex

RU

Emai | : fl Ow@andex-teamru

Filsfils, et al. Expi res June 24, 2018

Segnent Routing Centralized EPE

Decenber 2017

[ Page 19]



