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Abst r act

O'ten, connections created across the Internet have nultiple options
of how to conmuni cate: address fanmilies, specific |P addresses,
networ k attachments, and application and transport protocols. This
docunent describes how an inplenmentation can race nultiple options
during connection establishnent, and expose this functionality

t hrough an API.
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This Internet-Draft is submtted in full conformance with the
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Internet-Drafts are working docunents of the Internet Engineering
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wor ki ng documents as Internet-Drafts. The list of current Internet-
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1. Introduction

OCONNNOORPRWWWWN

O'ten, connections created across the Internet have nultiple options

of how to conmuni cate: address fanmilies, specific |P addresses,

networ k attachments, and application and transport protocols. |If an
application chooses to only attenpt one of these options, it may fail

to connect, or end up using a suboptinmal path. |If an application

chooses to attenpt one option after another, waiting for each to fail

or time out, a user of the application may need to wait for a very
long tine before progress is made. And, if an application

simul taneously attenpts all options, it may unnecessarily consume
significant local or network resources.

In order to solve this, applications can enploy a nethod of racing
their various connection establishnent options. This approach is
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commonly used for racing nultiple |P address families, the algorithm
for which is referred to as "Happy Eyeball s"
[I-D.ietf-v6ops-rfc6555bis]. However, the approach can apply nore
general ly.

Thi s docunent describes how an inplenentation can race multiple
options during connection establishnent, and expose this
functionality through an API.

Ter m nol ogy

Thi s docunment uses specific term nology when di scussi ng connecti on
est abl i shnent.

Endpoi nt

An identifier for a network service. Generally there is a concept of
both a | ocal and renote endpoint. Endpoints are the targets of
networ k connections. |f an endpoint of a given type cannot be
directly used, it should be resolved into one or nore endpoints of
anot her type. Exanples of endpoint types include:

o0 |P address + port

0 Hostnanme + port

0 Service nanme + type + domain
o UR

Derived Endpoi nt

A derived endpoint is an endpoint that is not the original target of
an APl client, but an endpoint created fromthe origi nal endpoint

t hrough transformation or | ookup. Derivation may take the form of
host nane resol ution into addresses, synthesis between address types,
or changing to a different endpoint entirely based on a configuration
requirenent. For example, if a proxy server mnust be used for a
connection, the endpoint that represents the proxy is a derived
endpoi nt .

Pat h

A view of network properties that can be used to comrunicate to an
endpoint fromthe current system This is sonetinmes referred to as a
Provi sioning Domain (PvD) [ RFC7556]. The path may include properties
of the addresses and routes being used, the network interfaces being
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used, and ot her netadata about the network | earned from configuration
or negotiation.

2.4. Connection

A flow of data between two endpoints. A connection is created with a
target renmote endpoint, and a set of paraneters indicating client
preferences for path selection and protocol options.

3. Connection Establishment Overview

The process of establishing a network connection begi ns when an
application expresses intent to communicate with a renote endpoint
(along with any constraints or requirenents it may have on the
connection). The process can be considered conplete once there is at
| east one set of network protocols that have conpl eted any required
setup to the point that it can transmt and receive the application’s
dat a.

Looki ng nore cl osely, connection establishnment has three required
steps that nust be performed by sonme entity on a system

1. ldentifying the endpoint to which the connection should be
est abl i shed

2. Choosing which path or interface to use

3. Conducting the necessary set of protocol handshakes to establish
t he connection

The nost sinple exanple of this process might involve identifying the
single I P address to which the application wi shes to connect, using
the systenmis current default interface or path, and starting a TCP
handshake to establish a streamto the specified | P address.

However, each step may al so vary depending on the requirenents of the
connection: if the endpoint is defined as a hostnane and port, then
there may be nultiple resol ved addresses that are available; there
may al so be nultiple interfaces or paths avail able, other than the
default systeminterface; and sone protocols may not need any
transport handshake to be considered "established" (such as UDP)
whi |l e other connections nay utilize |ayered protocol handshakes, such
as TLS over TCP

Whenever an application has multiple options for connection
establishnent, it can view the set of all individual connection
establi shnent options as a single, aggregate connection
establishnent. The aggregate set conceptually includes every valid
combi nation of endpoints, paths, and protocols. As an exanple,
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consider an application that initiates a TCP connection to a hostnane
+ port endpoint, and has two valid interfaces available (W-Fi and
LTE). The hostnane resolves to a single |Pv4 address on the W-Fi
network, and resolves to the sane | Pv4 address on the LTE network, as
well as a single IPv6 address. The aggregate set of connection

est abl i shnent options can be viewed as foll ows:

Aggr egat e [ Endpoi nt: ww. exanpl e.com 80] [Interface: Any] [ Protocol: TCP]

| -> [Endpoint: 192.0.2.1:80] [Interface: W-Fi] [Protocol: TCP]
| -> [ Endpoi nt: 192.0. 2. 1: 80] [Interface: LTE] [ Protocol: TCP]
| -> [ Endpoi nt: 2001: DB8: : 1. 80] [Interface: LTE] [ Protocol: TCP]

Any one of these sub-entries on the aggregate connection attenpt
woul d satisfy the original application intent. The concern of this
docunent is the algorithmdefining which of these options to try,
when, and in what order.

4., Structuring Options as a Tree

When an i npl enentation responsi ble for connection establishment needs
to consider multiple options, it SHOULD logically structure these
options as a hierarchical tree. Each |eaf node of the tree
represents a single, coherent connection attenpt, with an Endpoint, a
Path, and a set of protocols that can directly negotiate and send
data on the network. Each node in the tree that is not a | eaf
represents a connection attenpt that is either underspecified, or

el se includes nultiple distinct options. For exanple. when
connecting on an IP network, a connection attenpt to a hostnane and
port is underspecified, because the connection attenpt requires a
resolved I P address as its renote endpoint. |In this case, the node
represented by the connection attenpt to the hostnane is a parent
node, with child nodes for each I P address. Sinmilarly, an
application that is allowed to connect using nmultiple interfaces wll
have a parent node of the tree for the decision between the paths,
with a branch for each interface.

The exanpl e aggregate connection attenpt above can be drawn as a tree

by groupi ng the addresses resolved on the same interface into
branches:
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+ +
|  www. exanpl e. com 80/ Any
+ +
11 \\
+ + + +
www. exanpl e. com 80/ W-Fi | |  www. exanpl e. com 80/ LTE |
+ + + +
| 11 \\
+ + + + + +
| 192.0.2.1:80/W-Fi | | 192.0.2.1:80/LTE | | 2001:DB8::1.80/LTE
+ + o+ + o+ +
The rest of this docunent will use a notation schene to represent
this tree. The parent (or trunk) node of the tree will be
represented by a single integer, such as "1". Each child of that

node will have an integer that identifies it, from1l to the nunber of
children. That child node will be uniquely identified by
concatenating its integer to it's parents identifier with a dot in
bet ween, such as "1.1" and "1.2". Each node will be summarized by a
tuple of three el enments: Endpoint, Path, and Protocol. The above
exanpl e can now be witten nore succinctly as:

1 [ ww. exanpl e. com 80, Any, TCP]

1.1 [ www. exanpl e.com 80, W-Fi, TCP]
.1 [192.0.2.1:80, W-Fi, TCP|
www. exanpl e. com 80, LTE, TCP]

1 [192.0.2.1:80, LTE, TCP]

1,
1.2
1.2.
1.2.2 [2001: DBS: : 1. 80, LTE, TCP]

1
[

2
2

When an application views this aggregate set of connection attenpts
as a single connection establishnent, it only will use one of the

| eaf nodes to transfer data. Thus, when a single |eaf node becones
ready to use, then the entire connection attenpt is ready to use by
the application. Another way to represent this is that every |eaf
node updates the state of its parent node when it becones ready,
until the trunk node of the tree is ready, which then notifies the
application that the connection as a whole is ready to use.

A connection establishnment tree nay be degenerate, and only have a
single | eaf node, such as a connection attenpt to an | P address over
a single interface with a single protocol.

1[192.0.2.1:80, W-Fi, TCP]

A parent node may also only have one child (or |eaf) node, such as a
when a hostnane resolves to only a single | P address.
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1 [www. exanpl e.com 80, W-Fi, TCP]

[
1.1 [192.0.2.1:80, W-Fi, TCP|
4.1. Branch Types

There are three types of branching froma parent node into one or
more child nodes. Any parent node of the tree MJST only use one type
of branchi ng.

4.1.1. Derived Endpoints

If a connection originally targets a single endpoint, there nay be
mul tiple endpoints of different types that can be derived fromthe
original. The connection library should order the derived endpoints
according to application preference and expected performance.

DNS host nanme-t o- address resolution is the nost comon net hod of
endpoi nt derivation. Wen trying to connect to a hostnane endpoi nt
on a traditional |IP network, the inplenentation SHOULD send DNS
queries for both A (1Pv4) and AAAA (I Pv6) records if both are
supported on the local link. The algorithmfor ordering and racing
t hese addresses SHOULD foll ow the recommendati ons in Happy Eyeballs
[I-D.ietf-v6ops-rfc6555bis].

1 [www. exanpl e.com 80, W-Fi, TCP]
1 [2001: DB8::1.80, W-Fi, TCP]
2 [192.0.2.1:80, W-Fi, TCP]

3 [2001:DB8::2.80, W-Fi, TCP]
4 [2001: DB8::3.80, W-Fi, TCP]

1.
1
1
1

DNS- Based Service Di scovery can al so provide an endpoint derivation
step. Wien trying to connect to a named service, the client may

di scover one or nore hostnane and port pairs on the |ocal network
using rmulticast DNS. These hostnanmes should each be treated as a
branch which can be attenpted i ndependently from other hostnanes.
Each of these hostnanmes may al so resolve to one or nore addresses,
thus creating nmultiple layers of branching.

1 [termprinter. ipp._tcp.neeting.ietf.org, W-Fi, TCP]
1.1 [termprinter.neeting.ietf.org:631, W-Fi, TCP]
1.1.1 [31.133.160.18.631, W-Fi, TCP]

4.1.2. Aternate Paths
If aclient has nultiple network interfaces available to it, such as
mobile client with both W-Fi and Cellular connectivity, it can

attenpt a connection over either interface. This represents a branch
point in the connection establishment. Like with derived endpoints,
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the interfaces shoul d be ranked based on preference, system policy,
and performance. Attenpts should be started on one interface, and
then on other interfaces successively after del ays based on expected
round-trip-time or other available netrics.

1 [192.0.2.1:80, Any, TCP]
1.1 [192.0.2.1:80, W-Fi, TCP]
1.2 [192.0.2.1:80, LTE, TCP|

This sane approach applies to any situation in which the client is
aware of nultiple links or views of the network. Miltiple Paths,
each with a coherent set of addresses, routes, DNS server, and nore,
may share a single interface. A path may al so represent a virtua
interface service such as a Virtual Private Network (VPN)

The list of avail able paths should be constrai ned by any requirenents
or prohibitions the application sets, as well as system policy.

4.1.3. Protocol Options

Di fferences in possible protocol conpositions and options can al so
provide a branching point in connection establishnent. This allows
clients to be resilient to situations in which a certain protocol is
not functioning on a server or network

Thi s approach is conmonly used for connections with optional proxy
server configurations. A single connection nmay be allowed to use an
HTTP- based proxy, a SOCKS-based proxy, or connect directly. These
options should be ranked and attenpted in succession

1 [ www. exanpl e. com 80, Any, HTTP/ TCP]

1 [192.0.2.8:80, Any, HTTP/ HTTP Proxy/ TCP]
2 [192.0.2.7:10234, Any, HTTP/ SOCKS/ TCP]

3 [ www. exanpl e. com 80, Any, HTTP/ TCP]
1.3.1 [192.0.2.1:80, Any, HITP/ TCP]

[
1
1
1

Thi s approach also allows a client to attempt different sets of
application and transport protocols that may provide preferable
characteristics when available. For exanple, the protocol options
could involve QUC [I-D.ietf-quic-transport] over UDP on one branch
and HTTP/ 2 [ RFC7540] over TLS over TCP on the other

1 [www. exanpl e. com 443, Any, Any HITP]
1.1 [wwv. exanpl e. com 443, Any, QU C/ UDP]
1.1.1 [192.0.2.1:443, Any, QU C/ UDP]
1.2 [ww. exanpl e. com 443, Any, HTTP2/ TLS/ TCP]
1.2.1 [192.0. 2. 1: 443, Any, HTTP2/TLS/ TCP]
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Anot her exanple is racing SCTP with TCP

1 [ ww. exanpl e. com 80, Any, Any Streanj
1.1 [ww. exanpl e.com 80, Any, SCTP]
1.1.1 [192.0.2.1:80, Any, SCTP]
1.2 [ ww. exanpl e. com 80, Any, TCP]
1.2.1 [192.0.2.1:80, Any, TCP]

| mpl enent ati ons that support racing protocols and protocol options
SHOULD nmaintain a history of which protocols and protocol options
successful ly established, on a per-network basis. This infornation
can influence future racing decisions to prioritize or prune
branches.

4.2. Branching O der-of-Qperations

Branch types nust occur in a specific order relative to one another
to avoid creating | eaf nodes with invalid or inconpatible settings.
In the exanpl e above, it would be invalid to branch for derived
endpoints (the DNS results for ww. exanpl e. com) before branching
between interface paths, since usable DNS results on one network may
not necessarily be the sane as DNS results on anot her network due to
| ocal network entities, supported address fanilies, or enterprise
network configurations. Inplenentations nust be careful to branch in
an order that results in usable | eaf nodes whenever there are

mul tiple branch types that could be used from a single node.

The order of operations for branching, where | ower nunbers are acted
upon first, SHOULD be:

1. Alternate Paths
2. Protocol Options
3. Derived Endpoints

Branchi ng between paths is the first in the |list because results
across nmultiple interfaces are likely not related to one another:
endpoint resolution may return different results, especially when
using locally resolved host and service nanes, and which protocols
are supported and preferred may differ across interfaces. Thus, if
mul tiple paths are attenpted, the overall connection can be seen as a
race between the avail able paths or interfaces.

Protocol options are checked next in order. Wether or not a set of
protocol, or protocol -specific options, can successfully connect is
general ly not dependent on which specific |P address is used.

Furt hernmore, the protocol stacks being attenpted may influence or
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al t oget her change the endpoints being used. Adding a proxy to a
connection’s branch will change the endpoint to the proxy' s IP
address or hostnane. Choosing an alternate protocol may al so nodify
the ports that should be sel ected.

Branching for derived endpoints is the final step, and may have
mul tiple layers of derivation or resolution, such as DNS service
resol uti on and DNS hostnanme resol ution

5. Connection Establishnment Dynanics

The primary goal of the connection establishnent process is to
successfully negotiate a protocol stack to an endpoint over an
interface--to connect a single | eaf node of the tree--with as little
del ay and as few unnecessary connections attenpts as possible.
Optinmizing these two factors inproves the user experience, while

m ni m zi ng network | oad.

This section covers the dynani c aspect of connection establishnent.
Wile the tree described above is a useful conceptual and
architectural nodel, an inplenentation does not know what the ful
tree may becone up front, nor will many of the possible branches be
used in the comon case.

5.1. Building the Tree

The tree of options is built dynam cally, out fromthe original trunk
node. Any time that a connection attenpt nmay be nade directly to an
endpoi nt without further derivation, and w thout needing to try
alternate paths or protocol options that have not yet been covered by
previous branches, the inplenmentation SHOULD treat this as a | eaf
node and connect directly. Any time that an inplenmentation chooses
to branch between nmultiple options, it SHOULD determ ne a preferred
order between the child nodes based on system policy, expected or

hi storical performance, and application preference.

When multiple paths are available, and permtted by the systenis
policy, the inplenentation SHOULD branch between the various paths.
The list SHOULD be sorted based on the system policies and routes
(which often determne a "default" interface), preferences expressed
by the application, and expected perfornance based on neasured or
advertised properties of each path.

When multiple protocol options are allowed by an application, and the
system and i npl ementation identify valid sets of protocols and
protocol options, the inplenentati on SHOULD branch between these
sets. This list SHOULD be sorted based on application preference and
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expect ed performance, generally neasured in terns of |atency and
bandw dt h.

An inplenentation will only branch to derive endpoints when
necessary. This step involves the nost external infornmation, as
endpoint derivation is often a process that requires fetching
informati on fromthe network. Before branching, an inplenentation
must first generate the list of derived endpoints. Once this list is
sufficiently populated to continue, the inplenmentati on SHOULD sort
the |ist based on preference and expected performance. Wen these
derived endpoints are | P addresses, inplenentations SHOULD use the
algorithmin [RFC6724] to sort the addresses. |In cases where
additional information can beconme available after the initial tree
has been constructed, the inplenentati on SHOULD update the tree to
reflect new information and orderings if none of the | eaf nodes are
fully established.

5.2. Racing Methods

There are three different approaches to racing the attenpts for
di fferent nodes of the connection establishment tree:

1. Imediate
2. Del ayed
3. Failover

Each approach is appropriate in different use-cases and branch types.
However, to avoid consum ng unnecessary network resources,

i mpl erent ati ons SHOULD NOT use inmedi ate racing as a default

appr oach.

The tinmng algorithns for racing SHOULD remai n i ndependent across
branches of the tree. Any tiners or racing logic is isolated to a

gi ven parent node, and is not ordered precisely with regards to other
children of other nodes.

5.2.1. Delayed Racing

Del ayed raci ng can be used whenever a single node of the tree has
mul ti ple child nodes. Based on the order deterni ned when buil ding
the tree, the first child node will be initiated i mediately,

foll owed by the next child node after sone delay. Once that second
child node is initiated, the third child node (if present) will begin
after another delay, and so on until all child nodes have been
initiated, or one of the child nodes successfully conpletes its
negoti ati on.
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Del ayed racing attenpts occur in parallel. Inplenentations SHOULD
NOT terminate an earlier child connection attenpt upon starting a
secondary child.

The del ay between starting child nodes SHOULD be based on the
properties of the previously started child node. For exanple, if the
first child represents an I P address with a known route, and the
second child represents another | P address, the delay between
starting the first and second | P addresses can be based on the
expected retransm ssion cadence for the first child s connection
(derived fromhistorical round-trip-tine). Alternatively, if the
first child represents a branch on a W-Fi interface, and the second
child represents a branch on an LTE interface, the delay should be
based on the expected tinme in which the branch for the first
interface would be able to establish a connection, based on |ink
quality and historical round-trip-tine.

Any del ay SHOULD have a defined mini mum and maxi mum val ue based on
the branch type. GCenerally, branches between paths and protocols

shoul d have | onger del ays than branches between derived endpoints.
The maxi num del ay shoul d be considered with regards to how |l ong a

user is expected to wait for the connection to conplete.

If a child node fails to connect before the delay tiner has fired for
the next child, the next child SHOULD be started i nmediately.

5.2.2. Fai | over

If an inplenmentation or application has a strong preference for one
branch over another, the branching node may choose to wait until one
child has failed before starting the next. Failure of a |eaf node is
determined by its protocol negotiation failing or timng out; failure
of a parent branching node is determined by all of its children
failing.

An exanple in which failover is recommended is a race between a
protocol stack that uses a proxy and a protocol stack that bypasses
the proxy. Failover is useful in case the proxy is down or

m sconfi gured, but any nore aggressive type of racing may end up
unnecessarily avoiding a proxy that was preferred by policy.

5.3. Conpl eting Establishnent

The process of connection establishnment conpl etes when one | eaf node
of the tree has conpleted negotiation with the renote endpoint
successfully, or else all nodes of the tree have failed to connect.
The first leaf node to conplete its connection is then used by the
application to send and recei ve data.
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It is useful to process success and failure throughout the tree by
child nodes reporting to their parent nodes (towards the trunk of the
tree). For exanple, in the following case, if 1.1.1 fails to
connect, it reports the failure to 1.1. Since 1.1 has no other child
nodes, it also has failed and reports that failure to 1. Because 1.2
has not yet failed, 1 is not considered to have failed. Since 1.2
has not yet started, it is started and the process continues.
Simlarly, if 1.1.1 successfully connects, then it marks 1.1 as
connected, which propagates to the trunk node 1. At this point, the
connection as a whole is considered to be successfully connected and
ready to process application data

1 [ ww. exanpl e. com 80, Any, TCP]
1.1 [ww. exanpl e.com 80, W-Fi, TCP]
1.1.1 [192.0.2.1:80, W-Fi, TCP]
1.2 [ww. exanpl e.com 80, LTE, TCP]

If a | eaf node has successfully conpleted its connection, all other
attenpts SHOULD be nade ineligible for use by the application for the
original request. New connection attenpts that involve transmtting
data on the network SHOULD NOT be started after another |eaf node has
conpl eted successfully, as the connection as a whol e has been
established. An inplenentation MAY choose to | et certain handshakes
and negotiations conplete in order to gather netrics to influence
future connections. Simlarly, an inplenentati on MAY choose to hold
onto fully established | eaf nodes that were not the first to
establish for use in future connections, but this approach is not
recomended since those attenpts were slower to connect and may

exhi bit |l ess desirable properties.

5.3.1. Deternining Successful Establishnent

I npl enentati ons may select the criteria by which a |l eaf node is
considered to be successfully connected differently on a per-protoco
basis. If the only protocol being used is a transport protocol with
a clear handshake, like TCP, then the obvious choice is to declare
that node "connected" when the |ast packet of the three-way handshake
has been received. |If the only protocol being used is an
"unconnect ed" protocol, |like UDP, the inplenentation nmay consider the
node fully "connected" the nonent it deternmines a route is present,
bef ore sendi ng any packets on the network

For protocol stacks with rmultiple handshakes, the decision becones
nmore nuanced. |If the protocol stack involves both TLS and TCP, an
i npl ementation MAY deternine that a | eaf node is connected after the
TCP handshake is conplete, or it MAY wait for the TLS handshake to
complete as well. The benefit of declaring conpletion when the TCP
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handshake fini shes, and thus stopping the race for other branches of
the tree, is that there will be | ess burden on the network from ot her
connection attenpts. On the other hand, by waiting until the TLS
handshake is conplete, an inplenentation avoids the scenario in which
a TCP handshake conpl etes qui ckly, but TLS negotiation is either very
slow or fails altogether in particular network conditions or to a
particul ar endpoi nt.

APl Consi der ations

In general, the internal states and nodes of racing connection

establi shnent do not need to be exposed to applications. |nstead,
this process SHOULD be treated as an abstraction of a single,
aggregat e connection establishnent behind an API. This places some
requi renents on the API, including:

o The APl nust allow the application to specify an un-resol ved
endpoint as the renote side of the connection, such as a URl or
hostname + port. The application also should be able to provide
constraints on path selection and protocol features.

0 Any read or wite operations cannot take effect until one |eaf
node has been chosen as the connected node. The APl needs to
ei ther expose asynchronous reads and wites, or else prohibit
reads and writes until the connection is established.

o The action of starting or initiating the connection may involve
many networ k- bound operations, so this operation SHOULD be
asynchronous.

0 Properties of the connection, such as the remote and | oca
addresses, the interface used, and the protocols used, may not be
queryabl e until the connection is established.

Handl i ng O0-RTT Data

Several protocols allow sending higher-level protocol or application
data within the first packet of their protocol establishnent, such as
TCP Fast Open [RFC7413] and TLS 1.3 [I-D.ietf-tls-tls13]. This
approach is referred to as sending Zero-RTT (0-RTT) data. This is a
desirabl e property, but poses challenges to an inplenentation that
uses racing during connection establishnent.

If the application has O-RTT data to send in any protocol handshakes,
it needs to provide this data before the handshakes have begun. Wen
racing, this nmeans that the data SHOULD be provi ded before the
process of connection establishnment has begun. |f the APl allows the
application to send O-RTT data, it MJST provide an interface that
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identifies this data as idenpotent data. |n general, O-RTT data may
be replayed (for exanple, if a TCP SYN contains data, and the SYNis
retransmtted, the data will be retransmtted as well), but racing
means that different | eaf nodes have the opportunity to send the sane
data i ndependently. |If data is truly idenpotent, this should be

per mi ssi bl e.

Once the application has provided its O-RTT data, an inplenentation
SHOULD keep a copy of this data and provide it to each new | eaf node
that is started and for which a O-RTT protocol is being used.

It is also possible that protocol stacks within a particul ar |eaf
node use 0- RTT handshakes without any idenpotent application data.

For exanple, TCP Fast Open could use a Cient Hello froma TLS as its
0-RTT data, shortening the cumnul ati ve handshake ti ne.

0- RTT handshakes often rely on previous state, such as TCP Fast Open
cooki es, previously established TLS tickets, or out-of-band

di stributed pre-shared keys (PSKs). |Inplenentations should be aware
of security concerns around using these tokens across multiple
addresses or paths when racing. 1In the case of TLS, any given ticket
or PSK SHOULD only be used on one |eaf node. |If inplenentations have
multiple tickets avail able froma previous connection, each | eaf node
attenpt MUST use a different ticket. 1In effect, each | eaf node will
send the sane early application data, yet encoded (encrypted)
differently on the wire.

7. Security Considerations

See Section 6.1 for security considerations around racing with O-RTT
dat a.

An attacker that knows a particular device is racing several options
during connection establishnent may be able to bl ock packets for the
first connection attenpt, thus inducing the device to fall back to a
secondary attenpt. This is a problemif the secondary attenpts have
worse security properties that enable further attacks.

| mpl enent ati ons should ensure that all options have equival ent
security properties to avoid incentivizing attacks.

Since results fromthe network can determi ne how a connection attenpt
tree is built, such as when DNS returns a |ist of resolved endpoints,
it is possible for the network to cause an inplenmentation to consune
significant on-device resources. Inplenmentations SHOULD linit the
maxi mum amount of state allowed for any given node, including the
nunber of child nodes, especially when the state is based on results
from t he network.
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8.

10.

| ANA Consi derati ons
Thi s docunment has no request to | ANA
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