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1.

1.

I nt roducti on

RFC 3168 [ RFC3168] specifies support of Explicit Congestion
Notification (ECN) in IP (v4 and v6). By using the ECN capability,
network elenents (e.g. routers, switches) performng Active Queue
Management (AQW) can use ECN narks instead of packet drops to signa
congestion to the endpoints of a conmmunication. This results in

| ower packet | oss and increased performance. RFC 3168 al so specifies
support for ECN in TCP, but solely on data packets. For various
reasons it precludes the use of ECN on TCP control packets (TCP SYN
TCP SYN- ACK, pure ACKs, W ndow probes) and on retransmtted packets.
RFC 3168 is silent about the use of ECN on RST and FIN packets. RFC
5562 [RFC5562] is an experinental nodification to ECN that enables
ECN support for TCP SYN ACK packets.

Thi s docunent defines an experinmental nodification to ECN [ RFC3168]
that shall be called ECN++. It enables ECN support on all the
af orenenti oned types of TCP packet.

ECNt++ is a sender-side change. It works whether the two ends of the
TCP connection use classic ECN feedback [ RFC3168] or experimenta
Accurate ECN feedback (AccECN [I-D.ietf-tcpm accurate-ecn]).
Nonet hel ess, if the client does not inplenent AcceECN, it cannot use
ECN++ on the one packet that offers nost benefit fromit - the
initial SYN. Therefore, inplenmenters of ECNt++ are RECOMVENDED t o

al so i npl ement AccECN

ECN++ i s designed for conpatibility with a nunber of |atency

i mprovenents to TCP such as TCP Fast Open (TFO [ RFC7413]), initial

wi ndow of 10 SMSS (I WO [ RFC6928]) and Low | atency Low Loss Scal abl e
Transport (L4S [I-D.ietf-tsvwg-14s-arch]), but they can all be

i mpl ement ed and depl oyed i ndependent|y.
[I-D.ietf-tsvwg-ecn-experinmentation] is a standards track procedura
device that relaxes requirenents in RFC 3168 and ot her standards
track RFCs that woul d otherw se preclude the experinental

nodi fications needed for ECN++ and ot her ECN experinents.

1. Mot i vati on

The absence of ECN support on TCP control packets and retransm ssions
has a potential harnful effect. In any ECN depl oynent, non- ECN
capabl e packets suffer a penalty when they traverse a congested

bottl eneck. For instance, with a drop probability of 1% 1% of
connection attenpts suffer a timeout of about 1 second before the SYN
is retransnmtted, which is highly detrinmental to the perfornmance of
short flows. TCP control packets, particularly TCP SYNs and SYN
ACKs, are inportant for performance, so dropping themis best

avoi ded.
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Non- ECN control packets particularly harm performance in environnents
where the ECN marking level is high. For exanple, [judd-nsdi] shows
that in a controlled private data centre (DC) environnent where ECN
is used (in conjunction with DCTCP [ RFC8257]), the probability of
bei ng able to establish a new connection using a non- ECN SYN packet
drops to close to zero even when there are only 16 ongoing TCP fl ows
transmtting at full speed. The issue is that DCTCP exhibits a mnuch
nmor e aggr essi ve response to packet marking (which is why it is only
applicable in controlled environnents). This leads to a high marking
probability for ECN capable packets, and in turn a high drop
probability for non-ECN packets. Therefore non-ECN SYNs are dropped
aggressively, rendering it nearly inpossible to establish a new
connection in the presence of even mld traffic |oad.

Finally, there are ongoing experinmental efforts to pronote the
adoption of a slightly nodified variant of DCTCP (and simlar
congestion controls) over the Internet to achieve |low | atency, |ow

| oss and scal abl e t hroughput (L4S) for all communications
[I-D.ietf-tsvwg-14s-arch]. In such an approach, L4S packets identify
t hensel ves using an ECN codepoint [I-D.ietf-tsvwg-ecn-14s-id]. Wth
L4S and potentially other simlar cases, preventing TCP contro
packets fromobtaining the benefits of ECN would not only expose them
to the prevailing level of congestion |loss, but it would al so
classify control packets into a different queue with different
network treatment, which may also lead to reordering, further
degradi ng TCP performance.

1.2. Experinent CGoals

The goal of the experinmental nodifications defined in this docunent
is to allowthe use of ECN on all TCP packets. Experinents are
expected in the public Internet as well as in controlled environnents
to understand the foll ow ng issues:

0 How SYNs, W ndow probes, pure ACKs, FINs, RSTs and retransm ssions
that carry the ECT(0), ECT(1) or CE codepoints are processed by
the TCP endpoints and the network (including routers, firewalls
and ot her mi ddl eboxes). In particular we would like to learn if
these packets are frequently bl ocked or if these packets are
usual |y forwarded and processed.

o The scale of deploynent of the different flavours of ECN
i ncludi ng [ RFC3168], [RFC5562], [RFC3540] and
[I-D.ietf-tcpmaccurate-ecn].

0 How much the performance of TCP comuni cations is inproved by
al | owi ng ECN nar ki ng of each packet type
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o To identify any issues (including security issues) raised by
enabl i ng ECN mar ki ng of these packets.

The data gat hered through the experinments described in this docunent,
particularly under the first 2 bullets above, will help in the design
of the final nmechanism (if any) for addi ng ECN support to the

di fferent packet types considered in this docunent. Wenever data
input is needed to assist in a design choice, it is spelled out

t hr oughout the docunent.

Success criteria: The experinent will be a success if we obtain
enough data to have a clearer view of the deployability and benefits
of enabling ECN on all TCP packets, as well as any issues. |If the
results of the experiment show that it is feasible to deploy such
changes; that there are gains to be achieved through the changes
described in this specification; and that no other nmajor issues may
interfere with the depl oynent of the proposed changes; then it would
be reasonabl e to adopt the proposed changes in a standards track
speci fication that would update RFC 3168.

1.3. Docunment Structure

The remai nder of this docunent is structured as follows. In
Section 2, we present the terminology used in the rest of the
docunent. In Section 3, we specify the nodifications to provide ECN

support to TCP SYNs, pure ACKs, W ndow probes, FINs, RSTs and
retransm ssions. W describe both the network behaviour and the
endpoi nt behaviour. Section 5 discusses variations of the
specification that will be necessary to interwork with a nunber of
popul ar variants or derivatives of TCP. RFC 3168 provides a nunber
of specific reasons why ECN support is not appropriate for each

packet type. In Section 4, we revisit each of these argunents for
each packet type to justify why it is reasonable to conduct this
experi nent.

2. Term nol ogy
The keywords MUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [ RFC2119].
Pure ACK: A TCP segnment with the ACK flag set and no data payl oad.
SYN: A TCP segnent with the SYN (synchronize) flag set.
W ndow probe: Defined in [RFC0O793], a w ndow probe is a TCP segnent

with only one byte of data sent to learn if the receive windowis
still zero.

Bagnul o & Briscoe Expires May 3, 2018 [ Page 5]



Internet-Draft ECN++ Cct ober 2017

3.

3.

FIN. A TCP segnment with the FIN (finish) flag set.
RST: A TCP segment with the RST (reset) flag set.

Retransm ssion: A TCP segnent that has been retransnitted by the TCP
sender.

ECT: ECN- Capabl e Transport. One of the two codepoints ECT(0) or
ECT(1) in the ECN field [RFC3168] of the IP header (v4 or v6). An
ECN- capabl e sender sets one of these to indicate that both transport
end- poi nts support ECN. When this specification says the sender sets
an ECT codepoint, by default it neans ECT(0). Optionally, it could
mean ECT(1), which is in the process of being redefined for use by
L4S experinents [I-D.ietf-tsvwg-ecn-experinentation]
[I-D.ietf-tsvwg-ecn-14s-id].

Not - ECT: The ECN codepoi nt set by senders that indicates that the
transport is not ECN capabl e

CE: Congestion Experienced. The ECN codepoint that an intermnedi ate
node sets to indicate congestion [ RFC3168]. A node sets an

i ncreasing proportion of ECT packets to CE as the | evel of congestion
i ncreases.

Speci fication
1. Network (e.g. Firewall) Behaviour

Previously the specification of ECN for TCP [ RFC3168] required the
sender to set not-ECT on TCP control packets and retransm ssions.
Sone readers of RFC 3168 nmi ght have erroneously interpreted this as a
requirenent for firewalls, intrusion detection systens, etc. to check
and enforce this behaviour. Section 4.3 of
[I-D.ietf-tsvwg-ecn-experinmentation] updates RFC 3168 to renove this
anbiguity. It require firewalls or any internediate nodes not to
treat certain types of ECN capable TCP segnent differently (except
potentially in one attack scenario). This is likely to only involve
a firewall rule change in a fraction of cases (at nost 0.4% of paths
according to the tests reported in Section 4.2.2).

In case a TCP sender encounters a niddl ebox bl ocking ECT on certain
TCP segnents, the specification below includes behaviour to fall back
to non-ECN. However, this |oses the benefit of ECN on contro
packets. So operators are RECOVWENDED to alter their firewall rules
to conply with the requirenent referred to above (section 4.3 of
[I-D.ietf-tsvwg-ecn-experinentation]).
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3.2. Endpoi nt Behavi our

The changes to the specification of TCP over ECN [ RFC3168] defi ned
here solely alter the behaviour of the sending host for each half-
connection. All changes can be depl oyed at each end-point

i ndependently of others and independent of any network behavi our

The feedback behavi our at the receiver depends on whether classic ECN
TCP feedback [ RFC3168] or Accurate ECN (AccECN) TCP feedback
[I-D.ietf-tcpmaccurate-ecn] has been negotiated. Nonethel ess,
neither receiver feedback behaviour is altered by the present

speci fication.

For each type of control packet or retransm ssion, the foll ow ng
sections detail changes to the sender’s behaviour in two respects: i)
whether it sets ECT; and ii) its response to congestion feedback
Table 1 sumari ses these two behaviours for each type of packet, but
the rel evant subsection bel ow should be referred to for the detail ed
behavi our. The subsection on the SYNis nore conplex than the
others, because it has to include fall-back behaviour if the ECT
packet appears not to have got through, and caching of the outcone to
detect persistent failures.
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T o e e e e oo - o e e o - Fom e e +
| TCP | ECN field if | ECN field if | Congestion |
| packet | AccECN f/b | RFC3168 f/b | Response [
| type | negoti at ed* | negoti at ed* [ [
TS o e e e e o - o e e o - o e e +
| SYN | ECT | not-ECT | Reduce I'W |
I I I I I
| SYN-ACK | ECT | ECT | Reduce I'W |
| | | | |
| Pure | ECT | ECT | Usual cwnd [
| ACK | | | response and |
| | | | optionally |
I I I I [ RFC5690] I
| WProbe | ECT | ECT | Usual cwnd |
[ [ [ | response [
I I I I I
| FIN | ECT | ECT | None or optionally |
I I I I [ RFC5690] I
| RST | ECT | ECT | NA |
I I I I I
| Re-XMr | ECT | ECT | Usual cwnd |
| | | | response |
T o e e e e oo - o e e o - Fom e e +

W ndow probe and retransm ssion are abbreviated to W Probe an Re- XMI
* For a SYN, "negotiated" neans "requested".

Table 1: Sunmary of sender behaviour. [In each case the rel evant
section bel ow should be referred to for the detail ed behavi our

It can be seen that the sender can set ECT in all cases, except if it
is not requesting AcckECN feedback on the SYN. Therefore it is
RECOMVENDED t hat the experinmental AccECN specification
[I-D.ietf-tcpmaccurate-ecn] is inplenented (as well as the present
specification), because it is expected that ECT on the SYNw Il give
the nmost significant performance gain, particularly for short flows.
Nonet hel ess, this specification also caters for the case where AccECN
f eedback is not inplenented.

3.2.1. SYN
3.2.1.1. Setting ECT on the SYN
Wth classic [ RFC3168] ECN feedback, the SYN was never expected to be

ECN- capabl e, so the flag provided to feed back congestion was put to
another use (it is used in conbination with other flags to indicate
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that the responder supports ECN). 1In contrast, Accurate ECN (AccECN)
feedback [I-D.ietf-tcpmaccurate-ecn] provides two codepoints in the
SYN-ACK for the responder to feed back whether or not the SYN arrived
mar ked CE

Therefore, a TCP initiator MJUST NOT set ECT on a SYN unless it also
attenpts to negotiate Accurate ECN feedback in the sane SYN

For the experiments proposed here, if the SYNis requesting AccECN

f eedback, the TCP sender will also set ECT on the SYN. It can ignore
the prohibition in section 6.1.1 of RFC 3168 agai nst setting ECT on
such a SYN.

The followi ng subsecti ons about the SYN solely apply to this case
where the initiator sent an ECT SYN

3.2.1.2. Caching Lack of AccECN Support for ECT on SYNs

Until AccECN servers becone wi dely deployed, a TCP initiator that
sets ECT on a SYN (which inplies the same SYN al so requests AccECN
as required above) SHOULD al so mai ntain a cache entry per server to
record that the server does not support AccECN and therefore has no
| ogi ¢ for congestion markings on the SYN. Mbbile hosts MAY maintain
a cache entry per access network to record | ack of AccECN support by
proxi es (see Section 4.2.1).

The initiator will record any server’s SYN-ACK response that does not
support AccECN. Subsequently the initiator will not set ECT on a SYN
to such a server, but it can still always request AccECN support
(because the response will state any earlier stage of ECN evol ution
that the server supports with no performance penalty). The initiator
wi Il discover a server that has upgraded to support AccECN as soon as
it next connects, then it can renove the server fromits cache and
subsequently al ways set ECT for that server

If the initiator times out without seeing a SYNNACK, it will also
cache this fact (see fall-back in Section 3.2.1.4 for details).

There is no need to cache successful attenpts, because the default
ECT SYN behavi our perforns optimally on success anyway. Servers that
do not support ECN as a whol e probably do not need to be recorded
separately from non-support of AccECN because the response to a
request for AccECN imredi ately states which stage in the evolution of
ECN the server supports (AccECN [I-D.ietf-tcpmaccurate-ecn], classic
ECN [ RFC3168] or no ECN).

The above strategy is naned "optimistic ECT and cache failures". It
is believed to be sufficient based on initial neasurenents and
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assunptions detailed in Section 4.2.1, which also gives alternative
strategies in case |arger scale neasurenents uncover different
scenari os.

3.2.1.3. SYN Congestion Response

If the SYNNACK returned to the TCP initiator confirnms that the server
supports AccECN, it will also indicate whether or not the SYN was CE-
marked. |f the SYN was CE-marked, the initiator MJST reduce its
Initial Wndow (IW and SHOULD reduce it to 1 SMSS (sender maxi num
segnent si ze).

I f ECT has been set on the SYN and if the SYN-ACK shows that the
server does not support AccECN, the TCP initiator MJST conservatively
reduce its Initial Wndow and SHOULD reduce it to 1 SM5S. A
reduction to greater than 1 SMSS MAY be appropriate (see

Section 4.2.1). Conservatismis necessary because a non- AcCECN SYN-
ACK cannot show whet her the SYN was CE- mar ked.

If the TCP initiator (host A) receives a SYN fromthe renote end
(host B) after it has sent a SYNto B, it indicates the (unusual)
case of a sinultaneous open. Host Awll respond with a SYN-ACK
Host A will probably then receive a SYNNACK in response to its own
SYN, after which it can follow the appropriate one of the two
par agr aphs above.

In all the above cases, the initiator does not have to back off its
retransmssion tiner as it would in response to a tinmeout follow ng
no response to its SYN [ RFC6298], because both the SYN and the SYN
ACK have been successfully delivered through the network. Also, the
initiator does not need to exit slow start or reduce ssthresh, which
is not even required when a SYN is |ost [RFC5681].

If an initial w ndow of 10 (IWO [RFC6928]) is inplenented, Section 5
gi ves additional recommendati ons.

3.2.1.4. Fall-Back Following No Response to an ECT SYN

An ECT SYN might be | ost due to an over-zeal ous path el enent (or
server) bl ocking ECT packets that do not conformto RFC 3168. Sone
evi dence of this was found in a 2014 study [ecn-panmi, but in a nore
recent study using 2017 data [ Mandal ari 18] extensive nmeasuremnents
found no case where ECT on TCP control packets was treated any
differently fromECT on TCP data packets. Loss is conmmonpl ace for
numer ous ot her reasons, e.g. congestion loss at a non- ECN queue on
the forward or reverse path, transmission errors, etc.

Al ternatively, the cause of the loss mght be the attenpt to

negoti ate AccECN, or possibly other unrelated options on the SYN
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Therefore, if the timer expires after the TCP initiator has sent the
first ECT SYN, it SHOULD make one nore attenpt to retransmit the SYN
with ECT set (backing off the tinmer as usual). |If the retransm ssion
tinmer expires again, it SHOULD retransmt the SYN with the not-ECT
codepoint in the I P header, to expedite connection set-up. |f other
experinental fields or options were on the SYN, it will also be
necessary to follow their specifications for fall-back too. It would
make sense to coordinate all the strategies for fall-back in order to
i solate the specific cause of the problem

If the TCP initiator is caching failed connection attenpts, it SHOULD
NOT give up using ECT on the first SYN of subsequent connection
attenpts until it is clear that a bl ockage persistently and
specifically affects ECT on SYNs. This is because loss is so
commonpl ace for other reasons. Even if it does eventually decide to
give up setting ECT on the SYN, it will probably not need to give up
on AccECN on the SYN. In any case, if a cache is used, it SHOULD be
arranged to expire so that the initiator will infrequently attenpt to
check whether the probl em has been resol ved.

O her fall-back strategi es MAY be adopted where applicable (see
Section 4.2.2 for suggestions, and the conditions under which they
woul d apply).

3.2.2. SYN-ACK
3.2.2.1. Setting ECT on the SYN ACK

For the experinents proposed here, the TCP inplenentation will set
ECT on SYN-ACKs. It can ignore the requirenent in section 6.1.1 of
RFC 3168 to set not-ECT on a SYN ACK

The feedback behaviour by the initiator in response to a CE-marked
SYN-ACK fromthe responder depends on whet her classic ECN feedback

[ RFC3168] or AccECN feedback [I-D.ietf-tcpmaccurate-ecn] has been
negotiated. In either case no change is required to RFC 3168 or the
AccECN speci fication.

Sone classic ECN i npl ementati ons m ght ignore a CE-mark on a SYN-ACK
or even ignore a SYN-ACK packet entirely if it is set to ECT or CE
This is a possibility because an RFC 3168 i npl enentati on woul d not
necessarily expect a SYNNACK to be ECN capabl e

FOR DI SCUSSION: To elimnate this problem the W5 could decide to
prohibit setting ECT on SYN-ACKs unl ess AccECN has been

negoti ated. However, this issue already came up when the | ETF
first decided to experinment with ECN on SYN-ACKs [ RFC5562] and it
was decided to go ahead without any extra precautionary neasures
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because the risk was low. This was because the probability of
encountering the problemwas believed to be |low and the harmi f
the probl em arose was al so | ow (see Appendi x B of RFC 5562).

MEASUREMENTS NEEDED: Server-side experinents could determnne
whet her this specific problemis indeed rare across the current
installed base of clients that support ECN

3.2.2.2. SYN ACK Congestion Response

A host that sets ECT on SYN-ACKs MUST reduce its initial w ndowin
response to any congestion feedback, whether using classic ECN or
ACCECN. It SHOULD reduce it to 1 SMSS. This is different to the
behavi our specified in an earlier experinment that set ECT on the SYN
ACK [RFC5562]. This is justified in Section 4.3.

The responder does not have to back off its retransm ssion tiner
because the ECN feedback proves that the network is delivering
packets successfully and is not severely overloaded. Also the
responder does not have to | eave slow start or reduce ssthresh, which
is not even required when a SYN-ACK has been |ost.

The congestion response to CE-nmarking on a SYN-ACK for a server that

i mpl ements either the TCP Fast Open experinment (TFO [ RFC7413]) or the
initial w ndow of 10 experinment (IWO0 [RFC6928]) is discussed in
Section 5.

3.2.2.3. Fall-Back Following No Response to an ECT SYN-ACK

After the responder sends a SYNNACK with ECT set, if its

retransm ssion tinmer expires it SHOULD retransnmit one nore SYN-ACK
with ECT set (and back-off its timer as usual). |If the tiner expires
again, it SHOULD retransmt the SYNNACK with not-ECT in the IP
header. |f other experinental fields or options were on the initia
SYN-ACK, it will also be necessary to follow their specifications for
fall-back. It would nake sense to co-ordinate all the strategies for
fall-back in order to isolate the specific cause of the problem

This fall-back strategy attenpts to use ECT one nore tine than the
strategy for ECT SYN-ACKs in [RFC5562] (which is nade obsol ete, being
superseded by the present specification). GQher fall-back strategies
MAY be adopted if found to be nore effective, e.g. fall-back to not-
ECT on the first retransni ssion attenpt.

The server MAY cache failed connection attenpts, e.g. per client
access network. An client-based alternative to caching at the server
is givenin Section 4.3.2. |If the TCP server is caching failed
connection attenpts, it SHOULD NOT give up using ECT on the first
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SYN- ACK of subsequent connection attenpts until it is clear that the
bl ockage persistently and specifically affects ECT on SYN-ACKs. This
i s because loss is so commonpl ace for other reasons (see

Section 3.2.1.4). If a cache is used, it SHOULD be arranged to
expire so that the server will infrequently attenpt to check whether
t he probl em has been resol ved.

3.2. 3. Pure ACK

For the experinents proposed here, the TCP inplenentation will set
ECT on pure ACKs. It can ignore the requirenent in section 6.1.4 of
RFC 3168 to set not-ECT on a pure ACK

A host that sets ECT on pure ACKs MUST reduce its congestion w ndow
in response to any congestion feedback, in order to regulate any data
segnents it nmight be sending anbngst the pure ACKs. {ToDo: Wite-up
reconsideration of this requirenent in the light of WG conments.} It
MAY al so i npl ement AckCC [ RFC5690] to regulate the pure ACK rate, but
this is not required. Note that, in conparison, TCP Congestion
Control [RFC5681] does not require a TCP to detect or respond to |oss
of pure ACKs at all; it requires no reduction in congestion w ndow or
ACK rate.

The question of whether the receiver of pure ACKs is required to feed
back any CE marks on themis a matter for the rel evant feedback
specification ([ RFC3168] or [I-D.ietf-tcpmaccurate-ecn]). It is

out side the scope of the present specification. Currently AccECN
feedback is required to count CE nmarking of any control packet

i ncluding pure ACKs. \Whereas RFC 3168 is silent on this point, so

f eedback of CE-nmarkings m ght be inplementation specific (see

Section 4.4.1).

DI SCUSSI ON: An AccECN depl oynment or an inplenentation of RFC 3168
that feeds back CE on pure ACKs will be at a di sadvant age conpared
to an RFC 3168 inplenentation that does not. To solve this, the
WG coul d decide to prohibit setting ECT on pure ACKs unl ess AccECN
has been negotiated. |If it does, the penultimte sentence of the
Introduction will need to be nodified.

MEASUREMENTS NEEDED: Measurenents are needed to | earn how the
depl oyed base of network el ements and RFC 3168 servers react to
pure ACKs nmarked with the ECT(0)/ECT(1)/CE codepoints, i.e.

whet her they are dropped, codepoint cleared or processed and the
congestion indication fed back on a subsequent packet.
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3.2.4. Wndow Probe

For the experiments proposed here, the TCP sender will set ECT on
wi ndow probes. It can ignore the prohibition in section 6.1.6 of RFC
3168 agai nst setting ECT on a wi ndow probe.

A wi ndow probe contains a single octet, so it is no different froma
regul ar TCP data segnent. Therefore a TCP receiver will feed back
any CE marking on a wi ndow probe as normal (either using classic ECN
f eedback or AccECN feedback). The sender of the probe will then
reduce its congestion wi ndow as nornal .

A receive window of zero indicates that the application is not
consum ng data fast enough and does not inply anything about network
congestion. Once the receive wi ndow opens, the congestion w ndow

m ght becone the linmiting factor, so it is correct that CE-nmarked
probes reduce the congestion wi ndow. This conplenents cwnd

val idation [RFC7661], which reduces cwnd as nore tinme el apses w thout
havi ng used avail abl e capacity. However, CE-marking on w ndow probes
does not reduce the rate of the probes thenmselves. This is unlikely
to present a problem given the duration between w ndow probes

doubl es [RFC1122] as long as the receiver is advertising a zero

wi ndow (currently mninmum 1 second, nmaxinumat least 1 minute

[ RFC6298] ) .

MEASUREMENTS NEEDED: Measurenents are needed to | earn how the
depl oyed base of network el ements and servers react to W ndow
probes marked with the ECT(0)/ECT(1)/CE codepoints, i.e. whether
they are dropped, codepoint cleared or processed.

3.2.5. FIN
A TCP inpl enentati on can set ECT on a FIN
The TCP data receiver MJST ignore the CE codepoint on inconing FINs
that fail any validity check. The validity check in section 5.2 of
[ RFC5961] i s RECOMVENDED.
A congestion response to a CE-marking on a FIN is not required.
After sending a FIN, the endpoint will not send any nore data in the
connection. Therefore, even if the FINACK i ndicates that the FIN
was CE- marked (whether using classic or AccECN feedback), reducing

the congestion window will not affect anything.

After sending a FIN, a host might send one or nore pure ACKs. If it
is using one of the techniques in Section 3.2.3 to regulate the
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3.

3.

2

2

del ayed ACK ratio for pure ACKs, it could equally be applied after a
FIN. But this is not required

MEASUREMENTS NEEDED: Measurenents are needed to | earn how the

depl oyed base of network el ements and servers react to FIN packets
mar ked with the ECT(0)/ECT(1)/CE codepoints, i.e. whether they
are dropped, codepoint cleared or processed.

6. RST
A TCP i npl enentation can set ECT on a RST

The "chal | enge ACK" approach to checking the validity of RSTs
(section 3.2 of [RFC5961] is RECOMMENDED at the data receiver.

A congestion response to a CE-marking on a RST is not required (and
actual ly not possible).

MEASUREMENTS NEEDED: Measurenents are needed to | earn how the

depl oyed base of network el ements and servers react to RST packets
marked with the ECT(0)/ECT(1)/CE codepoints, i.e. whether they
are dropped, codepoint cleared or processed.

7. Retransmi ssions
For the experiments proposed here, the TCP sender will set ECT on
retransmtted segnents. It can ignore the prohibition in section

6.1.5 of RFC 3168 agai nst setting ECT on retransm ssions.

Nonet hel ess, the TCP data receiver MJST ignore the CE codepoint on
i nconming segnents that fail any validity check. The validity check
in section 5.2 of [RFC5961] is RECOWENDED. This will effectively
mtigate an attack that uses spoofed data packets to fool the
receiver into feeding back spoofed congestion indications to the
sender, which in turn would be fooled into continually halving its
congesti on wi ndow.

If the TCP sender receives feedback that a retransnitted packet was
CE-marked, it will react as it would to any feedback of CE-marking on
a data packet.

MEASUREMENTS NEEDED: Measurenents are needed to | earn how the
depl oyed base of network el enments and servers react to

retransm ssions marked with the ECT(0)/ECT(1)/CE codepoints, i.e.
whet her they are dropped, codepoint cleared or processed.
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3.2.8. Ceneral Fall-back for any Control Packet or Retransni ssion

Ext ensi ve neasurenents in fixed and nobil e networks [ Mandal ari 18]
have found no evidence of bl ockages due to ECT being set on any type
of TCP control packet.

In case traversal problens arise in future, fall-back nmeasures have
been specified above, but only for the cases where ECT on the initia
packet of a half-connection (SYN or SYNNACK) is persistently failing
to get through.

Fal | - back neasures for bl ockage of ECT on other TCP control packets
MAY be inplemented. However they are not specified here given the

| ack of any evidence they will be needed. Section 4.9 justifies this
advice in nore detail.

4., Rationale

This section is informative, not normative. It presents counter-
argunents against the justifications in the RFC series for disabling
ECN on TCP control segnments and retransmissions. It also gives

rationale for why ECT is safe on control segnents that have not, so
far, been nmentioned in the RFC series. First it addresses over-
arching argunents used for nost packet types, then it addresses the
specific argunments for each packet type in turn

4.1. The Reliability Argunent
Section 5.2 of RFC 3168 states:

"To ensure the reliable delivery of the congestion indication of
the CE codepoint, an ECT codepoi nt MJST NOT be set in a packet
unl ess the |l oss of that packet [at a subsequent node] in the
network woul d be detected by the end nodes and interpreted as an
i ndi cation of congestion."

We believe this argument is misplaced. TCP does not deliver nost
control packets reliably. So it is nmore inportant to allow contro
packets to be ECN- capable, which greatly inproves reliable delivery
of the control packets thenselves (see notivation in Section 1.1).
ECN al so inproves the reliability and latency of delivery of any
congestion notification on control packets, particularly because TCP
does not detect the | oss of npbst types of control packet anyway.

Bot h these points outweigh by far the concern that a CE marking
applied to a control packet by one node m ght subsequently be dropped
by anot her node.
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The principle to determ ne whether a packet can be ECN- capabl e ought
to be "do no extra harnf, meaning that the reliability of a
congestion signal’s delivery ought to be no worse with ECN t han
without. In particular, setting the CE codepoint on the very sane
packet that woul d otherw se have been dropped fulfills this
criterion, since either the packet is delivered and the CE signal is
delivered to the endpoint, or the packet is dropped and the origina
congestion signal (packet loss) is delivered to the endpoint.

The concern about a CE marking being dropped at a subsequent node

m ght be notivated by the idea that ECN-nmarking a packet at the first
node does not renove the packet, so it could go on to worsen
congestion at a subsequent node. However, it is not useful to reason
about congestion by considering single packets. The departure rate
fromthe first node will generally be the same (fully utilized) with
or without ECN, so this argunment does not apply.

4.2. SYNs

RFC 5562 presents two argunents agai nst ECT marki ng of SYN packets
(quoted verbatin):

"First, when the TCP SYN packet is sent, there are no guarantees
that the other TCP endpoint (node B in Figure 2) is ECN Capabl e
or that it would be able to understand and react if the ECN CE
codepoi nt was set by a congested router.

Second, the ECN- Capabl e codepoint in TCP SYN packets coul d be

m sused by nalicious clients to "inprove" the well-known TCP SYN
attack. By setting an ECN Capabl e codepoint in TCP SYN packets, a
mal i ci ous host nmight be able to inject a | arge nunber of TCP SYN
packets through a potentially congested ECN enabl ed router,
congesting it even further.”

The first point actually describes two subtly different issues. So
bel ow three argunments are countered in turn.

4.2.1. Argument la: Unrecogni zed CE on the SYN

This argunent certainly applied at the tine RFC 5562 was witten,
when no ECN responder mechani sm had any logic to recognize or feed
back a CE nmarking on a SYN. The problemwas that, during the 3WHS
the flag in the TCP header for ECN feedback (called Echo Congestion
Experi enced) had been overl oaded to negotiate the use of ECN itself.
So there was no space for feedback in a SYN-ACK

The accurate ECN (AccECN) protocol [I-D.ietf-tcpmaccurate-ecn] has
since been designed to solve this problem using a two-pronged
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approach. First AccECN uses the 3 ECN bits in the TCP header as 8
codepoints, so there is space for the responder to feed back whether
there was CE on the SYN. Second a TCP initiator can al ways request
AcCECN support on every SYN, and any responder reveals its | evel of
ECN support: AccECN, classic ECN, or no ECN. Therefore, if a
responder does indicate that it supports AcckECN, the initiator can be
sure that, if there is no CE feedback on the SYN-ACK, then there
really was no CE on the SYN

An initiator can conbine AccECN with three possible strategies for
setting ECT on a SYN

(S1): Pessinistic ECT and cache successes: The initiator always
requests AccECN in the SYN, but w thout setting ECT. Then it
records those servers that confirmthat they support AccECN in
a cache. On a subsequent connection to any server that
supports AccECN, the initiator can then set ECT on the SYN.

(S2): Optimstic ECT: The initiator always sets ECT optinmistically
on the initial SYN and it al ways requests AccECN support.
Then, if the server response shows it has no AccECN |l ogic (so
it cannot feed back a CE mark), the initiator conservatively
behaves as if the SYN was CE-nmarked, by reducing its initial
wi ndow.

A.  No cache: The optim stic ECT strategy ought to work fairly
wel | without caching any responses.

B. Cache failures: The optimstic ECT strategy can be
i nproved by recording solely those servers that do not
support AccECN. On subsequent connections to these non-

AcCECN servers, the initiator will still request AccECN
but not set ECT on the SYN. Then, the initiator can use
its full initial window (if it has enough request data to

need it). Longer term as servers upgrade to AccECN, the
initiator will renove themfromthe cache and use ECT on
subsequent SYNs to that server.

Where an access network operator mnedi ates Internet access
via a proxy that does not support AccECN, the optimstic
ECT strategy will always fail. This scenario is nore
likely in nmobile networks. Therefore, a nobile host could
cache | ack of AccECN support per attached access network
operator. \henever it attached to a new operator, it
could check a well-known AccECN test server and, if it
found no AccECN support, it would add a cache entry for
the attached operator. It would only use ECT when neither
network nor server were cached. It would only popul ate
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4.

2

its per server cache when not attached to a non- AcceCN
pr oxy.

(S3): ECT by configuration: In a controlled environnment, the
adm ni strator can nmake sure that servers support ECN capable
SYN packets. Exanples of controlled environnents are single-
tenant DCs, and possibly nulti-tenant DCs if it is assuned
that each tenant nostly comunicates with its own VMs.

For unmanaged environnents like the public Internet, pragmatically
the choice is between strategies (S1) and (S2B)

0 The "pessinmistic ECT and cache successes" strategy (S1) suffers
fromexposing the initial SYNto the prevailing | oss |evel, even
if the server supports ECT on SYNs, but only on the first
connection to each AccECN server.

o0 The "optinistic ECT and cache failures" strategy (S2B) exploits a
server’s support for ECT on SYNs fromthe very first attenpt. But
if the server turns out not to support AccECN, the initiator has
to conservatively limt its initial w ndow - usually
unnecessarily. Nonetheless, initiator request data (as opposed to
server response data) is rarely larger than 1 SMSS anyway {ToDo
reference? (this information was given informally by Yuchung
Cheng)}.

The normative specification for ECT on a SYNin Section 3.2.1 uses
the "optim stic ECT and cache failures" strategy (S2B) on the
assunption that an initial wi ndow of 1 SMSS is usually sufficient for
client requests anyway. Clients that often initially send nore than
1 SMSS of data could use strategy (S1) during initial deploynent, and
strategy (S2B) later (when the probability of servers supporting
AccECN and the likelihood of seeing some CE marking is higher).

Al so, as depl oynent proceeds, caching successes (Sl) starts off snal
then grows, while caching failures (S2B) becones large at first, then
shri nks.

MEASUREMENTS NEEDED: Measurenents are needed to determ ne whet her
one or the other strategy would be sufficient for any particul ar
client, or whether a particular client would need both strategies
in different circunstances.

2. Argunent 1b: Unrecogni zed ECT on the SYN

G ven, until now, ECT-marked SYN packets have been prohibited, it
cannot be assuned they will be accepted.
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According to a study using 2014 data [ecn-pam froma linmted range
of vantage points, out of the top 1M Al exa web sites, 4791 (0.82%

I Pv4 sites and 104 (0.61% I1Pv6 sites failed to establish a
connecti on when they received a TCP SYN with any ECN codepoint set in
the I P header and the appropriate ECN flags in the TCP header. O

t hese, about 41%failed to establish a connection due to the ECN
flags in the TCP header even with a Not-ECT ECN field in the IP
header (i.e. despite full conpliance with RFC 3168). Therefore
addi ng the ECN capability to SYNs was increasi ng connection
establishnent failures by about 0.4%

In a study using 2017 data froma w der range of fixed and nobile
vantage points to the top 500k Al exa servers, no case was found where
addi ng the ECN capability to a SYN increased the |ikelihood of
connection establishment failure [Mandal ari 18].

VMEASUREMENTS NEEDED: More investigation is needed to understand
the different outcones of the 2014 and 2017 studi es.

RFC 3168 says "a host MJST NOT set ECT on SYN[...] packets", but it
does not say what the responder should do if an ECN- capabl e SYN
arrives. So, in the 2014 study, perhaps sone responder

i mpl ement ati ons were checking that the SYN conplied with RFC 3168,
then silently ignoring non-conpliant SYNs (or perhaps returning a
RST). Also sone middl eboxes (e.g. firewalls) might have been

di scardi ng non-conpliant SYNs. For the future,
[I-D.ietf-tsvwg-ecn-experinmentation] updates RFC 3168 to clarify that
m ddl eboxes "SHOULD NOT" do this, but that does not alter the past.

Whereas RSTs can be dealt with inmmediately, silent failures introduce
a retransm ssion tineout delay (default 1 second) at the initiator
before it attenpts any fall back strategy. Ironically, making SYNs
ECN-capable is intended to avoid the tineout when a SYNis |ost due
to congestion. Fortunately, if there is any discard of ECN capable
SYNs due to policy, it will occur predictably, not randomy I|ike
congestion. So the initiator can avoid it by caching those sites
that do not support ECN- capable SYNs. This further justifies the use
of the "optinmistic ECT and cache failures" strategy in Section 3.2.1

VMEASUREMENTS NEEDED: Experinents are needed to determ ne whether
bl ocki ng of ECT on SYNs is wi despread, and how many occurrences of
probl ens woul d be nasked by how few cache entries

If blocking is too widespread for the "optimstic ECT and cache

failures” strategy (S2B), the "pessim stic ECT and cache successes”
strategy (Section 4.2.1) would be better
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MEASUREMENTS NEEDED: Then neasurements woul d be needed on whet her
failures were still w despread on the third connection attenpt
after the nore careful ("pessimstic") first and second attenpts.

If so, it mght be necessary to send a not-ECT SYN a short del ay
after an ECT SYN and only accept the non-ECT connection if it
returned first. This would reduce the performance penalty for those
depl oyi ng ECT SYN support.

FOR DI SCUSSION: If this becones necessary, how nuch delay ought to
be required before the second SYN? Certainly |less than the
standard RTO (1 second). But nore or less than the maxi num RTT
expected over the surface of the earth (roughly 250ms)? O even
back-t o- back?

However, based on the data above from[ecn-pani, even a cache of a
dozen or so sites ought to avoid all ECN-rel ated performance probl ens
with roughly the Alexa top thousand. So it is questionable whether
sending two SYNs will be necessary, particularly given failures at
wel | -mai ntained sites could reduce further once ECT SYNs are

st andar di zed.

4.2.3. Argunent 2: DoS Attacks

[ RFC5562] says that ECT SYN packets could be nisused by malicious
clients to augnent "the well-known TCP SYN attack"”. It goes on to
say "a malicious host m ght be able to inject a | arge nunber of TCP
SYN packets through a potentially congested ECN enabl ed router
congesting it even further."

We assune this is a reference to the TCP SYN fl ood attack (see
https://en.w ki pedi a. org/wi ki/SYN flood), which is an attack agai nst
a responder end point. W assume the idea of this attack is to use
ECT to get nore packets through an ECN-enabl ed router in preference
to other non-ECN traffic so that they can go on to use the SYN
flooding attack to inflict nore damage on the responder end point.
This argunment could apply to flooding with any type of packet, but we
assune SYNs are singled out because their source address is easier to
spoof, whereas floods of other types of packets are easier to bl ock

Mandati ng Not-ECT in an RFC does not stop attackers using ECT for
flooding. Nonetheless, if a standard says SYNs are not nmeant to be
ECT it would make it legitimte for firewalls to discard them
However this would negate the considerable benefit of ECT SYNs for
compliant transports and seenms unnecessary because RFC 3168 al ready
provi des the nmeans to address this concern. |In section 7, RFC 3168
says "During periods where ... the potential packet nmarking rate
woul d be high, our recommendation is that routers drop packets rather
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then set the CE codepoint..." and this advice is repeated in
[ RFC7567] (section 4.2.1). This nakes it harder for flooding packets
to gain from ECT.

Furt her experinents are needed to test how nuch nalicious hosts can
use ECT to augnment flooding attacks without triggering AQws to turn
of f ECN support (flying "just under the radar"). If it is found that
ECT can only slightly augrment flooding attacks, the risk of such
attacks will need to be weighed against the performance benefits of
ECT SYNs.

4.3. SYN- ACKs

The proposed approach in Section 3.2.2 for experinmenting with ECN
capabl e SYN-ACKs is effectively identical to the schene called ECN+
[ECN-PLUS]. In 2005, the ECN+ paper denonstrated that it could
reduce the average Wb response tine by an order of magnitude. It
al so argued that adding ECT to SYN-ACKs did not raise any new
security vulnerabilities.

4.3.1. Response to Congestion on a SYN ACK

The | ETF has al ready specified an experinent with ECN- capabl e SYN- ACK
packets [RFC5562]. It was inspired by the ECN+ paper, but it
specified a nmuch nore conservative congestion response to a CE-marked
SYN- ACK, called ECN+/ TryOnce. This required the server to reduce its
initial windowto 1 segnent (like ECN+), but then the server had to
send a second SYN-ACK and wait for its ACK before it could continue
with its initial window of 1 SMSS. The second SYN-ACK of this 5-way
handshake had to carry no data, and had to disable ECN, but no
justification was given for these last two aspects.

The present ECN experinment obsol etes RFC 5562 because it uses the
ECN+ congestion response, not ECN+/ TryOnce. First we argue agai nst
the rationale for ECN+/ TryOnce given in sections 4.4 and 6.2 of

[ RFC5562]. It starts with a rather too literal interpretation of the
requirenent in RFC 3168 that says TCP's response to a single CE mark
has to be "essentially the same as the congestion control response to
a *single* dropped packet." TCP s response to a dropped initial (SYN
or SYN-ACK) packet is to wait for the retransmission tiner to expire
(currently 1s). However, this long delay assunes the worst case

bet ween two possi bl e causes of the |loss: a) heavy overload; or b) the
normal capacity-seeki ng behavi our of other TCP flows. Wen the
network is still delivering CE-marked packets, it inplies that there
is an AQM at the bottleneck and that it is not overloaded. This is
because an AQM under overload will disable ECN (as recommended in
section 7 of RFC 3168 and repeated in section 4.2.1 of RFC 7567). So
scenario (a) can be ruled out. Therefore, TCP's response to a CE-
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mar ked SYN-ACK can be similar to its response to the loss of _any_
packet, rather than backing off as if the special _initial_ packet of
a flow has been | ost.

How TCP responds to the | oss of any single packet depends what it has
just been doing. But there is not really a precedent for TCP' s
response when it experiences a CE mark having sent only one (small)

packet. |If TCP had been addi ng one segnent per RTT, it would have
hal ved its congestion wi ndow, but it hasn’t established a congestion
wi ndow yet. If it had been exponentially increasing it would have

exited slow start, but it hasn't started exponentially increasing yet
so it hasn't established a slowstart threshold.

Therefore, we have to work out a reasoned argument for what to do.

If an AQMis CE-marking packets, it inplies there is already a queue
and it is probably already somewhere around the AQMV s operating point
- it is unlikely to be well below and it m ght be well above. So, it
does not seemsensible to add a nunber of packets at once. On the
other hand, it is highly unlikely that the SYN-ACK itself pushed the
AQM into congestion, so it will be safe to introduce another single
segrment inmediately (1 RTT after the SYN-ACK). Therefore, starting
to probe for capacity with a slow start froman initial w ndow of 1
segnment seens appropriate to the circunstances. This is the approach
adopted in Section 3.2.2.

4.3.2. Fall-Back if ECT SYN-ACK Fails

An alternative to the server caching failed connection attenpts woul d
be for the server to rely on the client caching failed attenpts (on
the basis that the client would cache a failure whether ECT was

bl ocked on the SYN or the SYN-ACK). This strategy cannot be used if
the SYN does not request AccECN support. It works as follows: if the
server receives a SYN that requests AccECN support but is set to not-
ECT, it replies with a SYNNACK also set to not-ECT. |If a m ddl ebox
only blocks ECT on SYNs, not SYN-ACKs, this strategy m ght disable
ECN on a SYN-ACK when it did not need to, but at least it saves the
server from maintaining a cache.

4. 4. Pure ACKs

Section 5.2 of RFC 3168 gives the follow ng argunments for not
all owi ng the ECT nmarking of pure ACKs (ACKs not piggy-backed on
dat a):

"To ensure the reliable delivery of the congestion indication of
the CE codepoint, an ECT codepoi nt MJST NOT be set in a packet

unl ess the |l oss of that packet in the network would be detected by
the end nodes and interpreted as an indication of congestion.
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Transport protocols such as TCP do not necessarily detect al

packet drops, such as the drop of a "pure" ACK packet; for

exanpl e, TCP does not reduce the arrival rate of subsequent ACK
packets in response to an earlier dropped ACK packet. Any
proposal for extending ECN Capability to such packets would have
to address issues such as the case of an ACK packet that was

mar ked with the CE codepoint but was |later dropped in the network.
We believe that this aspect is still the subject of research, so
this docunment specifies that at this time, "pure" ACK packets MJIST
NOT i ndi cate ECN-Capability."

Later on, in section 6.1.4 it reads:

"For the current generation of TCP congestion control algorithns,
pure acknow edgement packets (e.g., packets that do not contain
any acconpanyi ng data) MJST be sent with the not-ECT codepoint.
Current TCP receivers have no nechanisns for reducing traffic on
the ACK-path in response to congestion notification. Mechanisns
for responding to congestion on the ACK-path are areas for current
and future research. (One sinple possibility would be for the
sender to reduce its congestion wi ndow when it receives a pure ACK
packet with the CE codepoint set). For current TCP

i mpl ementations, a single dropped ACK generally has only a very
smal | effect on the TCPs sending rate.”

We next address each of the argunents presented above.

The first argunent is a specific instance of the reliability argunent
for the case of pure ACKs. This has already been addressed by
countering the general reliability argument in Section 4.1

The second argunent says that ECN ought not to be enabl ed unl ess
there is a nechanismto respond to it. However, actually there _is_
a mechanismto respond to congestion on a pure ACK that RFC 3168 has
overl ooked - the congestion wi ndow nechanism \Wen data segnents and
pure ACKs are interspersed, congestion notifications ought to

regul ate the congestion wi ndow, whether they are on data segnments or
on pure ACKs. Oherwise, if ECNis disabled on Pure ACKs, and if
(say) 70% of the segnents in one direction are Pure ACKs, about 70%
of the congestion notifications will be m ssed and the data segnents
will not be correctly regul at ed.

So RFC 3168 ought to have considered two congestion response
mechani sms - reduci ng the congestion wi ndow (cwnd) and reduci ng the
ACK rate - and only the latter was nmissing. Further, RFC 3168 was
incorrect to assune that, if one ACK was a pure ACK, all segments in
the sane direction would be pure ACKs. Adnittedly a continual stream
of pure ACKs in one direction is quite a conmon case (e.g. a file
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downl oad). However, it is also conmon for the pure ACKs to be
interspersed with data segnents (e.g. HITP/ 2 browser requests
controlling a web application). Indeed, it is nore likely that any
congestion experienced by pure ACKs will be due to nmixing with data
segnents, either within the sane flow, or within conpeting flows.

Thi s insight swings the argunment towards enabling ECN on pure ACKs so
that CE marks can drive the cwnd response to congestion (whenever
data segnents are interspersed with the pure ACKs). Then to
separately deci de whether an ACK rate response is also required (when
they are ECN-enabl ed). The two types of response are addressed
separately in the followi ng two subsections, then a final subsection
draws concl usi ons.

4.4.1. Omnd Response to CE-Marked Pure ACKs

If the sender of pure ACKs sets themto ECT, the bullets bel ow assess
whet her the three stages of the congestion response nechani smwl|

all work for each type of congestion feedback (classic ECN [ RFC3168]
and AccECN [I-D.ietf-tcpmaccurate-ecn]):

Detection: The receiver of a pure ACK can detect a CE narking on it:

* Classic feedback: the receiver will not expect CE nmarks on pure
ACKs, so it will be inplenentation-dependent whether it happens
to check for CE marks on all packets.

* AccECN feedback: the AccECN specification requires the receiver
of any TCP packets to count any CE nmarks on them (whet her or
not control packets are ECN-capable).

Feedback: TCP never ACKs a pure ACK, but the receiver of a CE-mark
on a pure ACK can feed it back when it sends a subsequent data
segrment (if it ever does):

* (Cassic feedback: the receiver (of the pure ACKs) woul d set the
echo congestion experienced (ECE) flag in the TCP header as
nor nal .

* AccECN feedback: the receiver continually feeds back a count of
the nunber of CE-marked packets that it has received (and, if
possi bl e, a count of CE-marked bytes).

Congestion response: |In either case (classic or AccECN feedback), if
the TCP sender does receive feedback about CE-markings on pure
ACKs, it will react in the usual way by reducing its congestion
wi ndow accordingly. This will regulate the rate of any data
packets it is sending anongst the pure ACKs. Note that, while a
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host has no application data to send, any congestion w ndow it has
attained m ght al so be reduced by the congestion wi ndow validation
mechani sm [ RFC7661] .

4.4.2. ACK Rate Response to CE- Marked Pure ACKs

Reduci ng the congestion wi ndow will have no effect on the rate of
pure ACKs. The worst case here is if the bottleneck is congested
solely with pure ACKs, but it could also be problematic if a |arge
fraction of the |oad was from unresponsive ACKs, leaving little or no
capacity for the load fromresponsive data.

Since RFC 3168 was published, Acknow edgenent Congestion Contro
(AckCC) techni ques have been docunented in [ RFC5690] (informational).
So any pair of TCP end-points can choose to agree to regulate the

del ayed ACK ratio in response to | ost or CE-nmarked pure ACKs.
However, the protocol has a nunber of open deploynent issues (e.g. it
relies on two new TCP options, one of which is required on the SYN
where option space is at a premiumand, if either option is blocked
by a m ddl ebox, no fall-back behaviour is specified). The new TCP
options addressed two problenms, nanely that TCP had: i) no nmechani sm
to allow ECT to be set on pure ACKs; and ii) no nmechanismto feed
back | oss or CE-marking of pure ACKs. A conbination of the present
speci fication and AccECN addresses both these problens, at |east for
ECN marking. So it might now be possible to design an ECN-specific
ACK congestion control schene without the extra TCP options proposed
in RFC 5690. However, such a nechanismis out of scope of the
present docunent.

Setting aside the practicality of RFC 5690, the need for AckCC has
not been conclusively denonstrated. |t has been argued that the
Internet has survived so far with no nechanismto even detect |oss of
pure ACKs. However, it has also been argued that ECN is not the sane
as |loss. Packet discard can naturally thin the ACK | oad to whatever
the bottl eneck can support, whereas ECN marki ng does not (it queues
the ACKs instead). Nonetheless, RFC 3168 (section 7) reconmends that
an AQM swi tches over from ECN narking to discard when the narking
probability becomes high. Therefore discard can still be relied on
to thin out ECN- enabled pure ACKs as a |last resort.

4.4.3. Sumary: Enabling ECN on Pure ACKs

In the case when AccECN has been negotiated, the arguments for ECT
(and CE) on pure ACKs heavily outweigh those against. ECN is always
nmore and never less reliable for delivery of congestion notification
The cwnd response has been overl ooked as a nechani sm for responding
to congestion on pure ACKs, so it is incorrect not to set ECT on pure
ACKs when they are interspersed with data segnents. And when they
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are not, packet discard still acts as the "congestion response of

|l ast resort”. In contrast, not setting ECT on pure ACKs is certainly
detrimental to performance, because when a pure ACKis lost it can
prevent the rel ease of new data. Separately, AckCC (or perhaps an

i mproved variant exploiting AccECN) could optionally be used to

regul ate the spaci ng between pure ACKs. However, it is not clear
whet her AckCC is justified.

In the case when O assic ECN has been negotiated, there is still an
argunent for ECT (and CE) on pure ACKs, but it is less clear-cut.
Sone existing RFC 3168 i npl enentati ons m ght happen to
(unintentionally) provide the correct feedback to support a cwnd
response. Even for those that did not, setting ECT on pure ACKs
woul d still be better for performance than not setting it and do no
extra harm |If AckCC was required, it is designed to work with RFC
3168 ECN.

4.5. W ndow Probes

Section 6.1.6 of RFC 3168 presents only the reliability argument for
prohi biting ECT on W ndow probes:

"If a wi ndow probe packet is dropped in the network, this loss is
not detected by the receiver. Therefore, the TCP data sender MJST
NOT set either an ECT codepoint or the CAR bit on w ndow probe
packets.

However, because w ndow probes use exact sequence nunbers, they
cannot be easily spoofed in denial-of-service attacks. Therefore,
if a window probe arrives with the CE codepoint set, then the
recei ver SHOULD respond to the ECN indications."

The reliability argument has al ready been addressed in Section 4.1.

Al'l owi ng ECT on wi ndow probes coul d consi derably inprove perfornmance
because, once the receive wi ndow has reopened, if a wi ndow probe is

| ost the sender will stall until the next w ndow probe reaches the
recei ver, which mght be after the maxi numretransm ssion tinmeout (at
|l east 1 minute [ RFC6928]).

On the bright side, RFC 3168 at |east specifies the receiver

behaviour if a CE-marked wi ndow probe arrives, so changing the
behavi our ought to be |l ess painful than for other packet types.
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4.6. FINs

RFC 3168 is silent on whether a TCP sender can set ECT on a FIN. A
FIN is considered as part of the sequence of data, and the rate of
pure ACKs sent after a FIN could be controlled by a CE nmarking on the
FIN. Therefore there is no reason not to set ECT on a FIN

4.7. RSTs

RFC 3168 is silent on whether a TCP sender can set ECT on a RST. The
host generating the RST nessage does not have an open connection
after sending it (either because there was no such connection when
the packet that triggered the RST nessage was received or because the
packet that triggered the RST nessage al so triggered the closure of

t he connection).

Mor eover, the receiver of a CE-nmarked RST nessage can either: i)
accept the RST message and cl ose the connection; ii) emt a so-called
chal l enge ACK in response (with suitable throttling) [RFC5961] and
otherw se ignore the RST (e.g. because the sequence nunber is in-

wi ndow but not the precise nunber expected next); or iii) discard the
RST nessage (e.g. because the sequence nunber is out-of-window). In

the first two cases there is no point in echoing any CE nmark received
because the sender closed its connection when it sent the RST. In

the third case it makes sense to discard the CE signal as well as the
RST.

Al t hough a congestion response followi ng a CE-nmarking on a RST does
not appear to make sense, the follow ng factors have been consi dered
bef ore deci di ng whet her the sender ought to set ECT on a RST nessage:

0 As expl ai ned above, a congestion response by the sender of a CE-
mar ked RST nessage is not possible;

0 So the only reason for the sender setting ECT on a RST would be to
inprove the reliability of the nessage’s delivery;

0 RST nmessages are used to both mount and nitigate attacks:

* Spoofed RST nessages are used by attackers to term nate ongoi ng
connections, although the nmitigations in RFC 5961 have
considerably raised the bar agai nst of f-path RST attacks;

* Legitimate RST nmessages all ow endpoints to informtheir peers
to elimnate existing state that correspond to non existing
connections, liberating resources e.g. in DoS attacks
scenari os;
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0 AQWs are advised to disable ECN marking during persistent
overl oad, so:

* it is harder for an attacker to exploit ECN to intensify an
att ack;

* it is harder for a legitimate user to exploit ECN to nore
reliably mtigate an attack

o0 Prohibiting ECT on a RST woul d deny the benefit of ECN to
| egitimate RST nessages, but not to attackers who can disregard
RFCs;

o |If ECT were prohibited on RSTs

* it would be easy for security mddl eboxes to discard all ECN
capabl e RSTs;

*  However, unlike a SYN flood, it is already easy for a security
m ddl ebox (or host) to distinguish a RST flood fromlegitimate
traffic [ RFC5961], and even if a some legitimte RSTs are
accidentally renoved as well, legitimte connections stil
functi on.

So, on balance, it has been decided that it is worth experinenting
with ECT on RSTs. During experinents, if the ECN capability on RSTs
is found to open a vulnerability that is hard to close, this decision
can be reversed, before it is specified for the standards track

4.8. Retransmitted Packets.

RFC 3168 says the sender "MJST NOT" set ECT on retransmitted packets.
The rationale for this consunes nearly 2 pages of RFC 3168, so the
reader is referred to section 6.1.5 of RFC 3168, rather than quoting
it all here. There are essentially three argunents, nanely:
reliability; DoS attacks; and over-reaction to congestion. W
address themin order bel ow

The reliability argunment has al ready been addressed in Section 4.1

Protection agai nst DoS attacks is not afforded by prohibiting ECT on
retransmtted packets. An attacker can set CE on spoofed

retransm ssions whether or not it is prohibited by an RFC
Protection agai nst the DoS attack described in section 6.1.5 of RFC
3168 is solely afforded by the requirenent that "the TCP data

recei ver SHOULD i gnore the CE codepoi nt on out-of -w ndow packets".
Therefore in Section 3.2.7 the sender is allowed to set ECT on
retransmtted packets, in order to reduce the chance of them being
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dropped. W also strengthen the receiver’s requirenent from " SHOULD
ignore" to "MJUST ignore". And we generalize the receiver’s
requirenent to include failure of any validity check, not just out-
of -wi ndow checks, in order to include the nore stringent validity
checks in RFC 5961 that have been devel oped since RFC 3168.

A consequence is that, for those retransnmitted packets that arrive at
the receiver after the original packet has been properly received
(so-call ed spurious retransm ssions), any CE marking will be ignored.
There is no problemw th that because the fact that the origina
packet has been delivered inplies that the sender’s origina
congestion response (when it deemed the packet lost and retransnitted
it) was unnecessary.

Finally, the third argunent is about over-reacting to congestion

The argunent goes that, if a retransmtted packet is dropped, the
sender will not detect it, so it will not react again to congestion
(it would have reduced its congesti on wi ndow al ready when it
retransmtted the packet). Wiereas, if retransnmitted packets can be
CE tagged instead of dropped, senders could potentially react nore
than once to congestion. However, we argue that it is legitimte to
respond again to congestion if it still persists in subsequent round

trip(s).

Therefore, in all three cases, it is not incorrect to set ECT on
retransmn ssi ons.

4.9. General Fall-back for any Control Packet

Ext ensi ve experinents have found no evidence of any traversa
problems with ECT on any TCP control packet [Mandal ari 18].
Nonet hel ess, Sections 3.2.1.4 and 3.2.2.3 specify fall-back neasures
if ECT on the first packet of each half-connection (SYN or SYN- ACK)
appears to be bl ocking progress. Here, the question of fall-back
measures for ECT on other control packets is explored. It supports
the advice given in Section 3.2.8; until there's evidence that

somet hing’ s broken, don't fix it.

If an inplementation has had to disable ECT to ensure the first
packet of a flow (SYN or SYN-ACK) gets through, the question arises
whet her it ought to disable ECT on all subsequent control packets
within the same TCP connection. Wthout evidence of any such

probl ems, this seems unnecessarily cautious. Particularly given it
woul d be hard to detect |oss of npbst other types of TCP contro
packets that are not ACK d. And particularly given that
unnecessarily renoving ECT fromother control packets could lead to
performance problens, e.g. by directing theminto an inferior queue
[I-D.ietf-tsvwg-ecn-14s-id] or over a different path, because sone
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broken nulti path equi pment (erroneously) routes based on all 8 bits
of the Diffserv field.

In the case where a connection starts without ECT on the SYN (perhaps
because problens with previous connections had been cached), there

wi Il have been no test for ECT traversal in the client-server
direction until the pure ACK that conpletes the handshake. It is
possi bl e that some m ddl ebox m ght block ECT on this pure ACK or on

| ater retransm ssions of |ost packets. Simlarly, after a route
change, the new path m ght include sone m ddl ebox that bl ocks ECT on
some or all TCP control packets. However, w thout evidence of such
probl ens, the conplexity of a fix does not seem worthwhil e.

MORE MEASUREMENTS NEEDED (?): If further two-ended measurements do
find evidence for these traversal problens, nmeasurements woul d be
needed to check for correlation of ECT traversal problens between
different control packets. It might then be necessary to
introduce a catch-all fall-back rule that disables ECT on certain
subsequent TCP control packets based on some criteria devel oped
fromthese neasurenents

5. Interaction with popular variants or derivatives of TCP

The follow ng subsections discuss any interactions between setting
ECT on all packets and using the follow ng popular variants of TCP
IW0 and TFO It also briefly notes the possibility that the
principles applied here should translate to protocols derived from
TCP. This section is informative not normative, because no

i nteracti ons have been identified that require any change to
specifications. The subsection on IWO0 di scusses potential changes
to specifications but recommends that no changes are needed.

The designs of the following TCP variants have al so been assessed and
found not to interact adversely with ECT on TCP control packets: SYN
cooki es (see Appendi x A of [RFC4987] and section 3.1 of [RFC5562]),
TCP Fast Open (TFO [ RFC7413]) and L4AS [I-D.ietf-tsvwg-14s-arch].

5.1. WO

IWLO is an experinent to determne whether it is safe for TCP to use
an initial w ndow of 10 SMSS [ RFC6928] .

Thi s subsection does not reconmrend any additions to the present
specification in order to interwork with 1WO0. The specifications as
they stand are safe, and there is only a corner-case with ECT on the
SYN where performance coul d be occasionally inproved, as explai ned
bel ow
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As specified in Section 3.2.1.1, a TCP initiator can only set ECT on
the SYNif it requests AccECN support. |If, however, the SYN ACK
tells the initiator that the responder does not support AccECN
Section 3.2.1.1 advises the initiator to conservatively reduce its
initial windowto 1 SMSS because, if the SYN was CE-marked, the SYN
ACK has no way to feed that back

If the initiator inplements W0, it seems rather over-conservative
to reduce IWfrom10 to 1 just in case a congestion marking was

m ssed. Nonetheless, the reduction to 1 SMSS will rarely harm
performance, because:

0o as long as the initiator is caching failures to negotiate AccECN
subsequent attenpts to access the same server will not use ECT on
the SYN anyway, so there will no | onger be any need to
conservatively reduce I'W

o currently it is not common for a TCP initiator (client) to have
nmore than one data segment to send {ToDo: evidence/reference?} -
IWO0 is primarily exploited by TCP servers.

If a responder receives feedback that the SYN-ACK was CE-narked,
Section 3.2.2.2 mandates that it reduces its initial windowto 1
SMSS.  When the responder also inplenents WO, it is particularly

i mportant to adhere to this requirement in order to avoid overfl ow ng
a queue that is clearly already congested.

5.2. TFO

TCP Fast Open (TFO [ RFC7413]) is an experinent to renove the round
trip delay of TCP's 3-way hand-shake (3WHS). A TFO initiator caches
a cookie froma previous connection with a TFO enabl ed server. Then,
for subsequent connections to the sanme server, any data included on
the SYN can be passed directly to the server application, which can
then return up to an initial wi ndow of response data on the SYN ACK
and on data segnments straight after it, without waiting for the ACK
that conpl etes the 3VHS

The TFO experinment and the present experinment to add ECN- support for
TCP control packets can be conbined without altering either
specification, which is justified as foll ows:

0 The handling of ECN marking on a SYNis no different whether or
not it carries data.

0 In response to any CE-nmarking on the SYN-ACK, the responder adopts

the nornmal response to congestion, as discussed in Section 7.2 of
[ RFC7413] .
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5.3. TCP Derivatives

Stream Control Transm ssion Protocol (SCTP [ RFC4960]) is a standards
track transport protocol derived fromTCP. SCTP currently does not

i nclude ECN support, but Appendi x A of RFC 4960 broadly descri bes how
it would be supported and a (Il ong-expired) draft on the addition of
ECN to SCTP has been produced [I|-D.stewart-tsvwg-sctpecn]. This
draft avoided setting ECT on control packets and retransm ssions,
closely follow ng the argunents in RFC 3168.

QU CII-Dietf-quic-transport] is another standards track transport
protocol offering sinmilar services to TCP but intended to exploit
sone of the benefits of running over UDP. A way to add ECN support
to QUI C has been proposed [I-D.johansson-quic-ecn].

Experi ence from experinents on addi ng ECN support to all TCP packets
ought to be directly transferable to derivatives of TCP, |ike SCTP or

QI C.

6. Security Considerations

Section 3.2.6 considers the question of whether ECT on RSTs will

all ow RST attacks to be intensified. There are several security
arguments presented in RFC 3168 for preventing the ECN marking of TCP
control packets and retransnmitted segnments. W believe all of them
have been properly addressed in Section 4, particularly Section 4.2.3
and Section 4.8 on DoS attacks using spoofed ECT-marked SYNs and
spoof ed CE-marked retransni ssions.

7. | ANA Consi derations
There are no | ANA considerations in this neno.
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