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Abstract

Recent Active Queue Managenent (AQVM) nechani sns instantiate shallow
buffers with burst tolerance to mninise the tinme that packets spend
enqueued at a bottleneck. However, shallow buffering can cause

noti ceabl e performance degradati on when TCP is used over a network
path with a | arge bandwi dt h-del ay-product. Traditional nmethods rely
on detecting network congestion through reported | oss of transport
packets. Explicit Congestion Notification (ECN) instead allows a
router to directly signal incipient congestion. A sending endpoint
can di stinguish when congestion is signalled via ECN, rather than by
packet |oss. An ECN signal indicates that an AQV nmechani sm has done
its job, and therefore the bottl eneck network queue is likely to be
shal l ow. This docunent therefore proposes an update to the TCP
sender-side ECN reaction in congestion avoi dance to reduce the
Congestion Wndow (cwnd) by a snaller anount than the congestion
control algorithms reaction to loss. This docunent al so reconmends
this approach to be adopted by any other transport protocol that

i mpl ements a congestion control reduction to an ECN congesti on

si gnal .

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Definitions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
2. Introduction
Explicit Congestion Notification (ECN) [ RFC3168] nmkes it possible

for an Active Queue Managenent (AQW nechanismto signal the presence
of incipient congestion w thout incurring packet loss. This lets the
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networ k deliver sonme packets to an application that woul d have been
dropped if the application or transport did not support ECN. This

packet | oss reduction is the nost obvious benefit of ECN, but it is
often relatively nodest. There are also significant other benefits
from depl oyi ng ECN [ RFC8087], including reduced end-to-end network

| at ency.

The rules for ECN were originally witten to be very conservati ve,
and required the congestion control algorithnms of ECN capabl e
transport protocols to treat ECN congestion signals exactly the sane
as they would treat a packet |oss [RFC3168].

Research has denonstrated the benefits of reducing network del ays due
to excessive buffering [ BUFFERBLOAT]; this has led to the creation of
new AQM mechani snms |i ke PIE [ RFC8033] and CoDel [ CODEL2012]

[1-D. CoDel], which avoid causing bl oated queues that are common with

a sinple tail-drop behaviour (also known as a First-In First-Qut,

FI FO queue).

These AQM nmechani sms instantiate short queues that are designed to
tol erate packet bursts. However, congestion control nechanisns
cannot always utilise a bottleneck link well where there are short
queues. For exanple, to allow a single TCP connection to fully
utilise a network path, the queue at the bottleneck Iink nust be able
to conpensate for TCP hal ving the "cwnd" and "ssthresh" variables in
response to a |l ost packet [RFC5681]. This requires the bottl eneck
queue to be able to store at |east an end-to-end bandw dt h-del ay
product (BDP) of data, which effectively doubles both the anpunt of
data that can be in flight and the round-trip tine (RTT) experience
usi ng the network path.

Modern AQM nmechani snms can use ECN to signal the early signs of

i npendi ng queue buil dup long before a tail-drop queue would be forced
to resort to dropping packets. It is therefore appropriate for the
transport protocol congestion control algorithmto have a nore
nmeasur ed response when an early-warning signal of congestion is
received in the formof an ECN CE-mar ked packet. Recognizing these
changes in nmodern AQM practices, nore recent rules have rel axed the
strict requirenent that ECN signals be treated identically to packet
loss [I-D.ECN-exp]. Following these newer, nore flexible rules, this
docunent defines a new sender-side-only congestion control response,
called "ABE" (Alternative Backoff with ECN). ABE inproves the
performance when routers use shall ow buffered AQV nmechani sns.
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3. Specification

This specification describes an update to the congestion contro

al gorithm of an ECN-capable TCP transport protocol. It allows a TCP
stack to update the TCP sender response when it receives feedback

i ndicating reception of a CE-marked packet. |t RECOVMENDS that a TCP
sender nmultiplies the cwnd by 0.8 and reduces the slow start
threshold (ssthresh) in congestion avoi dance foll owi ng reception of a
TCP segnment that sets the ECN-Echo flag (defined in [ RFC3168]).

Wil e this specification concerns TCP, other transports al so support
a per-RTT response to ECN. The nethod defined in this docunent is

al so applicable for such transports.

4. Di scussi on

Much of the technical background to this congestion control response
can be found in a research paper [ABE2017]. This paper used a m x of
experinents, theory and sinmulations with standard NewReno and CUBI C
to evaluate the technique. It exanined the inpact of enabling ECN
and letting individual TCP senders back off by a reduced anmount in
reaction to the receiver that reports ECN CE-marks from AQW enabl ed
bottl enecks. The technique was shown to present "...significant
performance gains in lightly-nmultiplexed scenarios, wthout |osing
the del ay-reduction benefits of deploying CoDel or PIE'. The
performance i nprovenent is achi eved when reacting to ECN-Echo in
congesti on avoi dance by multiplying cwnd and ssthresh with a value in
the range [0.7..0.85].

4.1. Wy Use ECN to Vary the Degree of Backoff?

The classic rule-of-thunb dictates that a network path needs to
provide a BDP of bottleneck buffering if a TCP connection w shes to
optimse path utilisation. A single TCP bulk transfer running

t hrough such a bottleneck will have increased its congestion w ndow
(cwnd) up to 2*BDP by the tine that packet |oss occurs. Wen packet
loss is detected (regarded as a notification of congestion), Standard
TCP hal ves the cwnd and ssthresh [ RFC5681], which causes the TCP
congestion control to go back to allowing only a BDP of packets in
flight -- just sufficient to maintain 100% utilisation of the

bottl eneck on the network path.

AQM mechani sms such as CoDel [I-D.CoDel] and PIE [ RFC8033] set a
delay target in routers and use congestion notifications to constrain
t he queui ng del ays experienced by packets, rather than in response to
i npendi ng or actual bottleneck buffer exhaustion. Wth current
default delay targets, CoDel and PIE both effectively enulate a
shal | ow buffered bottleneck (section Il, [ABE2017]) while al so

all owing short traffic bursts into the queue. This provides
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accept abl e performance for TCP connections over a path with a | ow
BDP, or in highly nultiplexed scenarios (many concurrent transport
connections). However, it interacts badly for a lightly-multiplexed
case (few concurrent connections) over a path with a | arge BDP
Conventional TCP backoff in such cases |eads to gaps in packet
transm ssion and under-utilisation of the path.

I nstead of discarding packets, an AQM nmechanismis allowed to mark
ECN- capabl e packets with an ECN CE-mark. The reception of a CE-mark
not only indicates congestion on the network path, it also indicates
that an AQM nechani sm exists at the bottleneck along the path, and
hence the CE-mark likely cane froma bottleneck with a shall ow queue.
Reacting differently to an ECN CE-mark than to packet |oss can then
yield the benefit of a reduced back-off, as with CUBIC [I-D. CUBI (],
when queues are short, yet it can avoid generating excessive del ay
when queues are long. Using ECN can al so be advant ageous for severa
ot her reasons [ RFC8087].

The idea of reacting differently to |l oss and detection of an ECN CE-
mark pre-dates this docunment. For exanple, previous research
proposed using ECN CE-marks to nodify TCP congestion contro
behaviour via a larger nultiplicative decrease factor in conjunction
with a snmaller additive increase factor [|1CC2002]. The goal of this
former work was to operate across AQM bottl enecks usi ng Random Early
Detection (RED) that were not necessarily configured to enulate a
shal | ow queue ([ RFC7567] notes the current status of RED as an AQM
met hod. )

4.2. Focus on ECN as Defined in RFC3168

Sone transport protocol mechanisnms rely on ECN semantics that differ
fromthe original ECN definition [RFC3168] -- for exanple, Congestion
Exposure (ConEx) [RFC7713] and Datacenter TCP ( DCTCP)
[I-D.ietf-tcpmdctcp] need nore accurate ECN i nfornmation than that
offered by the original feedback nmethod. O her nechanisns (e.qg.
[I-D.ietf-tcpmaccurate-ecn]) allow the sender to adjust the rate
nmore frequently than once each path RTT. Use of these mechanisnms is
out of the scope of the current document.

4.3. Discussion: Choice of ABE Miultiplier

ABE decoupl es the reaction of a TCP sender to | oss and ECN CE- marks
when in the congestion avoi dance phase by differentiating the scaling
factor used in Equation 4 in Section 3.1 of [RFC5681]. The
description respectively uses beta {l oss} and beta {ecn} to refer to
the multiplicative decrease factors applied in response to packet

Il oss, and in response to a receiver indicating that an ECN CE- mark
was recei ved on an ECN-enabl ed TCP connection. For non- ECN-enabl ed
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TCP connections, no ECN CE-nmarks are received and only beta {Il oss}
appl i es.

In other words, in response to detected | oss:

ssthresh (t+1) = nmax (FlightSize t * beta {loss}, 2 * SMSS)
and in response to an indication of a received ECN CE- mark:

ssthresh (t+1) = nax (FlightSize t * beta {ecn}, 2 * SMSS)
and

cwnd_(t+1) = ssthresh_(t+1)

where FlightSize is the anmobunt of outstanding data in the network,
upper - bounded by the sender’s cwnd and the receiver’s advertised
wi ndow (rwnd) [RFC5681]. The higher the values of beta_{loss} and
beta {ecn}, the |l ess aggressive the response of any individua
backoff event.

The appropriate choice for beta {loss} and beta {ecn} values is a

bal anci ng act between path utilisation and draining the bottl eneck
queue. More aggressive backoff (smaller beta *) risks underutilising
the path, while | ess aggressive backoff (larger beta *) can result in
sl ower draining of the bottl eneck queue.

The Internet has already been running with at |east two different
beta {loss} values for several years: the standard value is 0.5

[ RFC5681], and the Linux inplenentation of CUBIC [I-D.CUBI C] has used
a nultiplier of 0.7 since kernel version 2.6.25 released in 2008.

ABE proposes no change to beta_{loss} used by current TCP

i mpl enent ati ons.

beta {ecn} depends on how the response of a TCP connection to shall ow
AQM mar ki ng thresholds is optimsed. beta {loss} reflects the
preferred response of each congestion control al gorithm when faced
wi t h exhaustion of buffers (of unknown depth) signalled by packet

| oss. Consequently, for any given TCP congestion control algorithm
the choice of beta {ecn} is likely to be algorithmspecific, rather
than a constant nultiple of the algorithnis existing beta {loss}.

A range of tests (section IV, [ABE2017]) with NewReno and CUBI C over
CoDel and PIE in lightly-nultiplexed scenarios have explored this
choi ce of paraneter. The results of these tests indicate that CUBIC
connections benefit frombeta {ecn} of 0.85 (cf. beta {loss} = 0.7),
and NewReno connections see inprovenents with beta {ecn} in the range
0.7 to 0.85 (cf. beta {loss} = 0.5).
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5.

Status of the Update

This update is a sender-side only change. Like other changes to
congestion-control algorithns, it does not require any change to the
TCP receiver or to network devices. It does not require any ABE-
specific changes in routers or the use of Accurate ECN feedback
[I-D.ietf-tcpmaccurate-ecn] by a receiver

The currently published ECN specification requires that the
congestion control response to a CE-nmarked packet is the sane as the
response to a dropped packet [RFC3168]. The specification is
currently being updated to allow for specifications that do not
follow this rule [I1-D. ECN-exp]. The present specification defines
such an experinent and has thus been assigned an Experinmental status
bef ore bei ng proposed as a Standards-Track update.

The purpose of the Internet experinent is to collect experience with
depl oynent of ABE, and confirmthe safety in depl oyed networks using
this update to TCP congestion control

When used with bottlenecks that do not support ECN- marking the
specification does not nodify the transport protocol

To evaluate the benefit, this experiment therefore requires support
in AQMrouters (except to enable an ECN marki ng nmechani sm [ RFC3168]
[ RFC7567]) for ECN marking of packets carrying the ECN Capabl e
Transport, ECT(0), codepoint [RFC3168].

If the nmethod is only deployed by sone senders, and not by others,
the senders that use this nethod can gain sone advantage, possibly at
t he expense of other flows that do not use this updated nethod.
Because this advantage applies only to ECN-marked packets and not to
| oss indications, the new nmethod cannot |ead to congestion coll apse.

The result of this Internet experinent will be reported by
presentation to the TCPM W5 (or | ESG or an inplenentation report at
the end of the experinent.
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| ANA Consi derati ons
XX RFC ED - PLEASE REMOVE THI S SECTI ON XXX
Thi s docunent includes no request to | ANA
| npl enent ati on Status

ABE is inplemented as a patch for Linux and FreeBSD. It is neant for
research and avail abl e for downl oad from
http://heimifi.uio.nol/naeenk/research/ ABE/ This code was used to
produce the test results that are reported in [ ABE2017]. An evol ved
version of the patch for FreeBSD is currently under review for
potential inclusion in the nainline kernel [ABE-FreeBSD .

Security Considerations

The described nmethod is a sender-side only transport change, and does
not change the protocol nessages exchanged. The security
considerations for ECN [ RFC3168] therefore still apply.

This is a change to TCP congestion control with ECN that will
typically lead to a change in the capacity achi eved when fl ows share
a network bottleneck. This could result in some flows receiving nore
than their fair share of capacity. Simlar unfairness in the way
that capacity is shared is al so exhibited by other congestion contro
nmechani sns that have been in use in the Internet for many years
(e.g., CUBICI[I-D.CUBIC]). Unfairness may also be a result of other
factors, including the round trip time experienced by a flow. ABE
appl i es only when ECN-narked packets are received, not when packets
are lost, hence use of ABE cannot |ead to congestion coll apse.

Revi sion I nformation
XX RFC ED - PLEASE REMOVE THI' S SECTI ON XXX
-02. Corrected the equations in Section 4.3. Updated the

affiliations. Lower bound for cwnd is defined. A recommendation for
wi ndow based transport protocols is changed to cover all transport
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11.

11.

protocol s that inplenents a congestion control reduction to an ECN
congestion signal. Added text about ABE s FreeBSD nmainline kerne
status including a reference to the FreeBSD code revi ew page.

Ref erences are updat ed.

-01. Text inproved, mainly incorporating comrents from Stuart
Cheshire. The reference to a technical report has been updated to a
publ i shed version of the tests [ABE2017]. Used "AQM Mechani sni

t hroughout in place of other alternatives, and nore consistent use of
techni cal |anguage and clarification on the intended purpose of the
experinents required by EXP status. There was no change to the
techni cal content.

-00. draft-ietf-tcpmalternativebackoff-ecn-00 replaces draft-
khadem -t cpm al t ernati vebackoff-ecn-01. Text describing the nature
of the experinent was added.

I ndividual draft -01. This I-D now refers to draft-bl ack-tsvwg-ecn-
experinentation-02, which replaces draft-khadeni-tsvwg-ecn-
response-00 to nake a broader update to RFC3168 for the sake of

all owi ng experiments. As a result, sonme of the notivating and

di scussing text that was noved from draft-khadem -al ternativebackoff-
ecn-03 to draft-khadem -tsvwg-ecn-response-00 has now been re-

i nserted here.

I ndi vi dual draft -00. draft-khadem -tsvwg-ecn-response-00 and draft-
khadem -t cpm al t ernati vebackof f-ecn-00 repl ace draft-khadem -

al ternati vebackof f-ecn-03, follow ng discussion in the TSVYWAG and TCPM
wor ki ng groups.
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