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1. Introduction

This draft provides an information nodel for Abstraction and Control
of Traffic Engi neered Networks (ACTN). The infornmation nodel
described in this docunent covers the interface requirenents
identified in the ACTN architecture and framework docunent [ACTN
Frane] .

The ACTN reference architecture [ ACTN-Frane] identifies a three-tier
control hierarchy conmprising the follow ng as depicted in Figure 1:

- Custonmer Network Controllers (CNCs)

- Multi-Domain Service Coordi nator (MDSC)
- Provisioning Network Controllers (PNCs).
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Figure 1: A Three-tier ACIN control hierarchy

The two interfaces with respect to the MDSC, one north of the MDSC
and the other south of the MDSC are referred to as CM ( CNC- MDSC
Interface) and MPI (MDSC-PNC Interface), respectively. This docunent
nodel s these two interfaces and derivative interfaces thereof (e.qg.
MDSC to MDSC in a hierarchy of MDSCs) as a single common interface.

1.1. Term nol ogy

The ternms "Virtual Network (VN)" and "Virtual Network Service (VNS)"
are defined in [ACTN-Frane] and the other key terns such as
"abstraction", "abstract topol ogy", "Path", "VN node", and "VN |ink"
are defined in [ RFC7926] .

2. ACTN Common I nterfaces | nformati on Mbdel

This section provides an ACTN conmon interface information nodel to
describe prinmtives, objects, their properties (represented as
attributes), their relationships, and the resources for the service
applications needed in the ACTN cont ext.

The standard interface is described between a client controller and

a server controller. Aclient-server relationship is recursive
between a CNC and an MDSC and between an MDSC and a PNC. In the CM,
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the client is a CNC while the server is an MDSC. In the MPI, the
client is an MDSC and the server is a PNC. There may al so be MDSC-
MDSC i nterface(s) that need to be supported. This may arise in a

hi erarchy of MDSCs in which workl oads may need to be partitioned to
mul ti pl e MDSCs.

Basic prinmitives (nessages) are required between the CNC- MDSC and
MDSC- PNC control l ers. These primtives can then be used to support
di fferent ACTN network control functions |ike network topol ogy
request/query, VN service request, path conputation and connection
control, VN service policy negotiation, enforcenent, routing
options, etc.

There are two different types of primtives depending on the type of
i nterface:

- Virtual Network prinmtives at CM
- Traffic Engineering primtives at M

As well described in [ ACTN-Frame], at the CM level, there is no
need for detailed TE information since the basic functionality is to
transl ate custonmer service information into virtual network service
operati on.

At the MPI level, MDSC has the main scope for nulti-domain
coordi nation and creation of a single e2e abstracted network view
which is strictly related to TE infornation.

As for topology, this docunent enploys two types of topol ogy:

- The first type is referred to as virtual network topol ogy which
is associated with a VN. Virtual network topology is a
custom zed topol ogy for view and control by the custonmer. See
Section 3.1 for details.

- The second type is referred to as TE topol ogy which is
associ ated with provider network operation on which we can
apply policy to obtain the required | evel of abstraction to
represent the underlying physical network topol ogy.

3. Virtual Network primtives
This section provides a list of main VN prinitives related to
virtual network which are necessary to satisfy ACIN requirements
specified in [ ACTN REQ

The following VN Action primtives are supported:
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- VN lInstantiate
- VN Modi fy
- VN Del ete
- VN Updat e
- VN Pat h Conpute
- VN Query
VN Action is an object describing the main VN primtives.
VN Action can assunme one of the nentioned above primtives val ues.
<VN Action> ::= <VN Instantiate> |

<VN Modi fy> |

<VN Del ete> |

<VN Updat e> |

<VN Pat h Comput e> |

<VN Query>
Al'l these actions will solely happen at CM |evel between Custoner
Net work Controller (CNC) and Multi Domain Service Coordinator
(MDSCO) .

3.1. VN lInstantiate

VN Instantiate refers to an action from custoners/applications to
request the creation of VNs. VN Instantiate is for CNC-to-MDSC
communi cati on. Dependi ng on the agreenent between client and
provider, VN instantiate can inply different VN operations. There
are two types of VN instantiation:

VN type 1. VNis viewed as a set of edge-to-edge links (VN nenbers).

VN type 2: VNis viewed as a VN-topol ogy conprising virtual nodes
and virtual |inks.

Pl ease see [ACTIN-Frane] for full details regarding the types of VN
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3.2. VN Modify

VN Modify refers to an action issued from custoners/applications to
modi fy an existing VN (i.e., an instantiated VN). VN Mudify is for
CNC-t 0- MDSC communi cati on

VN Modi fy, depending of the type of VN instantiated, can be a
nodi fi cation of the characteristics of VN nenbers (edge-to-edge
links) in case of VN type 1, or a nodification of an existing
virtual topology (e.g., adding/deleting virtual nodes/links) in case
of VN type 2.

3.3. VN Del ete

VN Del ete refers to an action issued from custoners/applications to
del ete an existing VN. VN Delete is for CNCto-MDSC conmuni cati on

3.4. VN Update

VN Update refers to any update to the VN that needs to be updated to
the customers. VN Update is MDSC-to- CNC conmuni cation. VN Update
fulfills a push nodel at CM |evel, to make custonmers aware of any
specific changes in the topology details related to the instantiated
VN.

VN Updat e, depending of the type of VN instantiated, can be an
update of VN nmenbers (edge-to-edge links) in case of VN type 1, or
an update of virtual topology in case of VN type 2.

The connection-related information (e.g., LSPs) update association
with VNs will be part of the "translation" function that happens in
MDSC to nap/translate VN request into TE semantics. This information
will be provided in case custoner optionally wants to have nore
detailed TE informati on associated with the instantiated VN

3.5. VN Conpute

VN Conput e consists of Request and Reply. Request refers to an
action from custoners/applications to request a VN conputati on.

VN Conmpute Reply refers to the reply in response to VN Conpute
Request .
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VN Conmput e Request/Reply is to be differentiated froma VN
Instantiate. The purpose of VN Conpute is a priori exploration to
comput e network resources availability and getting a possible VN
view in which path details can be specified matching
custoner/applications constraints. This a priori exploration nay not
guarantee the availability of the conmputed network resources at the
time of instantiation.

3.6. VN Query
VN Query refers to an inquiry pertaining to a VN that has al ready
been instantiated. VN Query fulfills a pull nodel that pernits
getting a topol ogy view
VN Query Reply refers to the reply in response to VN Query. The
topol ogy view returned by VN Query Reply would be consistent with
the topology type instantiated for any specific VN

4. Traffic Engineering (TE) prinmitives
This section provides a list of the main TE primtives necessary to
satisfy ACTN requirenents specified in [ACTNNREQ related to typical
TE operations supported at the MPI |evel.
The TE action primtives defined in this section should be supported
at the MPI consistently with the type of topology defined at the
CM .
The following TE action primtives are supported:
- TE Instantiate/ Modi fy/ Del ete
- TE Topol ogy Update (See Section 4.4. for the description)
- Path Conpute
TE Action is an object describing the main TE primtives.
TE Action can assunme one of the nentioned above primtives val ues.
<TE Action> ::= <TE Instantiate> |

<TE Modify> |
<TE Del ete> |

<TE Topol ogy Update> |
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<Pat h Compute> |

Al'l these actions will solely happen at MPI |evel between Milti
Domai n Servi ce Coordinator (MDSC) and Provisioni ng Network
Control ler (PNC).

4.1. TE Instantiate

TE Instantiate refers to an action issued fromMDSC to PNC to
instanti ate new TE tunnel s.

4.2. TE Modify

TE Modify refers to an action issued fromMSC to PNC to nodify
exi sting TE tunnels.

4.3. TE Del ete

TE Delete refers to an action issued fromVMDSC to PNC to delete
exi sting TE tunnels.

4.4. TE Topol ogy Update (for TE resources)

TE Topol ogy Update is a prinmitive specifically related to MPI to
provi de TE resource update between any domain controller towards
MDSC regarding the entire content of any "domain controller” actual
TE topol ogy or an abstracted filtered view of TE topol ogy dependi ng
on negotiated policy.

See [TE-TOPQ for detailed YANG i npl enentati on of TE topol ogy
updat e.

<TE Topol ogy Update> ::= <TE-topol ogy-1list>
<TE-topol ogy-list> ::= <TE-topol ogy> [ <TE-topol ogy-1Iist>]
<TE-topol ogy> ::= [<Abstraction>] <TE-Topol ogy-identifier> <Node-

list> <Link-list>
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<Node-list> ::= <Node>[ <Node-|i st >]
<Node> :: = <Node> <TE Term nation Point-1list>
<TE Term nation Point-list> ::= <TE Term nati on Point> [<TE-

Term nation Point-Iist>]
<Link-1list> ::= <Link>[ <Li nk-1i st>]
Wher e

Abstraction provides information on |level of abstraction (as
determined a priori).

TE-topol ogy-identifier is an identifier that identifies a specific
te-topol ogy, e.g., te-types:te-topology-id [ TE-TOPQ .

Node-list is detailed information related to a specific node
belonging to a te-topology, e.g., te-node-attributes [TE- TOPQ .

Link-list is information related to the specific link rel ated
belonging to a te-topology, e.g., te-link-attributes [TE-TOPQ .

TE Termi nation Point-list is detailed informati on associ ated with

the termination points of te-link related to a specific node, e.g.
i nterface-sw tching-capability [ TE-TOPQ.

4.5, Path Conpute

Pat h Compute consists of Request and Reply. Request refers to an
action from MDSC to PNC to request a path conputation.

Pat h Conpute Reply refers to the reply in response to Path Conpute
Request .

The context of Path Conpute is described in [Path-Conmpute].

5. VN bjects

This section provides a |list of objects associated to VN action
primtives.
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5.1. VN ldentifier
VN Identifier is a unique identifier of the VN
5.2. VN Service Characteristics

VN Service Characteristics describes the customer/application
requi renents against the VNs to be instantiated.

<VN Service Characteristics> ::= <VN Connectivity Type>
<VN Directionality>
(<VN Traffic Matrix>...)
<VN Survivability>
Where

<VN Connectivity Type> ::= <P2P>| <P2MP>| <MP2MP>| <MP2P>| <Mul ti -
destinati on>

The Connectivity Type identifies the type of required VN Service. In
addition to the classical type of services (e.g. P2P/P2MP etc.),
ACTN defines the "nulti-destination" service that is a new P2P
service where the end points are not fixed. They can be chosen anobng
a list of pre-configured end points or dynam cally provided by the
CNC.

VN Directionality indicates if a VNis unidirectional or
bidirectional. This inplies that each VN nenber that belongs to the
VN has the same directionality as the VN
<VN Traffic Matrix> ::= <Bandw dt h>

[ <VN Constrai nt s>]
The VN Traffic Matrix represents the traffic matrix parameters for
the required service connectivity. Bandwi dth is a nandatory
paraneter and a nunber of optional constraints can be specified in
the VN Constraints (e.g. diversity, cost). They can incl ude
obj ective functions and TE nmetrics bounds as specified in [ RFC5541].
Further details on the VN constraints are specified bel ow

<VN Constraints> ::= [ <Layer Protocol >]

Lee & Belotti, et al. Expi re Decenber 2018 [ Page 11]



Internet-Draft ACTN | nfo Mbdel June 2018

[ <Di versity>]
( <Metric> | <VN Objective Function> )
Wher e:

Layer Protocol identifies the |layer topology at which the VN
service is requested. It could be for exanple MPLS, ODU, and OCh.

Diversity allows asking for diversity constraints for a VN
Instantiate/Modify or a VN Path Conpute. For exanple, a new VN or
a path is requested in total diversity froman existing one (e.g.
di versity excl usion).
<Diversity> ::= (<VN-exclusion> (<VN-id>...)) |
( <VN- Menber - excl usi on> (<VN- Menber-id>...))
Metric can include all the Metrics (cost, delay, delay variation
| atency), bandwi dth utilization paraneters defined and referenced
by [ RFC3630] and [ RFC7471].
As for VN bjective Function See Section 5. 4.
VN Survivability describes all attributes related to the VN recovery
Il evel and its survivability policy enforced by the
cust omer s/ applicati ons.
<VN Survivability> ::= <VN Recovery Level >
[ <VN Tunnel Recovery Level >]
[ <VN Survivability Policy>]
Wher e:
VN Recovery Level is a value representing the requested |evel
of resiliency required against the VN. The foll owi ng val ues
are defined:
Unprot ected VN
VN wi th per tunnel recovery: The recovery level is defined
agai nst the tunnels conposing the VN and it is specified in

the VN Tunnel Recovery Level

<VN Tunnel Recovery Level > ::= <0:1>| <1+1>| <1: 1>| <1: N>| <M N>|
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<On the fly restoration>
The VN Tunnel Recovery Level indicates the type of protection
or restoration mechanismapplied to the VN. It augnments the
recovery types defined in [ RFC4427].
<VN Survivability Policy> ::= [<Local Reroute Allowed>]
[ <Domai n Preference>]

[ <Push All owed>]

[ <I ncrenental Update>]

Wher e:

Local Reroute Allowed is a delegation policy to the Server to
allow or not a local reroute fix upon a failure of the
prinmary LSP.

Domai n Preference is only applied on the MPl where the MDSC
(client) provides a domain preference to each PNC (server),
e.g., when an inter-domain link fails, then PNC can choose

the alternative peering with this info.

Push Allowed is a policy that allows a server to trigger an
updat ed VN topol ogy upon failure without an explicit request
fromthe client. Push action can be set as default unless
ot herw se specified.
Increnental Update is another policy that triggers an
incremental update fromthe server since the |last period of
update. Increnmental update can be set as default unless
ot herw se specified.

5. 3. VN End- Poi nt

VN End- Poi nt Obj ect describes the VN s customer end-point
characteristics.

<VN End- Poi nt> ::= (<Access Point ldentifier>

[ <Access Link Capability>]
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[ <Source Indicator>])..

Wher e:

Access Point ldentifier represents a unique identifier of the
client end-point. They are used by the custoner to ask for the
setup of a virtual network instantiation. A VN End-Point is
defined agai nst each AP in the network and is shared between
customer and provider. Both the custonmer and the provider will map
it against their own physical resources.

Access Link Capability identifies the capabilities of the access
link related to the given access point. (e.g., max-bandw dth,
bandwi dth availability, etc.)

Source Indicator indicates if an end-point is source or not.

5.4. VN bjective Function

The VN bj ective Function applies to each VN nenber (i.e., each E2E
tunnel) of a VN

The VN bjective Function can reuse objective functions defined in
[ RFC5541] section 4.

For a single path conputation, the follow ng objective functions are
def i ned:

o MCP is the Mninum Cost Path with respect to a specific
metric (e.g. shortest path).

0 MLP is the Mninum Load Path, that neans find a path
conmposted by te-link | east |oaded.

o MBP is the Maxi num resi dual Bandw dth Pat h.

For a concurrent path conputation, the follow ng objective functions
are defined:

o MBCis to Mninmze aggregate Bandw dth Consunpti on.

0 ML is to Mnimze the Load of the nost |oaded Link
o MCCis to Mnimze the Cunul ative Cost of a set of paths.
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5.5. VN Action Status

VN Action Status is the status indicator whether the VN has been
successfully instantiated, nodified, or deleted in the server
network or not in response to a particular VN action.

Note that this action status object can be inplicitly indicated and
thus not included in any of the VN primtives discussed in Section
3.

5.6. VN Topol ogy

When a VN is seen by the customer as a topology, it is referred to
as VN topology. This is associated with VN Type 2, which is composed

of virtual nodes and virtual |inks.

<VN Topol ogy> ::= <VN node list> <VN link |ist>
<VWN node list> ::= <VN node> [ <VN node |ist>]
<WN link list>:: = <UNIlink> [<VUN link |list>]

5.7. VN Menber

VN Menber describes details of a VN Menber which is a list of a set
of VN Menbers represented as VN Menber List.

<VN_Menber _List> ::= <VN Menber> [ <VN_Menber _Li st >]

Where <VN Menber> ::= <lngress VN End- Poi nt >
[ <VN Associ at ed LSP>]
<Egress VN End- Poi nt >

I ngress VN End-Point is the VN End-Point information for the ingress
portion of the AP. See Section 5.3 for VN End-Point details.

Egress VN End-Point is the VN End-Point information for the egress
portion of the AP. See Section 5.3 for VN End-Point details.
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VN Associ ated LSP describes the instantiated LSPs in the Provider’'s
network for the VN Type 1. It describes the instantiated LSPs over
the VN topol ogy for VN Type 2.

5.7.1. VN Conputed Path

The VN Conputed Path is the list of paths obtained after the VN path
conmputation request froma higher controller. Note that the conputed
path is to be distinguished fromthe LSP. Wen the conputed path is
signaled in the network (and thus the resource is reserved for that
path), it beconmes an LSP

<VN Conputed Path> ::= (<Path>...)
5.7.2. VN Service Preference

Thi s section provides VN Service preference. VN Service is defined
in Section 2.

<VN Service Preference> ::= [<Location Service Preference >]
[<Cient-specific Preference >]

[ <End- Poi nt Dynami c Sel ection Preference >]

Wher e

Location Service Preference describes the End-Point Location's
(e.g. Data Centers) support for certain Virtual Network Functions
(VNFs) (e.g., security function, firewall capability, etc.) and
is used to find the path that satisfies the VNF constraint.

Client-specific Preference describes any preference related to
Virtual Network Service (VNS) that application/client can enforce
via CNC towards | ower |evel controllers. For exanple, CNC can
enforce client-specific preferences, e.g., selection of a
destination data center fromthe set of candidate data centers
based on sone criteria in the context of VM nigration. MSDC/ PNC
shoul d then provide the data center interconnection that supports
the client-specific preference.

Lee & Belotti, et al. Expi re Decenber 2018 [ Page 16]



Internet-Draft ACTN | nfo Mbdel June 2018

End- Poi nt Dynani c Sel ection Preference describes if the End-Point
(e.g. Data Center) can support |oad bal anci ng, disaster recovery
or VM mgration and so can be part of the selection by MDSC

foll owi ng service Preference enforcenent by CNC

6. TE bjects
6.1. TE Tunnel Characteristics

Tunnel Characteristics describes the paraneters needed to configure
TE tunnel

<TE Tunnel Characteristics> ::= [<Tunnel Type>]
<Tunnel |d>
[ <Tunnel Layer>]
[ <Tunnel end- poi nt>]
[ <Tunnel protection-restoration>]
<Tunnel Constraints>

[ <Tunnel Optim zation>]

Wher e
<Tunnel Type> ::= <P2P>| <P2MP>| <MP2MP>| <MP2P>

The Tunnel Type identifies the type of required tunnel. In this
draft, only P2P nodel is provided.

Tunnel |Id is the TE tunnel identifier

Tunnel Layer represents the layer technol ogy of the LSPs supporting
t he tunne

<Tunnel End Poi nts> ::= <Source> <Desti nati on>

<Tunnel protection-restoration> ::= <prot 0: 1> <prot 1+1>| <prot
1:1>| <prot 1:N>| prot <M N>| <restoration>
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Tunnel Constraints are the base tunnel configuration constraints
par anet er s
Wher e <Tunnel Constraints> ::= [<Topol ogy |d>]

[ <Bandwi dt h>]

[ <Di sj oi nt ness>]

[ <SRLG>]

[<Priority>]

[<Affinities>]

[ <Tunnel Optim zation>]

[ <Obj ective Function>]
Topol ogy 1d references the topol ogy used to conmpute the tunnel path.
Bandwi dth is the bandwi dth used as paraneter in path conputation
<Di sjoi ntness> ::= <node> | <link> | <srlg>

Di sj oi ntness provides the type of resources fromwhich the tunne
has to be disjointed

SRLG is a group of physical resources inpacted by the sane risk from
whi ch an E2E tunnel is required to be disjointed.

<Priority> ::= <Holding Priority> <Setup Priority>
wher e

Setup Priority indicates the level of priority for taking resources
from anot her tunnel [RFC3209]

Hol ding Priority indicates the |level of priority to hold resources
avoi di ng preenption from another tunnel [RFC3209]

Affinities it represent structure to validate |ink belonging to path
of the tunnel [RFC3209]

<Tunnel Optim zation> ::= <Metric> | <Objective Function>
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Metric can include all the Metrics (cost, delay, delay variation,
| atency), bandwidth utilization paraneters defined and referenced by
[ RFC3630] and [ RFC7471].

<Cbj ective Function> ::= <objective function type>
<obj ective function type> ::= <MCP> | <M.P> | <MBP> | <MBC> | <M.L>
| <MCC>

See chapter 5.4 for objective function type description.

7. Mapping of VN primtives with VN (bjects

This section describes the mapping of VN primtives with VN Objects
based on Section 5.

<VUN I nstantiate> ::= <VN Service Characteristics>
<VN Menber - Li st >
[ <VN Service Preference>]

[ <VN Topol ogy>]

<VN Modify> ::= <VN identifier>
<VN Servi ce Characteristics>
<VN Menber - Li st >
[ <VN Service Preference>]

[ <VN Topol ogy>]

<VN Delete> ::= <VN |l dentifier>

<VN Update> :: = <VN ldentifier>
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[ <VN Menber - Li st >]

[ <VN Topol ogy>]

<VN Pat h Conpute Request> ::= <VN Service Characteristics>
<VN Menber - Li st >

[ <VN Service Preference>]

<VN Path Compute Reply> ::= <VN Conput ed Pat h>
<VN Query> ::= <VN Il dentifier>
<VN Query Reply> ::= <VN Identifier>

<VN Associ ated LSP>

[ <TE Topol ogy Reference>]

8. Mapping of TE prinmitives with TE bjects

This section describes the mapping of TE primtives with TE (bjects
based on Section 6.

<TE Instantiate> ::= <TE Tunnel Characteristics>
<TE Modify> ::= <TE Tunnel Characteristics>
<TE Del ete> ::= <Tunnel 1d>
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<TE Topol ogy Update> ::= <TE-topol ogy-1list>

<Pat h Compute Request> ::= <TE Tunnel Characteristics>

<Path Compute Reply> ::= <TE Conput ed Pat h>

<TE Tunnel Characteristics>

9. Security Considerations

The ACTN information nodel is not directly rel evant when considering
potential security issues. Rather, it defines a set of interfaces
for traffic engineered networks. The underlying protocols,
procedures, and inplenmentations used to exchange the information
nodel described in this draft will need to secure the request and
control of resources with proper authentication and authorization
mechani sms. In addition, the data exchanged over the ACTN interfaces
di scussed in this docunent requires verification of data integrity.
Backup or redundanci es should al so be available to restore the
affected data to its correct state.

| mpl enent ati ons of the ACTN franmework will have distributed
functional conponents that will exchange a concrete instantiation
that adheres to this information nodel. Inplenentations should

encrypt data that flows between them especially when they are

i mpl emrented at renote nodes and irrespective of whether these data
flows are on external or internal network interfaces. The

i nformati on nodel may contain customer, application and network data
that for business or privacy reasons may be considered sensitive. It
shoul d be stored only in an encrypted data store.

The ACTN security discussion is further split into two specific
i nterfaces:

- Interface between the Customer Network Controller and Ml ti
Domai n Servi ce Coordi nator (MDSC), CNC-MDSC Interface (CM)

- Interface between the Multi Donmmi n Service Coordinator and
Provi si oni ng Network Controller (PNC), MDSC-PNC Interface (M)

See the detail ed di scussion of the CM and MPl in Sections 9.1 and
9.2, respectively in [ ACTN-Frane].
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10.

11.

11.

11.

The conclusion is that all data nobdels and protocols used to realize
the ACTN i nfo nodel should have rich security features as di scussed
in this section. Additional security risks may still exist.
Therefore, discussion and applicability of specific security
functions and protocols will be better described in docunents that
are use case and environment specific.

| ANA Consi der ati ons

Thi s docunent has no actions for | ANA
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