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Abstract

Abstraction and Control of TE Networks (ACTN) refers to the set of
virtual network operations needed to orchestrate, control and manage
| arge-scale nulti-domain TE networks, so as to facilitate network
programuability, automation, efficient resource sharing, and end-to-
end virtual service aware connectivity and network function
virtualization services.

Thi s docunment expl ains how the different types of YANG nodel s
defined in the Qperations and Managenment Area and in the Routing
Area are applicable to the ACTN framework. This docunent al so shows
how the ACTN architecture can be satisfied using classes of data
nodel that have al ready been defined, and di scusses the
applicability of specific data nodels that are under devel opnent. It
al so highlights where new data nodel s nmay need to be devel oped.
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1. Introduction

Abstraction and Control of TE Networks (ACTN) describes a nethod for
operating a Traffic Engi neered (TE) network (such as an MPLS-TE
network or a layer 1 transport network) to provide connectivity and
virtual network services for customers of the TE network. The
services provided can be tuned to neet the requirenents (such as
traffic patterns, quality, and reliability) of the applications
hosted by the custoners. Mre details about ACTN can be found in
Section 2.

Data nodels are a representation of objects that can be configured
or nmonitored within a system Wthin the I ETF, YANG [ RFC6020] is the
| anguage of choice for documenting data nodels, and YANG nodel s have
been produced to allow configuration or nodelling of a variety of

net wor k devi ces, protocol instances, and network services. YANG data
nodel s have been classified in [Netnod-Yang- Model - assi fication]
and [ Servi ce- YANG .

Thi s docunment shows how the ACTN architecture can be satisfied using
cl asses of data nodel that have al ready been defined, and discusses
the applicability of specific data nodels that are under

devel opnent. It also highlights where new data nodel s nay need to be
devel oped.

2. Abstraction and Control of TE Networks (ACTN) Architecture

[ ACTN- Requi renments] describes the high-level ACTN requirenents.
[ ACTN- Frane] describes the architecture nodel for ACTN i ncluding the
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entities (Customer Network Controller (CNC), Milti-domain Service
Coordi nator (MDSC), and Physical Network Controller (PNC)) and their
i nterfaces.

Figure 1 depicts a high-level control and interface architecture for
ACTN and is a reproduction of Figure 3 from[ACTN-Frane]. A numnber
of key ACTN interfaces exist for deploynment and operation of ACTN
based networks. These are highlighted in Figure 1 (ACTN Interfaces)

bel ow
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I
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I
o + o e oo + o
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Figure 1 : ACIN Interfaces

The interfaces and functions are described bel ow (w t hout nodifying
the definitions) in [ ACTN-Frane]:
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The CNC-MDSC Interface (CM) is an interface between a Customer
Net work Controller and a Multi Domain Service Controller. The
interface will comrunicate the service request or application
demand. A request will include specific service properties, for
exanpl e, services type, bandw dth and constraint information.
These constraints SHOULD be nmeasurabl e by MDSC and therefore
visible to CNC via CM. The CNC can al so request the creation
of the virtual network based on underlying physical resources
to provide network services for the applications. The CNC can
provi de the end-point information/characteristics, traffic
matri x specifying specific custoner constraints. The MDSC nay
al so report potential network topology availability if queried
for current capability fromthe Custoner Network Controller.

The MDSC-PNC Interface (MPI) is an interface between a Milti
Domai n Servi ce Coordi nator and a Physical Network Controller.
It allows the MDSC to comruni cate requests to create/delete
connectivity or to nodify bandwi dth reservations in the
physi cal network. In multi-domain environnents, each PNC is
responsi ble for a separate domain. The MDSC needs to establish
multiple MPIs, one for each PNC and perform coordination
bet ween themto provide cross-donain connectivity.

The Sout h-Bound Interface (SBI) is the provisioning interface
for creating forwarding state in the physical network,
requested via the Physical Network Controller. The SBl is not
in the scope of ACTN, however, it is included in this docunent
so that it can be conpared to nodels in [ Service-Yang].

3. Service Mdels

[ Service- YANG introduces a reference architecture to explain the
nature and usage of service YANG nodels in the context of service
orchestration. Figure 2 below depicts this relationship and is a
reproduction of Figure 2 from|[Service-YANG. Four nodel s depicted
in Figure 2 are defined as follows:

Zhang,

Custonmer Service Mddel: A custoner service nodel is used to
describe a service as offer or delivered to a custoner by a
net wor k oper at or

Service Delivery Mddel: A service delivery nodel is used by a
network operator to define and configure how a service is
provi ded by the network.

Net wor k Configuration Moddel: A network configuration nodel is
used by a network orchestrator to provide network-1Ieve
configuration nodel to a controller
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Devi ce Configuration Mdel: A device configuration nodel is
used by a controller to configure physical network el enents.

Cust oner
------------------ Service ----------
I | Model | I
| Service | <-------- >| Customer |
[ O chestrator [ [ [
| I
...... | Application|
: | BSS/ 0SS |
Service Delivery
Model
I | I
| Net wor k | Net wor k |
[ O chestrator | O chestrator [
I (. I
Net wor k Confi gurati on
Model
| Controller | | Controller | | Controller | | Controller |
I (. (. (. I
Devi ce
Configuration :
Model
| Network | | Network | | Network | | Network | | Network |
| El enent | | Elenent | | Element | | El enent | | El enent |

Figure 2: An SDN Architecture with a Service O chestrator
4. Service Mdel Mapping to ACTN
YANG nodel s coupl ed with t he RESTCONF/ NETCONF pr ot ocol
[ Net conf] [ Restconf] provides solutions for the ACTN framework. This

section explains which types of YANG nodels apply to each of the
ACTN interfaces.
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Refer to Figure 5 of [ACTN-Frane] for details of the mapping between
ACTN functions and service nodels. In sunmary, the follow ng

mappi ngs are hel d between and Service Yang Mddels and t he ACTN
interfaces.

0 Customer Service Mdel <-> CM
o Network Configuration Mdel <-> MI
o Device Configuration Mdel <-> SBI

4.1. Customner Service Mddels in the ACTN Architecture (CM)

Cust oner Service Mdels, which are used between a custoner and a
service orchestrator as in [ Service-YANG, should be used between
the CNC and MDSC (e.g., CM) serving as providing a sinple intent-
i ke nodel /interface.

Anong the key functions of Customer Service Mdels on the CM is the
service request. A request will include specific service properties,
i ncluding: service type and its characteristics, bandw dth,
constraint information, and end-point characteristics.

The following table provides a list of functions needed to build the
CM . They are mapped with Custoner Service Mbdels.

Functi on Yang Model

Transport Service Request [ Transport - Servi ce- Model |
VN Service Request & Instantiation [ ACTN- VN- YANG|

VN Pat h Conput ati on Request [ ACTN- VN YANG *

VN Performance NMonitoring Tel emetry [ ACTN- PM Tel enmet ry] **
Topol ogy Abstraction [ TE-t opol ogy]

*VN Pat h conputation request in the CM context neans network path
comput ati on request based on custoner service connectivity request
constraints prior to the instantiation of a VN creation.

**jetf-actn-te-kpi-telenetry nodel describes performance tel enetry

for ACTN VN nodel. This nodule also allows autononmic traffic

engi neering scaling intent configuration mechanismon the VN | evel.
Scale in/out criteria m ght be used for network autononics in order
the controller to react to a certain set of variations in nonitored
paraneters. Mreover, this nodul e al so provides nechanismto define
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aggregated telemetry paraneters as a groupi ng of underlying VN | evel
telenetry paraneters.

4.2. Service Delivery Mddels in ACTN Architecture

The Service Delivery Mdel s where the service orchestration and the
networ k orchestration could be inplenented as separate conponents as
seen in [Service-YANG . This is also known as Network Service

Model s. On the other hand, froman ACTN architecture point of view,

the service delivery nodel between the service orchestrator and the
network orchestrator is an internal interface between sub-conponents
of the MDSC in a single MDSC nodel .

In the MDSC hierarchical nodel where there are nultiple MDSCs, the
interface between the top MDSC and the bottom MDSC can be mapped to
service delivery nodels.

4.3. Network Configuration Mddels in ACTN Architecture (MPl)

The Network Configuration Mddels is used between the network
orchestrator and the controller in [Service-YANG. In ACTIN, this
nmodel is used primarily between a MDSC and a PNC. The Network
Configuration Mbdel can be also used for the foundation of nore
advanced nodels, |ike hierarchical MDSCs (see Section 4.5)

The Networ k Configuration Mbdel captures the paraneters which are
network wi de information.

The following table provides a list of functions needed to build the
MPI . They are mapped with Network Configuration Yang Mddel s. Note
that various Yang nodels are work in progress.

Functi on Yang Model
Configuration Scheduling [ Schedul e]

Pat h comput ati on [ PATH_COVPUTATI ON- API ] *
Pat h Provi si oni ng [ TE- Tunnel ] **

Topol ogy Abstraction [ TE-t opol ogy]

Tunnel PM Tel enetry [ ACTN- PM Tel enmetry] ***
Servi ce Provisioning TBD* * * *

OTN Topol ogy Abstraction [ OTN- YANG

W5ON Topol ogy Abstraction [ WBON- YANG

Fl exi -grid Topol ogy Abstraction [Flexi-YANG

ODU Tunnel Nbdel [ ODU- Tunnel ]
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WSON TE Tunnel Model [ WBON- Tunnel ]
Fl exi -grid Tunnel Mbdel [ Fl exi gri d-Tunnel ]

* Related draft is presenting use cases for path conputation API
and Yang rel ated nodel is foreseen to be added.

** Note that path provisioning function is provided by ietf-te
nmodul e in [ TE- Tunnel ].

** jetf-actn-te-kpi-telenetry nodel describes performance telenetry
for TE-tunnel nodel. This nodule also allows autononic traffic

engi neering scaling intent configuration mechani smon the TE-tunne
I evel . Various conditions can be set for auto-scaling based on the
telemetry data.

**** This function needs to be investigated further. This can be a
part of [TE-Tunnel] which is to be determ ned. Service provisioning
is an optional function that builds on top the path provisioning
one.

Pat h provi sioning and Topol ogy abstraction functions are nmandatory
in any case, while Path Conputation nay be mandatory or optiona
dependi ng on the type of topology abstraction used. Details of this
topic are discussed in [ ACTN- Abstraction].

Telemetry may al so be an optional function

4. 4. Device Mdels in ACTN Architecture (SBI)

For the device YANG nodels are used for per-device configuration
pur pose, they can be used between the PNC and the physica

net wor k/ devi ces. Note that SBlI is not in the scope of ACTN. This
section is provided to give sone exanples of YANG based Devi ce
Model s. An exanple of Device Mddels is ietf-te-device yang nodul e
defined in [TE-tunnel].
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5. Exanples of Using Different Types of YANG Model s
5.1. Sinple Connectivity Exanpl es

The data nodel in [Transport-Service-Mdel] provides an intent-1like
connectivity service nodel which can be used in connection-oriented
net wor ks.

It would be used as follows in the ACTN architecture:

A CNC uses this service nodel to specify the two client nodes
that are to be connected, and also indicates the anmbunt of
traffic (i.e., the bandwi dth required) and payl oad type. Wat
may be additionally specified is the SLA that describes the
required quality and resilience of the service

The MDSC uses the information in the request to pick the right
network (domain) and also to select the provider edge nodes
correspondi ng to the custonmer edge nodes.

If there are nultiple domains, then the MDSC needs to

coordi nate across donmains to set up network tunnels to deliver
a service. Thus coordination includes, but is not linted to,
pi cking the right domain sequence to deliver a service. Before
it can perform such functions, it needs to get the topol ogy

i nformati on fromeach PNC, using topol ogy YANG nodel s such as
[te-topol ogy]. The topol ogy reported from PNC to MDSC can

ei ther be abstract or non-abstract.

Additionally, an MDSC can initiate the creation of a tunnel (or
tunnel segnent) in order to fulfill the service request from
CNC based on path conputation upon the overall topol ogy
information it synthesized fromdifferent PNCs. The based node
that can cater this purpose is the te-tunnel nodel specified in
[te-tunnel].

Then, the PNC needs to decide the explicit route of such a
tunnel or tunnel segnment (in case of nultiple domains), and
create such a tunnel using protocols such as PCEP and RSVP-TE
or using per-hop configuration

5.2. VN service exanple
The service nodel defined in [ ACTN-VN- YANG describes a virtua

network (VN) as a service which is a set of nultiple connectivity
services
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A CNC will request VN to the MDSC by specifying a list of VN
menbers. Each VN nenber specifies either a single connectivity
service, or a source with multiple potential destination points
in the case that the precise destination sites are to be
det erm ned by MDSC

oln the first case, the procedure is the same as the
connectivity service, except that in this case, there is a
Iist of connections requested.

o0 In the second case, where the CNC requests the MDSC to
select the right destination out of a list of candidates,
the MDSC needs to choose the best candidate and reply with
the chosen destination for a given VN nmenber. After this
is selected, the connectivity request setup procedure is
the sane as in the connectivity-as-a-service exanpl e.

After the VN is set up, a successful reply nmessage is sent from MDSC
to CNC, indicating the VN is ready. This nessage can al so be
achi eved by using the nodel defined in [ ACTN-VN- YANGF .

5.3. Data Center-Interconnection Exanpl e

This section describes nore concretely how existing YANG nodel s
described in Section 4 map to an ACTN data center interconnection
use case. Figure 3 shows a use-case which shows service policy-
driven Data Center selection and is a reproduction of Figure A1l
from[ACTN-I nfo].

Zhang, et al. Expi res Decenber 30, 2017 [ Page 11]



Internet-Draft ACTN YANG June 2017

o e oo +
I CNC I
| (dobal DC |
[ Qperation [
| Control) |
o m e e oo Fom e e +

| ] VN Requi renent/ Pol i cy:

| | - Endpoint/DC |ocation info

| | - Endpoint/DC dynam c

| | sel ection policy

| (for VWM migration, DR LB)
| v

oo oo +
| Milti-domain | Service policy-driven
| Servi ce Coordi nator| dynam c DC sel ecti on
MPI : +-- - - - B L +
Net wor k Configuration | | |
Model I
Fommmmm e e + | B T T pe e, +
I I I
H-- - - - H-- - - - + Homm - - H-- - - - + Homm - - H-- - - - +
| PNC for | | PNC for [ | PNC for
| Transport | | Transport | | Transport |
| Network A | | Network B | | network C |
oo + oo + oo +
Devi ce | | |
Mbdel | | |
I I I
U oo+
| DCL| --/111 VAN 11 VAN 1 \\\\ - - - +DC5
to--t | I I I I | -t
| TN A R + TN B +o-- -t TN C |
/ | | | | |
/ A\ 111 / A\ 1111 VAN 1111
R e L \
| DC2| / \ \+---+
4 / \ | DCo|
+---+ \ -+ +---+
| DC3| \ | DCA|
+---+ +---+

DR. Di saster Recovery
LB: Load Bal anci ng

Figure 3: Service Policy-driven Data Center Selection
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Fi gure 3 shows how VN policies fromthe CNC (d obal Data Center
Operation) are incorporated by the MDSC to support nulti-destination
applications. Milti-destination applications refer to applications
in which the selection of the destination of a network path for a

gi ven source needs to be decided dynamically to support such

appl i cations.

Data Center selection problens arise for VM nobility, disaster
recovery and | oad bal ancing cases. VN s policy plays an inportant
role for virtual network operation. Policy can be static or dynamc.
Dynamic policy for data center selection may be placed as a result
of utilization of data center resources supporting VMs. The MDSC
woul d then incorporate this information to neet the objective of
this application.

5.3.1. CM (CNC-MDSC Interface)

[ACTN-VN- YANG is used to express the definition of a VN, its VN
creation request, the service objectives (nmetrics, QS paraneters,
etc.), dynam c service policy when VM needs to be noved from one
Data Center to another Data Center, etc. This service nodel is used
bet ween the CNC and the MDSC (CM). The CNC in this use-case is an
external entity that wants to create a VN and operates on the VN

5.3.2. MPI (MDSC-PNC I nterface)

The Networ k Configuration Mddel is used between the MDSC and the
PNCs. Based on the Custonmer Service Mdel’'s request, the MDSC will
need to translate the service nodel into the network configuration
nodel to instantiate a set of multi-domain connections between the
prescri bed sources and the destinations. The MDSC will also need to
dynanmically interact with the CNC for dynam c policy changes
initiated by the CNC. Upon the determ nation of the nulti-domain
connections, the MDSC will need to use the network configuration
nmodel such as [TE-Tunnel] to interact with each PNC i nvol ved on the
pat h. [ TE-Topol ogy] is used to for the purpose of underlying donain
network abstraction fromthe PNC to the MDSC.

5.3.3. PDI (PNC-Device interface)

The Device Mbdel can be used between the PNC and its underlying
devices that are controlled by the PNC. The PNC will need to trigger
signaling using any nechanisns it enployees (e.g. [RSVP-TE-YANG) to
provision its domain path segment. There can be a pl ethora of

choi ces how to control/manage its domain network. The PNC is
responsible to abstract its domain network resources and update it
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to the MDSC. Note that this interface is not in the scope of ACTN
This section is provided just for an illustration purpose.

6. Security
Thi s docunent is an informational draft. Wen the nodel s nentioned
in this draft are inplenented, detailed security consideration wll

be given in such work.

How security fits into the whole architecture has the foll ow ng
conponent s:

- the use of Restconf security between conponents

- the use of authentication and policy to govern which services can
be requested by different parties.

- how security may be requested as an el ement of a service and
mapped down to protocol security nechanisns as well as separation
(slicing) of physical resources)
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