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Abstract

Thi s docunment describes the scenarios, simulation and suggestions
for the "Centrally Control Dynamic Routing (CCDR)" architecture,
which integrates the nerit of traditional distributed protocols
(1GP/BGP), and the power of centrally control technol ogi es (PCE SDN)
to provide one feasible traffic engineering solution in various
conpl ex scenarios for the service provider

Tradi tional MPLS-TE solution is mainly used in static network

pl anni ng scenario and is difficult to neet the QoS assurance
requirenents in real-tine traffic network. Wth the energe of SDN
concept and related technologies, it is possible to sinplify the
complexity of distributed control protocol, utilize the gl obal view
of network condition, give nore efficient solution for traffic

engi neering in various conpl ex scenari 0s.
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1. Introduction

Internet network is conmposed nmainly tens of thousands of routers that
run distributed protocol to exchange the reachability informtion
between them The path for the destination network is mainly

cal culated and controlled by the traditional |GP protocols. These

di stributed protocols are robust enough to support the current
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evol ution of Internet but has sone difficulties when the application
requires the end-to-end QS performance, or the service provider
wants to maximze the links utilization within their network.

MPLS- TE technol ogy is one perfect solution for the finely planned
network but it will put heavy burden on the router when we use it to
sol ve the dynam ¢ QoS assurance requirenents within real tine traffic
net wor k.

SR(Segnent Routing) is another prominent solution that integrates
some nerits of traditional distributed protocol and the advantages of
centrally control node, but it requires the underlying network,
especially the provider edge router to do | abel push and pop action

i n-depth, and need sone conpl ex solutions for co-exist with the Non-
SR network. Finally, it can only nmaneuver the end-to-end path for
MPLS and I Pv6 traffic via different nechanisns.

The advantage of MPLS is mainly for traffic isolation, such as the
L2/ L3 VPN service deploynents, but nost of the current application
requi renents are only for high performances end-to-end QoS assurance.
Wthout the help of centrally control architecture, the service

provi der al nost can’t make such SLA guarantees upon the real time
traffic situation.

This draft gives sone scenarios that the centrally control dynamc
routing (CCDR) architecture can easily solve, w thout adding nore
extra burdening on the router. It also gives the PCE algorithm
results under the simlar topology, traffic pattern and network size
to illustrate the applicability of CCDR architecture. Finally, it

gi ves sone suggestions for the inplenmentation and depl oynent of CCDR

2. CCDR Scenari os.

The follow ng sections describe sone scenarios that the CCDR
architecture is suitable for depl oynent.

2.1. Qos Assurance for Hybrid d oud-based Application

Wth the emerge of cloud conputing technol ogies, enterprises are
putting nmore and nore services on the public oriented service
infrastructure, but keep still sone core services within their

net wor k. The bandwi dth requirenents between the private cloud and
the public cloud are occasionally and the background traffic between
these two sites varied fromtime to tinme. Enterprise cloud
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applications just want to invoke the network capabilities to nake
the end-to-end QS assurance on demand. Ot herw se, the traffic
shoul d be controlled by the distributed protocol

CCDR, which integrates the nerits of distributed protocol and the

power of centrally control, is suitable for this scenario. The
possi bl e solution architecture is illustrated bel ow
o e e e e e oo - +
| Cdoud Based Application|
e e e e e e e e oo +
I
R +
PCE [
R +
I
|
R \\
11 VAN
Private Cloud Site || Di stri buted | Public Coud Site
[ Control Network [
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Fig.1 Hybrid d oud Conmuni cation Scenario

By default, the traffic path between the private cloud site and
public cloud site will be deternmined by the distributed contro

net wor k. \When some applications require the end-to-end QoS assurance,
it can send these requirenents to PCE, |et PCE conpute one e2e path
whi ch is based on the underlying network topology and the rea
traffic informati on, to accomodate the application’ s bandw dth

requi renents. The proposed solution can refer the draft [draft-wang-
teas-pce-native-ip]. Section 4 describes the detail sinulation
process and the results.

2.2. Increase link utilization based on tidal phenonena.

Currently, the network topology within MAN is generally in star node
as illustrated in Fig.2, with the different devices connect

different customer types. The traffic pattern of these customers
denonstrates sone tidal phenonena that the |inks between the CR/ BRAS
and CR/SR wi Il experience congestion in different periods because

t he subscribers under BRAS often use the network at night and the
dedi cated line users under SR often use the network during the
daytime. The uplink between BRAS/ SR and CR nust satisfy the maxi num
traffic pattern between them and this causes the |inks
underutilization
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Fig.2 STAR-style network topology within MAN

If we can consider link the BRAS SR with local |oop, and control the
MAN with the CCDR architecture, we can exploit the tidal phenonena
bet ween BRAS/ CR and SR/ CR |inks, increase the efficiency of them

Fom e - +
————— PCE |
| S RS +
+o--m]| -+
I CR |
+----]--- 4
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Fig.3 Increase the link utilization via CCDR

2.3. Traffic engineering for | DC/ MAN asymetric |ink

The operator’s networks are often conprised by tens of different
domai ns, interconnected with each other, formvery conpl ex topol ogy
that illustrated in Fig.4. Due to the traffic pattern to/from MAN
and IDC, the links between themare often in asymretric style. It is
al most i npossible to balance the utilization of these Iinks via the
di stributed protocol, but this unbal ance phenonenon can be overcone
via the CCDR architecture

+---4 +---4

[ MAN[ - - - === - - o mm e m oo - | DC

+- -| | +-|-+
T |
—————— | BackBone| - -----
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Fig.4 TE within Conplex Milti-Donmain topol ogy

2.4. Network tenporal congestion elimnation

In nore general situation, there are often tenporal congestion
periods within part of the service provider’'s network. Such
congesti on phenonena will appear repeatedly and if the service

provi der has sone nethods to mitigate it, it will certainly increase
the satisfaction degree of their customer. CCDR is al so suitable for
such scenario that the traditional distributed protocol will process
nmost of the traffic forwarding and the controller will schedul e sone
traffic out of the congestion links to lower the utilization of them
Section 4 describes the sinulation process and results about such
scenari o.

3. CCDR Sinmul ati on.

The foll owi ng sections describe the topology, traffic matrix, end-
to-end path optim zation and congestion elinination in CCDR
si nmul ati on.

3.1. Topology Simulation

The network topol ogy mainly contains nodes and |inks infornmation.
Nodes used in sinulation have two types: core nodes and edge nodes.
The core nodes are fully linked to each other. The edge nodes are
connected only with sone of the core nodes. Fig.5 is a topol ogy
exanpl e of 4 core nodes and 5 edge nodes. In CCDR sinulation, 100
core nodes and 400 edge nodes are generated.

+--- -+

/| Edge| \

| et

I I

I I

[ [ R

| Edge| ----| Core| ----- | Core|--------- +
+----+ +----+ +----+ |
N L W A |
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Fig.5 Topol ogy of sinmulation

The nunber of |inks connecting one edge node to the set of core
nodes is randomy between 2 to 30, and the total nunber of links is
nmore than 20000. Each link has its congestion threshold.

3.2. Traffic Matrix Sinulation.

The traffic matrix is generated based on the |link capacity of
topology. It can result in many kinds of situations, such as
congestion, nmild congestion and non-congestion

In CCDR sinulation, the traffic matrix is 500*500. About 20% i nks
are overl oaded when the Open Shortest Path First (OSPF) protocol is
used in the network.

3.3. CCDR End-to-End Path Optim zation

The CCDR end-to-end path optim zation is to find the best end-to-end
path which is the lowest in netric value and each link of the path
is far below link’s threshold. Based on the current state of the
networ k, PCE within CCDR architecture conbines the shortest path
algorithmwith penalty theory of classical optimzation and graph

t heory.

G ven background traffic matrix which is unschedul ed, when a set of
new fl ows conmes into the network, the end-to-end path optim zation
finds the optimal paths for them The selected paths bring the | east
congestion degree to the network.

The link utilization increnent degree(U D) when the new flows are
added into the network is shown in Fig.6. The first graph in Fig.6
is the UDwth OSPF and the second graph is the UD wth CCDR end-
to-end path optim zation. The average U D of graph one is nore than
30% After path optimzation, the average U D is less than 5% The
results show that the CCDR end-to-end path optinization has an eye-
catching decreasing in UDrelative to the path chosen based on OSPF.
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Fig.6 Sinulation result with congestion elimnation

3.4. Network tenporal congestion elimnation

D fferent degree of network congestion is sinulated. The congestion
degree (CD) is defined as the link utilization beyond its threshold.

The CCDR congestion elimnation performance is shown in Fig.7. The
first graph is the congestion degree before the process of
congestion elimnation. The average CD of all congested links is
nore than 10% The second graph shown in Fig.7 is the congestion
degree after congestion elinination process. It shows only 12 |inks
anong totally 20000 |Iinks exceed the threshold, and all the
congestion degree is less than 3% Thus, after schedul e of the
traffic in congestion paths, the degree of network congestion is
greatly elimnated and the network utilization is in bal ance.
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Bef ore congestion elimnation
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Fig.7 Sinulation result with congestion elimnation

4. CCDR Depl oynent Consi deration

Wth the above CCDR scenarios and sinulation results, we can know it
is necessary and feasible to find one general solution to cope with
various conplex situations for the nost conplex optimal path
computation in centrally manner based on the underl ay network

topol ogy and the real tine traffic.
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[draft-wang-teas-native-ip] gives the principle solution for above
scenari os, such thoughts can be extended to cover requirenments that
are nore concretes in future.

5. Security Considerations
TBD

6. | ANA Consi derations
TBD

7. Concl usi ons
TBD
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