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Abst ract

Thi s docunent extends the specification of Network Tine Protoco
(NTP) version 4 in RFC 5905 with special nodes called the NTP

i nterl eaved nodes, that enable NTP servers to provide their clients
and peers with nore accurate transnit tinestanps that are avail able
only after transmitting NTP packets. Mre specifically, this
document describes three nodes: interleaved client/server

interl eaved symetric, and interleaved broadcast.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on June 15, 2018.
Copyright Notice
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docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. Introduction

RFC 5905 [ RFC5905] describes the operations of NTPv4 in basic client/
server, symetric, and broadcast node. The transmit timestanp is one
of the four tinestanps included in every NTP packet used for tine
synchroni zation. A packet that strictly follows RFC 5905, i.e. it
contains a transmit tinestanp corresponding to the packet itself, is
said to be in basic node

There are, at least, four options where a transmt tinestanp can be
captured i.e. by NTP daenon, by network drivers, or at the MAC or
physical layer of the OSI nodel. A typical transnit tinmestanp in a
software NTP inplenentation in the basic node is the one captured by
the NTP daenon using the system cl ock, before the conputation of
nmessage di gest and before the packet is passed to the operating
system and does not include any processing and queui ng delays in the
system network drivers, and hardware. These delays may add a
significant error to the offset and network delay neasured by clients
and peers of the server.

For best accuracy, the transmit tinestanp should be captured as cl ose
to the wire as possible, but that is difficult to inplenent in the
current packet since this timestanp is available only after the
packet transm ssion. The protocol described in RFC 5905 does not
specify any nechanismfor the server to provide its clients and peers
with this nore accurate tinmestanp.

Di fferent nechanisns could be used to exchange this nore accurate
timestanp. This docunent describes interleaved nodes, in which an
NTP packet contains a transnmit tinmestanp corresponding to the

previ ous packet that was sent to the client or peer. This transmt
ti mestanp could be captured at one of the any four places nentioned
above. More specifically, this docunent:

1. Introduces and specifies a new interleaved client/server node.

2. Specifies the interleaved symmetric node based on the NTP
reference inplenentation with sonme nodifications.

3. Specifies the interl eaved broadcast node based purely on the NTP
reference inpl enentation

The protocol does not change the NTP packet header format. Only the
semantics of some tinmestanp fields is different. NTPv4 that supports
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client/server and broadcast interleaved nodes is conpatible with
NTPv4 without this capability as well as with all previous NTP
versi ons.

The protocol requires both servers and clients/peers to keep sone
state specific to the interleaved node. It prevents traffic
anplification that would be possible if the tinmestanp was sent in a
separate nessage in order to keep the servers stateless.

This docunent assunes famliarity with RFC 5905.
1.1. Requirenents Language

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Interleaved dient/server npbde

The interleaved client/server node is simlar to the basic client/
server node. The only difference between the two nodes is in the
meani ng of the transmit and origin tinestanp fields.

A client request in the basic node has an origin timestanp equal to
the transmt tinmestanp fromthe previous server response, or is zero.
A server response in the basic node has an origin timestanp equal to
the transmt timestanp fromthe client’s request. The transmt

ti mestanps correspond to the packets in which they are included.

A client request in the interleaved node has an origin tinmestanp
equal to the receive tinmestanp fromthe previ ous server response. A
server response in the interl eaved node has an origin tinestanp equa
to the receive timestanp fromthe client’s request. The transmit

ti mestanps correspond to the previous packets that were sent to the
server or client.

A server which supports the interleaved node needs to save pairs of

| ocal receive and transnit timestanps. The server SHOULD di scard old
timestanps to limt the amobunt of nmenory needed to support clients
using the interleaved node. The server MAY separate the tinestanps
by | P addresses, but it SHOULD NOT separate them by port nunbers,

i.e. clients are allowed to change their source port between
requests.

When the server receives a request, it SHOULD conpare the origin
timestanp with all receive tinestanps it has saved (for the IP
address). |If a match is found, the server SHOULD respond with a
packet in the interleaved node, which contains the transmt tinestanp
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corresponding to the packet which had the matching receive tinestanp.
If no mtch is found, the server MJST NOT respond in the interl eaved
nmode. The server MAY al ways respond in the basic nmode. In both
cases, the server SHOULD save the new receive and transmit

ti mest anps.

Both servers and clients that support the interl eaved node MJST NOT
send a packet that has a transnit timestanp equal to the receive
timestanp in order to reliably detect whether received packets
conformto the interl eaved node

The first request froma client is always in the basic node and so is
the server response. It has a zero origin tinestanp and zero receive
timestanp. Only when the client receives a valid response fromthe
server, it will be able to send a request in the interleaved node

The client SHOULD linmit the nunber of requests in the interleaved
node per server response to prevent processing of very old tinestanps
in case a |l arge nunber of packets is |ost.

An exanpl e of packets in a client/server exchange using the
interleaved node is shown in Figure 1. The packets in the basic and
interleaved node are indicated with B and | respectively. The
timestanps t1', t3 and t11' point to the sane transm ssions as t1,
t3 and t11, but they may be less accurate. The first exchange is in
the basic node foll owed by a second exchange in the interl eaved node
For the third exchange, the client request is in the interl eaved
nmode, but the server response is in the basic node, because the
server did not have the pair of tinestanps t6 and t7 (e.g. they were
dropped to save tinestanps for other clients using the interleaved
node) .

Server t2 t3 t6 t7 t10 t11
----- T T e T e
/ \ / \ / \
Cient / \ / \ / \
e e e oo - Fommmmee oo Fommmmee oo Fommmmee oo Fommmmee oo +- -
tl t4 t5 t8 t9 t12
Mode: B B | | | B
+--- -+ +--- -+ +--- -+ +--- -+ +--- -+ +--- -+
Og | O | | t1'] | t2 | | t4 | | t6 | | t5 |
R« | 0 | | t2 | | t4 | | t6 | | t8 | |t10
T | t1"] | t3'] | t1 ] | t3 ] | t5 | [t11 |
+----+ +----+ +----+ +----+ +----+ +----+

Figure 1: Packet timestanps in interleaved client/server node
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When the client receives a response, it performs all tests described
in RFC 5905, except now the sanity check for bogus packet needs to
conmpare the origin tinmestanp with both transmt and receive
tinmestanps fromthe request in order to be able to detect if the
response is in the basic or interleaved node. The client SHOULD NOT
update its NTP state when an invalid response is received to not |ose
the tinestanps which will be needed to conplete a neasurenent when
the following response in the interleaved node is received.

If the packet passed the tests and confornms to the interleaved node,
the client can conpute the offset and delay using the formulas from
RFC 5905 and one of two different sets of tinestanps. The first set
is RECOMWENDED for clients that filter neasurenents based on the

del ay. The corresponding tinmestanps fromFigure 1 are witten in
par ent heses.

Tl - local transmt timestanp of the previous request (tl)

T2 - renote receive tinestanp fromthe previous response (t2)

T3 - renote transmt tinmestanp fromthe | atest response (t3)

T4 - local receive tinestanp of the previous response (t4)
The second set gives a nore accurate neasurenment of the current
of fset, but the delay is nmuch nore sensitive to a frequency error
between the server and client due to a much | onger interval between
Tl and T4.

Tl - local transmt timestanp of the | atest request (t5)

T2 - renote receive tinmestanp fromthe | atest response (t6)

T3 - renote transmt tinestanp fromthe | atest response (t3)

T4 - local receive tinestanp of the previous response (t4)
Clients MAY filter measurenments based on the node. The maxi mum
nunber of dropped neasurenents in the basic node SHOULD be limited in
case the server does not support or is not able to respond in the
interleaved mode. dients that filter neasurenents based on the
delay will inplicitly prefer measurements in the interleaved node
over the basic node, because they have a shorter delay due to a nore
accurate transmt tinestanp (T3).
The server MAY limt saving of the receive and transmit tinestanps to

requests which have an origin tinestanp specific to the interl eaved
nmode in order to not waste resources on clients using the basic node.
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Such an optim zation will delay the first interl eaved response of the
server to a client by one exchange.

A check for a non-zero origin tinestanp works with clients that

i mpl ement NTP data mininization [I-D.ietf-ntp-data-mninization]. To
detect requests in the basic node fromclients that do not inplenent
the data m nim zation, the server can encode in |oworder bits of the
receive and transmt tinestanps bel ow precision of the clock a bit

i ndi cating whether the tinestanp is a receive tinmestanp. |If the
server receives a request with a non-zero origin tinestanp which does
not indicate it is receive tinmestanp of the server, the request is in
the basic node and it is not necessary to save the new receive and
transmt tinestanp.

3. Interleaved Symmetric node

The interl eaved symetric node uses the sane principles as the
interleaved client/server node. A packet in the interleaved
symretric node has a transnit tinestanp which corresponds to the
previ ous packet sent to the peer and an origin tinestanp equal to the
receive tinmestanp fromthe | ast packet received fromthe peer

In order to prevent the peer fromnmatching the transmt tinestanp
with an incorrect packet when the peers’ transnissions do not
alternate (e.g. they use different polling intervals) and a previous
packet was |lost, the use of the interleaved node in symretric
associations requires additional restrictions.

Peers which have an association need to count valid packets received
between their transmi ssions to deternine in which node a packet
shoul d be formed. A valid packet in this context is a packet which
passed all NTP tests for duplicate, replayed, bogus, and

unaut henti cated packets. Oher received packets may update the NTP
state to allow the (re)initialization of the association, but they do
not change the sel ection of the node.

A peer A SHOULD send a peer B a packet in the interleaved node only
when the followi ng conditions are net:

1. The peer A has an active association with the peer B which was
specified with an option enabling the interleaved node, OR the
peer A received at |least one valid packet in the interl eaved node
fromthe peer B.

2. The peer A did not send a packet to the peer B since it received
the last valid packet fromthe peer B.
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3. The previous packet that the peer A sent to the peer B was the
only response to a packet received fromthe peer B

An exanpl e of packets exchanged in a symetric association is shown
in Figure 2. The minimumpolling interval of the peer Ais twice as
Il ong as the maxi mum polling interval of the peer B. The first
packets sent by the peers are in the basic node. The second and
third packet sent by the peer Ais in the interleaved node. The
second packet sent by the peer Bis in the interl eaved node, but the
foll owi ng packets sent by the peer are in the basic node, because
mul ti pl e responses are sent per request.

Peer A t2t3 t6 t8 t9 t12 t14 t15
----- g S S
/ \ / / \ / / \
Peer B / \ / / \ / / \
e e me oo Fom o m e oo S Fom o m e oo S +- -
tl t4 t5 t7 t10 t11 t13 t16
Mode: B B I B I B B I
U S S S U S S S R e
Og | 0 | | t1'] | t2] | t3] | t4 | | t3 | | t3 ] [t10 |
R« | O | | t2] | t4 | | t4 | | t8 ] |t10 | [t10 | |t14 |
Tx | t21'] | t3' ] | t1] | t7°] | t3 | Jt11'] [t13"] | t9
I T o St S I T o St S e . g

Figure 2: Packet timestanps in interleaved symetric node

If the peer A has no association with the peer B and it responds with
symretri c passive packets, it does not need to count the packets in
order to neet the restrictions, because each request has at nobst one
response. The peer SHOULD process the requests in the sane way as a
server which supports the interleaved client/server node. It MJST
NOT respond in the interleaved node if the request was not in the

i nterl eaved node.

The peers SHOULD conpute the offset and del ay using one the two sets
of timestanps specified in the client/server section. They NMAY
switch between themto mnimze the interval between Tl and T4 in
order to reduce the error in the neasured del ay.

4. Interl eaved Broadcast npde

A packet in the interl eaved broadcast node contains two transmit

ti mestanps. One corresponds to the packet itself and is saved in the
transmit tinestanp field. The other corresponds to the previous
packet and is saved in the origin tinmestanp field. The packet is
conpatible with the basic node, which uses a zero origin tinestanp.
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A client which does not support the interleaved node ignhores the
origin tinestanp and processes all packets as if they were in the
basi ¢ node

A client which supports the interleaved node SHOULD check if the
origin timestanp is not zero to detect packets in the interleaved
nmode. The client SHOULD al so conpare the origin tinestanp with the
transmit tinestanp fromthe previous packet to detect |ost packets.
If the difference is larger than a specified maxi mum (e.g. 1 second),
t he packet SHOULD NOT be used for synchronization

The client SHOULD conpute the offset using the origin tinmestanp from
the received packet and the local receive tinmestanp of the previous
packet. If the client needs to nmeasure the network delay, it SHOULD
use the interleaved client/server node
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6. | ANA Consi derations
This meno includes no request to | ANA
7. Security Considerations

Security issues that apply to the basic nodes apply also to the
interl eaved nodes. They are described in The Security of NIP s
Dat agr am Pr ot ocol [ SECNTP].

Clients and peers SHOULD NOT | eak the receive tinmestanp in packets
sent to other peers or clients (e.g. as a reference tinmestanp) to
prevent off-path attackers fromeasily getting the origin tinmestanp
needed to nmake a valid response in the interleaved node.

Clients SHOULD randomi ze all bits of both receive and transmit

ti mestanps, as reconmended for the transmt tinestanp in the NTP
client data nminimzation [I-D.ietf-ntp-data-nminimzation], to make it
more difficult for off-path attackers to guess the origin tinestanp.

Protecting synmetric associations in the interl eaved node agai nst
replay attacks is even nore difficult than in the basic node, because
the NTP state needs to be protected not only between the reception
and transmission in order to send the peer a packet with a valid
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origin timestanp, but all the tinme to not |ose the tinmestanps which
wi Il be needed to conplete a neasurenment when the foll owi ng packet in

the interl eaved node is received.
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