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Abstract

This document discusses the most common scenarios of connecting an enterprise network to multiple ISPs using an address space assigned by an ISP and how the approach proposed in the "ietf-rtgwg-enterprise-pa-multihoming" draft could be applied in those scenarios. The problem of enterprise multihoming without address translation of any form has not been solved yet as it requires both the network to select the correct egress ISP based on the packet source address and hosts to select the correct source address based on the desired egress ISP for that traffic. The "ietf-rtgwg-enterprise-pa-multihoming" document proposes a solution to this problem by introducing a new routing functionality (Source Address Dependent Routing) to solve the uplink selection issue and using Router Advertisements to influence the host source address selection. While the above-mentioned document focuses on solving the general problem and on covering various complex use cases, this document adopts the approach proposed in the "ietf-rtgwg-enterprise-pa-multihoming" draft to provide a solution for a limited number of common use cases. In particular, the focus is on scenarios where an enterprise network has two Internet uplinks used either in primary/backup mode or simultaneously and hosts in that network might not yet properly support multihoming as described in RFC8028.
This Internet-Draft will expire on February 11, 2019.
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1. Introduction

Multihoming is an obvious requirement for many enterprise networks to ensure the desired level of network reliability. However, using more than one ISP (and address space assigned by those ISPs) introduces the problem of assigning IP addresses to hosts. In IPv4 there is no choice but using [RFC1918] address space and NAT ([RFC3022]) at the network edge ([RFC4116]). Using Provider Independent (PI) address space is not always an option, since it requires running BGP between the enterprise network and the ISPs. Administrative overhead of obtaining and managing PI address space can also be a concern. As IPv6 hosts can, by design, have multiple addresses of the global scope ([RFC4291]), multihoming using provider address looks even easier for IPv6: each ISP assigns an IPv6 block (usually /48) and hosts in the enterprise network have addresses assigned from each ISP block. However using IPv6 PA blocks in multihoming scenario introduces some challenges, including but not limited to:

- Selecting the correct uplink based on the packet source address;
- Signaling to hosts that some source addresses should or should not be used (e.g. an uplink to the ISP went down or became available again).

The document [I-D.ietf-rtgwg-enterprise-pa-multihoming] discusses these and other related challenges in detail in relation to the general multihoming scenario for enterprise networks and proposes a solution which relies heavily on the rule 5.5 of the default address selection algorithm ([RFC6724]). The rule 5.5 makes hosts prefer source addresses in a prefix advertised by the next-hop and therefore is very useful in multihomed scenarios when different routers may advertise different prefixes. While [RFC6724] defines the Rule 5.5 as optional, the recent [RFC8028] recommends that multihomed hosts SHOULD support it. Unfortunately that rule has not been widely implemented when this document was written. Therefore network administrators in enterprise networks can't yet assume that all devices in their network support the rule 5.5, especially in the quite common BYOD ("Bring Your Own Device") scenario. However, while it does not seem feasible to solve all the possible multihoming scenarios without relying on rule 5.5, it is possible to provide IPv6 multihoming using provider-assigned (PA) address space for the most common use cases. This document discusses how the general approach described in [I-D.ietf-rtgwg-enterprise-pa-multihoming] can be applied to solve multihoming scenarios when:
2. Common Enterprise Multihoming Scenarios

2.1. Two ISP Uplinks, Primary and Backup

This scenario has the following key characteristics:

- The enterprise network is using uplinks to two (or more) ISPs for Internet access;
- Each ISP assigns IPv6 PA address space for the network;
- Uplink(s) to one ISP is a primary (preferred) one. All other uplinks are backup and are not expected to be used while the primary one is operational;
- If the primary uplink is operational, all Internet traffic should flow via that uplink;
- When the primary uplink fails the Internet traffic needs to flow via the backup uplinks;
- Recovery of the primary uplink needs to trigger the traffic switchover from the backup uplinks back to primary one;
- Hosts in the enterprise network are not expected to support the Rule 5.5 of the default address selection algorithm ([RFC6724]).
2.2. Two ISP Uplinks, Used for Load Balancing

This scenario has the following key characteristics:

- The enterprise network is using uplinks to two (or more) ISPs for Internet access;
- Each ISP assigns an IPv6 PA address space;
- All the uplinks may be used simultaneously, with the traffic flows being randomly (not necessarily equally) distributed between them;
- Hosts in the enterprise network are not expected to support the Rule 5.5 of the default address selection algorithm ([RFC6724]).

3. Conditional Router Advertisements

3.1. Solution Overview

3.1.1. Uplink Selection

As discussed in [I-D.ietf-rtgwg-enterprise-pa-multihoming], one of the two main problems to be solved in the enterprise multihoming scenario is the problem of the next-hop (uplink) selection based on the packet source address. For example, if the enterprise network has two uplinks, to ISP_A and ISP_B, and hosts have addresses from subnet_A and subnet_B (belonging to ISP_A and ISP_B respectively) then packets sourced from subnet_A must be sent to ISP_A uplink while packets sourced from subnet_B must be sent to ISP_B uplink. Sending packets with source addresses belonging to one ISP address space to another ISP might cause those packets to be filtered out if those ISPs or their uplinks implement anti-spoofing ingress filtering ([RFC2827], [RFC3704]).

While some work is being done in the Source Address Dependent Routing (SADR) (such as [I-D.ietf-rtgwg-dst-src-routing]), the simplest way to implement the desired functionality currently is to apply a policy which selects a next-hop or an egress interface based on the packet source address. Most SMB/Enterprise grade routers have such functionality available currently.

3.1.2. Source Address Selection and Conditional RAs

Another problem to be solved in the multihoming scenario is the source address selection on hosts. In the normal situation (all uplinks are up/operational) hosts have multiple global unique addresses and can rely on the default address selection algorithm ([RFC6724]) to pick up a source address, while the network is
responsible for choosing the correct uplink based on the source address selected by a host as described in Section 3.1.1. However, some network topology changes (i.e. changing uplink status) might affect the global reachability for packets sourced from the particular prefixes and therefore such changes have to be signaled back to the hosts. For example:

- An uplink to an ISP_A went down. Hosts should not use addresses from ISP_A prefix;
- A primary uplink to ISP_A which was not operational has come back up. Hosts should start using the source addresses from ISP_A prefix.

[I-D.ietf-rtgwg-enterprise-pa-multihoming] provides a detailed explanation on why SLAAC (Stateless Address Autoconfiguration, [RFC4862]) and RAs (Router Advertisements, [RFC4861]) are the most suitable mechanism for signaling network topology changes to hosts and thereby influencing the source address selection. Sending a router advertisement to change the preferred lifetime for a given prefix provides the following functionality:

- deprecating addresses (by sending an RA with the preferred_lifetime set to 0 in the corresponding PIO (Prefix Information option, [RFC4861])) to indicate to hosts that that addresses from that prefix should not be used;
- making a previously unused (deprecated) prefix usable again (by sending an RA containing a PIO with non-zero preferred lifetime) to indicate to hosts that addresses from that prefix can be used again.

It should be noted that only preferred lifetime for the affected prefix needs to be changed. As the goal is to influence the source address selection algorithm on hosts, not preventing them from forming addresses from a specific prefix, the valid lifetime should not be changed. Actually it would not even be possible as Section 5.5.3 of [RFC4862] prevents hosts from setting valid lifetime for addresses to zero.

To provide the desired functionality, first-hop routers are required to

- send RA triggered by defined event policies in response to uplink status change event; and
while sending periodic or solicited RAs, set the value in the given RA field (e.g. PIO preferred lifetime) based on the uplink status.

The exact definition of the ‘uplink status’ depends on the network topology and may include conditions like:

- uplink interface status change;
- presence of a particular route in the routing table;
- presence of a particular route with a particular attribute (next-hop, tag etc) in the routing table;
- protocol adjacency change.

etc.

In some scenarios, when two routers are providing first-hop redundancy via VRRP (Virtual Router Redundancy Protocol, [RFC5798]), the master-backup status can be considered as a condition for sending RAs and changing the preferred lifetime value. See Section 3.2.2 for more details.

If hosts are provided with ISP DNS servers IPv6 addresses via RDNSS (Router Advertisement Options for DNS Configuration, [RFC8106]) it might be desirable for the conditional RAs to update the Lifetime field of the RDNSS option as well.

The trigger is not only forcing the router to send an unsolicited RA to propagate the topology changes to all hosts. Obviously the RA fields values (like PIO Preferred Lifetime or DNS Server Lifetime) changed by the particular trigger need to stay the same until another event happens causing the value to be updated. E.g. if the ISP_A uplink failure causes the prefix to be deprecated, all solicited and unsolicited RAs sent by the router need to have the Preferred Lifetime for that PIO set to 0 until the uplink comes back up.

It should be noted that the proposed solution is quite similar to the existing requirement L-13 for IPv6 Customer Edge Routers ([RFC7084]) and the documented behavior of homenet devices ([RFC7788]). It is using the same mechanism of deprecating a prefix when the corresponding uplink is not operational, applying it to enterprise network scenario.
3.2. Example Scenarios

This section illustrates how the conditional RAs solution can be applied to most common enterprise multihoming scenarios, described in Section 2.

3.2.1. Single Router, Primary/Backup Uplinks

Let’s look at a simple network topology where a single router acts as a border router to terminate two ISP uplinks and as a first-hop router for hosts. Each ISP assigns a /48 to the network, and the ISP_A uplink is a primary one, to be used for all Internet traffic, while the ISP_B uplink is a backup, to be used only when the primary uplink is not operational.

To ensure that packets with source addresses from ISP_A and ISP_B are only routed to ISP_A and ISP_B uplinks respectively, the network administrator needs to configure a policy on R1:

IF (packet_source_address is in 2001:db8:1::/48) and (packet_destination_address is not in (2001:db8:1::/48 or 2001:db8:2::/48)) THEN
default next-hop is ISP_A_uplink

IF (packet_source_address is in 2001:db8:2::/48) and (packet_destination_address is not in (2001:db8:1::/48 or 2001:db8:2::/48)) THEN
default next-hop is ISP_B_uplink

Figure 1: Single Router, Primary/Backup Uplinks
Under normal circumstances it is desirable that all traffic be sent via the ISP_A uplink, therefore hosts (the host H1 in the example topology figure) should be using source addresses from 2001:db8:1:1::/64. When/if ISP_A uplink fails, hosts should stop using the 2001:db8:1:1::/64 prefix and start using 2001:db8:2:1::/64 until the ISP_A uplink comes back up. To achieve this the router advertisement configuration on the R1 device for the interface facing H1 needs to have the following policy:

```plaintext
prefix 2001:db8:1:1::/64 {
    IF (ISP_A_uplink is up)
       THEN
       preferred_lifetime = 604800
       ELSE
       preferred_lifetime = 0
}

prefix 2001:db8:2:1::/64 {
    IF (ISP_A_Uplink is up)
       THEN
       preferred_lifetime = 0
       ELSE
       preferred_lifetime = 604800
}
```

A similar policy needs to be applied to the RDNSS Lifetime if ISP_A and ISP_B DNS servers are used.

3.2.2. Two Routers, Primary/Backup Uplinks

Let’s look at a more complex scenario where two border routers are terminating two ISP uplinks (one each), acting as redundant first-hop routers for hosts. The topology is shown on Fig.2
In this scenario R1 sends RAs with PIO for 2001:db8:1::/64 (ISP_A address space) and R2 sends RAs with PIO for 2001:db8:2::/64 (ISP_B address space). Each router needs to have a forwarding policy configured for packets received on its hosts-facing interface:

IF (packet_source_address is in 2001:db8:1::/48)
and
(packet_destination_address is not in (2001:db8:1::/48 or 2001:db8:2::/48))
THEN
default next-hop is ISP_A_uplink

IF (packet_source_address is in 2001:db8:2::/48)
and
(packet_destination_address is not in (2001:db8:1::/48 or 2001:db8:2::/48))
THEN
default next-hop is ISP_B_uplink

In this case there is more than one way to ensure that hosts are selecting the correct source address based on the uplink status. If VRRP is used to provide first-hop redundancy and the master router is the one with the active uplink, then the simplest way is to use the VRRP mastership as a condition for router advertisement. So, if ISP_A is the primary uplink, the routers R1 and R2 need to be configured in the following way:

R1 is the VRRP master by default (when ISP_A uplink is up). If ISP_A uplink is down, then R1 becomes a backup (the VRRP interface status tracking is expected to be used to automatically modify the VRRP priorities and trigger the mastership switchover).
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advertisements on R1’s interface facing H1 needs to have the following policy applied:

prefix 2001:db8:1:1::/64 {
    IF (vrrp_master)
    THEN
        preferred_lifetime = 604800
    ELSE
        preferred_lifetime = 0
}

R2 is VRRP backup by default. Router advertisement on R2 interface facing H1 needs to have the following policy applied:

prefix 2001:db8:2:1::/64 {
    IF (vrrp_master)
    THEN
        preferred_lifetime = 604800
    ELSE
        preferred_lifetime = 0
}

If VRRP is not used or interface status tracking is not used for mastership switchover, then each router needs to be able to detect the uplink failure/recovery on the neighboring router, so that RAs with updated preferred lifetime values are triggered. Depending on the network setup various triggers like a route to the uplink interface subnet or a default route received from the uplink can be used. The obvious drawback of using the routing table to trigger the conditional RAs is that some additional configuration is required. For example, if a route to the prefix assigned to the ISP uplink is used as a trigger, then the conditional RA policy would have the following logic:

R1:

prefix 2001:db8:1:1::/64 {
    IF (ISP_A_uplink is up)
    THEN
        preferred_lifetime = 604800
    ELSE
        preferred_lifetime = 0
}

R2:
prefix 2001:db8:2:1::/64 {
    IF (ISP_A_uplink_route is present)
    THEN
    preferred_lifetime = 0
    ELSE
    preferred_lifetime = 604800
}

3.2.3. Single Router, Load Balancing Between Uplinks

Let’s look at the example topology shown in Figure 1, but with both uplinks used simultaneously. In this case R1 would send RAs containing PIOs for both prefixes, 2001:db8:1:1::/64 and 2001:db8:2:1::/64, changing the preferred lifetime based on particular uplink availability. If the interface status is used as uplink availability indicator, then the policy logic would look like the following:

prefix 2001:db8:1:1::/64 {
    IF (ISP_A_uplink is up)
    THEN
    preferred_lifetime = 604800
    ELSE
    preferred_lifetime = 0
}
prefix 2001:db8:2:1::/64 {
    IF (ISP_B_uplink is up)
    THEN
    preferred_lifetime = 604800
    ELSE
    preferred_lifetime = 0
}

R1 needs a forwarding policy to be applied to forward packets to the correct uplink based on the source address similar to one described in Section 3.2.1.

3.2.4. Two Router, Load Balancing Between Uplinks

In this scenario the example topology is similar to the one shown in Figure 2, but both uplinks can be used at the same time. It means that both R1 and R2 need to have the corresponding forwarding policy to forward packets based on their source addresses.

Each router would send RAs with PIO for the corresponding prefix, setting preferred_lifetime to a non-zero value when the ISP uplink is up, and deprecating the prefix by setting the preferred lifetime to 0 in case of uplink failure. The uplink recovery would trigger another
RA with non-zero preferred lifetime to make the addresses from the
prefix preferred again. The example RA policy on R1 and R2 would
look like:

R1:

prefix 2001:db8:1:1::/64 {
  IF (ISP_A_uplink is up)
    THEN preferred_lifetime = 604800
    ELSE preferred_lifetime = 0
}

R2:

prefix 2001:db8:2:1::/64 {
  IF (ISP_B_uplink is up)
    THEN preferred_lifetime = 604800
    ELSE preferred_lifetime = 0
}

3.2.5. Topologies with Dedicated Border Routers

For simplicity, all topologies above show the ISP uplinks terminated
on the first-hop routers. Obviously, the proposed approach can be
used in more complex topologies when dedicated devices are used for
terminating ISP uplinks. In that case VRRP mastership or interface
status can not be used as a trigger for conditional RAs and route
presence as described above (Section 3.2.2) should be used instead.

Let’s look at the example topology shown on the Figure 3:
For example, if ISP_A is a primary uplink and ISP_B is a backup one then the following policy might be used to achieve the desired behaviour (H1 is using ISP_A address space, 2001:db8:1:1::/64 while ISP_A uplink is up and only using ISP_B 2001:db8:2:1::/64 prefix if the uplink is non-operational):

R1 and R2 policy:

```plaintext
prefix 2001:db8:1:1::/64 {
    IF (ISP_A_uplink_route is present)
    THEN
        preferred_lifetime = 604800
    ELSE
        preferred_lifetime = 0
}

prefix 2001:db8:2:1::/64 {
    IF (ISP_A_uplink_route is present)
    THEN
        preferred_lifetime = 0
    ELSE
        preferred_lifetime = 604800
}
```

For the load-balancing case the policy would look slightly different: each prefix has non-zero preferred_lifetime only if the corresponding ISP uplink route is present:
prefix 2001:db8:1:1::/64 {
  IF (ISP_A_uplink_route is present)
  THEN
    preferred_lifetime = 604800
  ELSE
    preferred_lifetime = 0
}

prefix 2001:db8:2:1::/64 {
  IF (ISP_B_uplink_route is present)
  THEN
    preferred_lifetime = 604800
  ELSE
    preferred_lifetime = 0
}

3.2.6. Intra-Site Communication during Simultaneous Uplinks Outage

Prefix deprecation as a result of an uplink status change might lead to a situation when all global prefixes are deprecated (all ISP uplinks are not operational for some reason). Even when there is no Internet connectivity it might be still desirable to have intra-site IPv6 connectivity (especially when the network in question is an IPv6-only one). However while an address is in a deprecated state, its use is discouraged, but not strictly forbidden ([RFC4862]). In such a scenario all IPv6 source addresses in the candidate set ([RFC6724]) are deprecated, which means that they still can be used (as there are no preferred addresses available) and the source address selection algorithm can pick up one of them, allowing the intra-site communication. However some OSes might just fall back to IPv4 if the network interface has no preferred IPv6 global addresses. Therefore if intra-site connectivity is vital during simultaneous outages of multiple uplinks, administrators might consider using ULAs (Unique Local Addresses, [RFC4193]) or provisioning additional backup uplinks to protect the network from double-failure cases.

3.2.7. Uplink Damping

If an actively used uplink (primary one or one used in load balancing scenario) starts flapping, it might lead to the undesirable situation of flapping addresses on hosts (every time the uplink goes up hosts receive an RA with non-zero preferred PIO lifetime, and every time the uplink goes down all addresses in the affected prefix become deprecated). This would, undoubtedly, negatively impact the user experience, not to mention the impact of spikes of duplicate address detection traffic every time an uplink comes back up. Therefore it’s recommended that router vendors implement some form of damping policy for conditional RAs and either postpone sending an RA with non-zero...
lifetime for a PIO when the uplink comes up for a number of seconds or even introduce accumulated penalties/exponential backoff algorithm for such delays. (In the case of a multiple simultaneous uplink failure scenario, when all but one uplinks are down and the last remaining is flapping it might result in all addresses being deprecated for a while after the flapping uplink recovers.)

3.2.8. Routing Packets when the Corresponding Uplink is Unavailable

Deprecating IPv6 addresses by setting the preferred lifetime to 0 discourage but not strictly forbid its usage in new communications. A deprecated address may still be used for existing connections ([RFC4862]). Therefore when an ISP uplink goes down the corresponding border router might still receive packets with source addresses belonging to that ISP address space while there is no available uplink to send those packets to.

The expected router behaviour would depend on the uplink selection mechanism. For example if some form of SADR is used then such packets will be dropped as there is no route to the destination. If policy-based routing is used to set a next-hop then the behaviour would be implementation-dependent and may vary from dropping the packets to forwarding them based on the routing table entries. It should be noted that there is no return path to the packet source (as the ISP uplink is not operational) therefore even if the outgoing packets are sent to another ISP the return traffic might not be delivered.

3.3. Solution Limitations

It should be noted that the proposed approach is not a "silver bullet" for all possible multihoming scenarios. It would work very well for networks with relatively simple topologies and straightforward routing policies. The more complex the network topology and the corresponding routing policies, the more configuration would be required to implement the solution.

Another limitation is related to the load balancing between the uplinks. In the scenario in which both uplinks are active, hosts would select the source prefix using the Default Address Selection algorithm ([RFC6724]), and therefore the load between two uplinks most likely would not be evenly distributed. (However, the proposed mechanism does allow a creative way of controlling uplinks load in software defined networks where controllers might selectively deprecate prefixes on some hosts but not others to move egress traffic between uplinks). Also the prefix selection does not take into account any other uplinks properties (such as latency etc), so egress traffic might not be sent to the nearest uplink if the
corresponding prefix is selected as a source. In general, if not all uplinks are equal and some uplinks are expected to be preferred over others, then the network administrator should ensure that prefixes from non-preferred ISP(s) are kept deprecated (so primary/backup setup is used).

3.3.1. Connections Preservation

The proposed solution is not designed to preserve connection state after an uplink failure. If all uplinks to an ISP go down, all sessions to/from addresses from that ISP address space are interrupted as there is no egress path for those packets and there is no return path from the Internet to the corresponding prefix. In this regard it is similar to IPv4 multihoming using NAT, where an uplink failure and failover to another uplink means that a public IPv4 address changes and all existing connections are interrupted.

An uplink recovery, however, does not necessarily lead to connections interruption. In the load sharing/balancing scenario an uplink recovery does not affect any existing connections at all. In the active/backup topology when the primary uplink recovers from the failure and the backup prefix is deprecated, the existing sessions (established to/from the backup ISP addresses) can be preserved if the routers are configured as described in Section 3.2.1 and send packets with the backup ISP source addresses to the backup uplink even when the primary one is operational. As a result, the primary uplink recovery makes the usage of the backup ISP addresses discouraged but still possible.

It should be noted that in IPv4 multihoming with NAT, when the egress interface is chosen without taking packet source address into account (as internal hosts usually have addresses from [RFC1918] space), sessions might not be preserved after an uplink recovery unless packet forwarding is integrated with existing NAT sessions tracking.

4. IANA Considerations

This memo asks the IANA for no new parameters.

5. Security Considerations

This memo introduces no new security considerations. It relies on Router Advertisements ([RFC4861]) and SLAAC ([RFC4862]) mechanism and inherits their security properties. If an attacker is able to send a rogue RA they could deprecate IPv6 addresses on hosts or influence source address selection processes on hosts.

The potential attack vectors are including but not limited to:
An attacker sends a rogue RA deprecating IPv6 addresses on hosts;

An attacker sends a rogue RA making addresses preferred while the corresponding ISP uplink is not operational;

An attacker sends a rogue RA making addresses preferred for a backup ISP, steering traffic to undesirable (e.g. more expensive) uplink.

Therefore the network administrators SHOULD secure Router Advertisements, e.g., by deploying RA guard [RFC6105].

5.1. Privacy Considerations

This memo introduces no new privacy considerations.
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Abstract
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1. Introduction

464XLAT ([RFC6877]) describes an architecture that provides IPv4 connectivity across a network, or part of it, when it is only natively transporting IPv6.

In order to do that, 464XLAT ([RFC6877]) relies on the combination of existing protocols:

1. The customer-side translator (CLAT) is a stateless IPv4 to IPv6 translator (NAT46) ([RFC7915]) implemented in the end-user device or CE, located at the "customer" edge of the network.

2. The provider-side translator (PLAT) is a stateful NAT64 ([RFC6146]), implemented typically at the opposite edge of the operator network, that provides access to both IPv4 and IPv6 upstreams.

3. Optionally, DNS64 ([RFC6147]), implemented as part of the PLAT allows an optimization (a single translation at the NAT64, instead of two translations - NAT46+NAT64), when the application at the end-user device supports IPv6 DNS (uses AAAA RR).

464XLAT ([RFC6877]) is a very simple approach to cope with the major NAT64+DNS64 drawback: Not working with applications or devices that use literal IPv4 addresses or non-IPv6 compliant APIs.

464XLAT ([RFC6877]) has been used initially in IPv6 cellular networks, so providing an IPv6-only access network, the end-user
device applications can access IPv4-only end-networks/applications, despite those applications or devices use literal IPv4 addresses or non-IPv6 compliant APIs.

In addition to that, in the same example of the cellular network above, if the User Equipment (UE) provides tethering, other devices behind it will be presented with a traditional NAT44, in addition to the native IPv6 support.

Furthermore, 464XLAT ([RFC6877]) can be used in non-cellular IPv6 wired (xDSL, DOCSIS, FTTH, Ethernet, ...) and wireless (WiFi) network architectures, by implementing the CLAT functionality at the CE.

The remaining sections of this document, despite of any specific examples being used, are applicable to any operator network architecture, and introduces possible issues and general deployment guidelines to be considered when deploying 464XLAT ([RFC6877]) in an IPv6 network.

2. DNSSEC Considerations

As indicated in Section 8 of [RFC6147] (DNS64, Security Considerations), because DNS64 modifies DNS answers and DNSSEC is designed to detect such modifications, DNS64 can break DNSSEC.

If a device connected to an IPv6-only WAN queries for a domain name in a signed zone, by means of a recursive name server that supports DNS64, and the result is a synthesized AAAA record, and the recursive name server is configured to perform DNSSEC validation and has a valid chain of trust to the zone in question, it will cryptographically validate the negative response from the authoritative name server. So, the recursive name server actually lie to the client device, however in most of the cases, the client will not notice it, because generally they don’t perform validation themselves as instead rely on their recursive name servers.

If the client device performs DNSSEC validation on the AAAA record, it will fail as it is a synthesized record.

Similarly, if the client querying the recursive name server is another name server configured to use it as a forwarder, and is performing DNSSEC validation, it will also fail on any synthesized AAAA record.

There are several possible solutions to avoid breaking DNSSEC:
2.1. DNSSEC validator aware of DNS64

In general, DNS servers with DNS64 function, by default, will not synthesize AAAA responses if the DNSSEC OK (DO) flag was set in the query. In this case, as only an A record is available, it means that the CLAT will take the responsibility, as in the case of literal IPv4 addresses, to keep that traffic flow end-to-end as IPv4, so DNSSEC is not broken.

2.2. Stub validator

If the DO flag is set and the client device performs DNSSEC validation, and the Checking Disabled (CD) flag is set for a query, as the DNS64 recursive server will not synthesize AAAA responses, the client could perform the DNSSEC validation with the A record and then may query the network for a NAT64 prefix ([RFC7050]) in order to synthesize the AAAA ([RFC6052]). This allows the client device to avoid using the CLAT and still use NAT64 even with DNSSEC.

Some devices/OSs may implement, instead of CLAT, a similar function by using Bump-in-the-Host ([RFC6535]). In this case, the considerations in the above paragraphs are also applicable.

2.3. CLAT with DNS proxy and validator

If a CE includes CLAT support and also a DNS proxy, as indicated in Section 6.4 of [RFC6877], the CE could behave as a stub validator on behalf of the client devices, following the same approach described in the precedent section (Stub validator). So the DNS proxy actually lie to the client devices, which in most of the cases will not notice it unless they perform validation themselves. Again, this allow the clients devices to avoid using the CLAT and still use NAT64 with DNSSEC.

2.4. ACL of clients

In cases of dual-stack clients, stub resolvers should send the AAAA queries before the A ones. So such clients, if DNS64 is enabled, will never get A records, even for IPv4-only servers, and they may be in the path before the NAT64 and accessible by IPv4. If DNSSEC is being used for all those flows, specific addresses or prefixes can be left-out the DNS64 synthesis by means of ACLs.

2.5. Mapping-out IPv4 addresses

If there are well-known specific IPv4 addresses or prefixes using DNSSEC, they can be mapped-out of the DNS64 synthesis.
Even if this is not related to DNSSEC, this "mapping-out" feature is actually quite commonly used to ensure that [RFC1918] addresses (for example used by LAN servers) are not synthesized to AAAA.

3. Using 464XLAT with/without DNS64

In the case the client device is IPv6-only (either because the stack is IPv6-only, or because it is connected via an IPv6-only LAN) and the server is IPv4-only (either because the stack is IPv4-only, or because it is connected via an IPv4-only LAN), only NAT64 combined with DNS64 will be able to provide access among both. Because DNS64 is then required, DNSSEC validation will be only possible if the recursive name server is validating the negative response from the authoritative name server and the client is not performing validation.

However, when the client device is dual-stack and/or connected in a dual-stack LAN by means of a CLAT (or has the built-in CLAT), DNS64 is an option.

1. With DNS64: If DNS64 is used, most of the IPv4 traffic (except if using literal IPv4 addresses or non-IPv6 compliant APIs) will not use the CLAT, so will use the IPv6 path and only one translation will be done at the NAT64. This may break DNSSEC, unless measures as described in the precedent section are taken.

2. Without DNS64: If DNS64 is not used, all the IPv4 traffic will make use of the CLAT, so two translations are required (NAT46 at the CLAT and NAT64 at the PLAT), which adds some overhead in terms of the extra NAT46 translation, however avoids the AAAA synthesis and consequently will never break DNSSEC.

When clients in an operator network use DNS from other networks, for example manually configured by users, they may support or not DNS64, so the considerations in this section will apply as well.

4. DNS64 and Reverse Mapping Considerations

When a client device, using a name server configured to perform DNS64, tries to reverse-map a synthesized IPv6 address, the name server responds with a CNAME record pointing the domain name used to reverse-map the synthesized IPv6 address (the one under ip6.arpa), to the domain name corresponding to the embedded IPv4 address (under in-addr.arpa).

This is the expected behaviour, so no issues to be considered regarding DNS reverse mapping.
5. CLAT Translation Considerations

As described in Section 6.3 of [RFC6877] (IPv6 Prefix Handling), if the CLAT can be configured with a dedicated /64 prefix for the NAT64 translation, then it will be possible to do a more efficient stateless translation.

However, if this dedicated prefix is not available, the CLAT will need to do a stateful translation, for example performing stateful NAT44 for all the IPv4 LAN packets, so they appear as coming from a single IPv4 address, and then in turn, stateless translated to a single IPv6 address.

The obvious recommended setup, in order to maximize the CLAT performance, is to configure the dedicated translation prefix. This can be easily achieved automatically, if the CE or end-user device is able to obtain a shorter prefix by means of DHCPv6-PD ([RFC3633]), so the CE can use a /64 for that.

The above recommendation is often not possible for cellular networks, when connecting UEs (some broadband cellular use DHCPv6-PD ([RFC3633]), but smartphones, in general, not), as they provide a single /64 for each PDP context and use /64 prefix sharing ([RFC6877]). So in this case, the UEs typically have a built-in CLAT client, which is doing a stateful NAT44 before the stateless NAT46.

6. Summary of deployment recommendations for 464XLAT

As indicated in the introduction of this document, operators willing to deploy 464XLAT ([RFC6877]), MUST to support, at least, the provider-side translator (PLAT).

In the case it is a non-cellular network and the operator is providing the CE to the customers, or suggesting them some specific models, they MUST support the customer-side translator (CLAT).

If the operator offers DNS services, in order to increase performance by reducing the double translation for all the IPv4 traffic, and avoid breaking DNSSEC, they MAY support DNS64. In this case, if the DNS service is offering DNSSEC validation, then it MUST be in such way that it is aware of the DNS64. This is considered de simpler and safer approach, and MAY be combined as well with the other possible solutions described in this document:

- Devices running CLAT SHOULD follow the indications in the "Stub validator" section recommendation. However, most of the time, this is out of the control of the operator.
CEs SHOULD include a DNS proxy and validador. This is relevant if the operator is providing the CE or suggesting it to customers.

ACL of clients and Mapping-out IPv4 addresses MAY be considered by each operator, depending on their own infrastructure.

The ideal configuration for CEs supporting CLAT, is that they support DHCPv6-PD ([RFC3633]) and internally reserve one /64 for the stateless NAT46 translation. The operator MUST ensure that the customers get allocated prefixes shorter than /64 in order to support this optimization. One way or the other, this is not impacting the performance of the operator network.

As indicated in Section 7 of [RFC6877] (Deployment Considerations), operators MAY follow those suggestions in order to take advantage of traffic engineering.

In the case of cellular networks, the considerations regarding DNSSEC may appear as out-of-scope, because UEs OSs, commonly don’t support DNSSEC, however applications running on them may do, or it may be an OS "built-in" support in the future. Moreover, if those devices offer tethering, other client devices may be doing the validation, hence the relevance of a proper DNSSEC support by the operator network.

Furthermore, cellular networks supporting 464XLAT ([RFC6877]) and "Discovery of the IPv6 Prefix Used for IPv6 Address Synthesis" ([RFC7050]), allow a progressive IPv6 deployment, with a single APN supporting all types of PDP context (IPv4, IPv6, IPv4v6), in such way that the network is able to automatically serve all the possible combinations of UEs.

Finally, if the operator choose to secure the NAT64 prefix, it MUST follow the advise indicated in Section 3.1.1. of [RFC7050] (Validation of Discovered Prefix64::/n).

7. Security Considerations

This document does not have any new specific security considerations.

8. IANA Considerations

This document does not have any new specific IANA considerations.
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Happy Eyeballs ([RFC6555]) provides a way for improving user-visible delay when IPv6 connectivity is performing worse than the IPv4 one.

However, this hides the possible IPv6 connectivity issues to the operator because users don’t notice anything broken, so they aren’t reporting it to their providers.

The goal of this document is to specify an extension of HE, in order to use existing protocols for providing a reporting to the operator, which can be used to setup alarms and trigger further investigation so to improve network reliability, facilitating the detection of failures as soon as they appear, without the need of external monitoring.

2. Using Syslog

In order to simplify the reporting of the HE failures, syslog ([RFC5424]) over UDP ([RFC5426]), MUST be used, by means of the default port (514) with IPv6-only.

The intend is to make this reporting very simple, so no choice of alternative ports or transport protocols is offered.

Operators willing to use this reporting MUST configure at least one syslog collector at the IPv6 prefix formed as:

Network-Specific Prefix::192.88.99.1

The Network-Specific Prefix (NSP) MUST be chosen by the operator from its RIR allocated IPv6 addressing space.

Additional collectors can be made available by using anycast at the NSP + 192.88.99.0/24 prefix.
3. Discovery of the syslog collector NSP

The same mechanism described by RFC7050 ([RFC7050]) should be used to define the address of the syslog collector(s).

Because the collectors will be using an IPv6 address with the 32 low order bits from the reserved range 192.88.99.0/24, this will not be in conflict with any public addresses used in Internet, so this mechanism is compatible with the expected usage of the NSP for NAT64.

4. HE behaviour on failure detection

This section will specify the exact behaviour of HE in order to initiate the reporting and the specific format/parameters of the HE failure message to be sent to the syslog collector.

A preliminary consideration is to include, in addition to the syslog required parameters, the timeouts detected, the failed destination address and the source prefix from where the destination has failed.

TBD.

5. Privacy Considerations

The goal is to provide the operator information about the failures detected by HE, without requiring specific users traffic information. Towards this, it will be sufficient to provide to the syslog collector details about the failed destination address and source prefix. So privacy issues regarding identification of a specific device or users are avoided.

Nowadays, operators already log this information in order to comply with lawful interception regulations, and in general, data protection regulations allow this logging when technically required. Data protection regulations explicitly say that the data can’t be disclosed, and there is no need to do so.

In general, vendors also collect telemetry data from devices, in order to improve OSs and in some situations, there are regulations that enforce offering the user to enable/disable that feature. So we could consider offering the same feature for this mechanism.

When the mechanism described in this document detects a failure, the operator will need to find if the problem is related to:

- A specific user (inside the customer local networks, or even at their WAN router).
A group of users (e.g., one or several part of the access or distribution networks).

The entire operator network (e.g., core network or transit router/s).

The destination network.

Somewhere else in the path to the destination (e.g., transit providers).

Those cases, in terms of privacy considerations, will fall into one of the following categories:

a. Failure cause is internal to a specific customer (LANs or router/s): The operator may decide, depending on their country regulations and services offered to that customer, to inform the customer (and decide what information is provided), or ignore the failure and include it in a "while list" (i.e., list of "don’t care" failures), so the monitoring system doesn’t keep providing alerts on it.

b. Failure cause is due to the operator network: The operator will need to find the cause and fix the failure, without disclosing any personal data.

c. Failure cause is due to third parties: The operator don’t need to disclose any specific user source address/prefix, because in this case, the shorter prefix (typically the RIR allocated prefix or part of it, when is being announced split among different BGP peers), from which the failure has been verified.

In the most extreme case, a more restrictive usage of this procedure, not involving logging any user source address/prefix, will be to log only the failed destination address. In a big percentage of the cases, it will be enough for the operator to detect the failure, as experience shows that HE fall-back occurs mainly because path or destination misconfiguration or issues. So, the ISP could replicate the failure from any other source address in its network to the same failed destination. If we take this approach, failures internal to a specific customer, could not be reported by the operator to the customer (as there is no source data logging), and together with partial failures of the operator network will require extra work from operator’s staff to research the cause of the failure (i.e., it is in my network, part of it, a specific customer or external).

So, there is no distinction between the privacy issues from this protocol compared to regular network operation, abuse reporting, etc.
6. Security Considerations

This document does not have any specific security considerations.

7. IANA Considerations

IANA is requested to reserve 192.88.99.0/24 for this RFC, which was previously released by ([RFC7526]).
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1. Introduction

Due to the nature of the Internet and the different types of users, parts of a network, providers, flows, etc., there is not a single and easy way to categorically say something such as "IPv6-only".

The goal of this document is to depict this situation and agree in a common language to be used for IETF and other documents, in order to facilitate ourselves and future readers, the correct understanding of what we are talking about.

Note that all the references in this document are regarding the actual usage of IPv4/IPv6, not the support of those protocols by nodes. For example, a device or access network may support both IPv4 and IPv6, however actually is only "natively" forwarding IPv6.

2. Context

The transition from IPv4 to IPv6 is not something that can be done, in the large majority of the cases, overnight and in a single step. Consequently, in general, we are unable to talk about a whole network having a "single and uniform" status regarding IPv6, at least not in the early deployment stages of an operator network.

Even if possible, it is not frequent to deploy new IPv6 networks which have no IPv4 connectivity at all, because at the current phase of the universal goal of the IPv6 deployment, almost every network still need to provide some kind of "access" to IPv4 sites. It is not feasible for most of the operators to tell their customers "I can provide you IPv6 service, but you will not be able to access all
Internet contents and apps, because some of them still don’t support IPv6, so you will miss every content that it is IPv4-only".

Some networks may have IPv6-only support for specific purposes. For example, a DOCSIS provider may have decided that is worth the effort to get rid of IPv4 for the management network of the cable-modems. Or a network that provides connectivity only to IoT devices, may be IPv6-only.

However, the "end-networks", in general, need to continue supporting IPv4, as there are many devices or apps, in both corporate and end-user networks (smartTV, IP cameras, etc.), which are IPv4-only and it is not feasible to update or replace them.

In IPv6-only access networks, IPv4 support maybe provided by mechanisms that allow "IPv4-as-a-service" (for example by means of encapsulation and/or translation on top of IPv6).

3. Definition of IPv6-only

Consequently, considering the context described in the section above, if we want to be precise and avoid confusing others, we can not use the terminology "IPv6-only" in a generic way, and we need to define what part of the network we are referring to.

From that perspective, we define the "IPv6-only" status in a given part(s) of a network, depending on if there is actual native forwarding of IPv4, so IPv4 is not configured neither managed.

4. Dual-stack

This can be applied to a host, router, link, network, etc. It means that both, IPv4 and IPv6 are reachable, without specifying how.

5. Native dual-stack

This can be applied to a host, router, link, network, etc. It means that both, IPv4 and IPv6 are configured/used natively (without the need of transition mechanisms).

6. IPv6-only network

IPv6-only can be used only if, a complete network, end-to-end, is actually not natively forwarding IPv4, which will mean that no-IPv4 addresses are configured, neither used for management, neither the network is providing transition/translation support, neither there is IPv4 transit/peering.
This is the end of the road of the IPv4-to-IPv6 transition, however we aren’t there yet, in general at the time of writing this document, unless we are referring to special or disconnected (from IPv4) networks.

7. IPv6-only WAN/access

IPv6-only WAN or access can be used only if the WAN or access network isn’t actually natively forwarding IPv4.

8. IPv6-only LAN

IPv6-only LAN(s) can be used only if the LAN(s), isn’t actually natively transporting IPv4.

9. IPv6-only host/router

IPv6-only host/router can be used only if the host/router, isn’t actually using/forwarding IPv4, so IPv4 is unconfigured and/or disabled in the external facing interfaces.

Internal interfaces, such as loopback, can still be using IPv4 (internally).

10. Transitional IPv6 host/router

Transitional IPv6 host/router is a dual-stack host/router with IPv6-only WAN where IPv4 service support is provided by means of transition mechanism, "as-a-service".

11. Other cases

Similar other cases or parts of the network can be considered as IPv6-only if there is no actual native forwarding of IPv4 and in that case, after "IPv6-only" some word/short text pointing to the specific case or part of the network needs to be used.

12. Security Considerations

This document does not have any specific security considerations.

13. IANA Considerations

This document does not have any IANA considerations.
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1. Introduction

There are different alternatives for numbering IPv6 point-to-point links, and from an operational perspective, they may have different advantages or disadvantages that need to be taken into consideration under the scope of each specific network architecture design.

[RFC6164] describes using /127 prefixes for inter-router point-to-point links, using two different address pools, one for numbering the point-to-point links and another one for delegating the prefixes at the end of the point-to-point link. However, this doesn’t exclude other choices.

This document describes an alternative approach, using a /64 from the customer prefix, which ensures compliance with standards, and consequently facilitates interoperability, avoids possible future issues if more addresses are needed (e.g., managed bridges) and simplifies the addressing plan.

The use of /64 also facilitates an easier way for routing the shorter aggregated prefix into the point-to-point link. Consequently, it simplifies the "view" of a more unified addressing plan, providing an easier path for following up any issue when operating IPv6 networks.

The proposed approach is suitable for those point-to-point links connecting ISP to Customers and enterprise networks, but not limited to those cases, and in fact, is being used by a relevant number of networks worldwide, in several different scenarios.

This mechanism would not work in broadcast layer two media that rely on ND (as it will try ND for all the addresses within the shorter prefix being delegated thru the point-to-point link).
2. Rational for using /64

The IPv6 Addressing Architecture ([RFC4291]) specifies that all the Interface Identifiers for all the unicast addresses (except for 000/3) are required to be 64 bits long and to be constructed in Modified EUI-64 format.

The same document also mandates the usage of the predefined subnet-router anycast address, which has cleared to zero all the bits that do not form the subnet prefix.

[RFC6164] describes possible issues when using /64 for the point-to-point link, however, it also states that they can be mitigated by other means, and indeed, considering the publication date of that document, those issues should not be any longer considered. The fact is that many operators worldwide, today use /64 without any concerns, as vendors have taken the necessary code updates.

Consequently, we shall conclude that /64 it is a valid approach to use /64 prefixes for the point-to-point links.

3. Numbering Interfaces

Often, in point-to-point links, hardware tokens are not available, or there is the need to keep certain bits (u, g) cleared, so the links can be manually numbered sequentially with most of the bits cleared to zero. This numbering makes as well easier to remember the interfaces, which typically will become numbered as 1 (with 63 leading zero bits) for the provider side and 2 (with 63 leading zero bits) for the customer side.

Using interface identifiers as 1 and 2 is not only a very simple approach, but also a very common practice. Other different choices can as well be used as required in each case.

On the other hand, using the EUI-64, makes it more difficult to remember and handle the interfaces, but provides an additional degree of protection against port (actually address) scanning as described at [RFC7707].

4. Routing Aggregation of the Point-to-Point Links

Following this approach and assuming that a shorter prefix is typically delegated to a customer, for example a /48, it is possible to simplify the routing aggregation of the point-to-point links. Towards this, the point-to-point link may be numbered using the first /64 of the /48 delegated to the customer.
Let’s see a practical example:

- A service provider uses the prefix 2001:db8::/32 and is using 2001:db8:aaaa::/48 for a given customer.

- Instead of allocating the point-to-point link from a different addressing pool, it may use 2001:db8:aaaa::/64 (which is the first /64 subnet from the 2001:db8:aaaa::/48) to number the link.

- This means that, in the case the non-EUI-64 approach is used, the point-to-point link may be numbered as 2001:db8:aaaa::1/64 for the provider side and 2001:db8:aaaa::2/64 for the customer side.

- Note that using the first /64 and interface identifiers 1 and 2 is a very common practice. However other values may be chosen according to each case specific needs.

In this way, as the same address pool is being used for both, the prefix and the point-to-point link, one of the advantages of this approach is to make very easy the recognition of the point-to-point link that belongs to a given customer prefix, or in the other way around, the recognition of the prefix that is linked by a given point-to-point link.

For example, making a trace-route to debug any issue to a given address in the provider network, will show a straight view, and it becomes unnecessary one extra step to check a database that correlate an address pool for the point-to-point links and the customer prefixes, as all they are the same.

Moreover, it is possible to use the shorter prefix as the provider side numbering for the point-to-point link and keep the /64 for the customer side. In our example, it will become:

- Point-to-point link at provider side: 2001:db8:aaaa::1/48
- Point-to-point link at customer side: 2001:db8:aaaa::2/64

This provides one additional advantage as in some platforms the configuration may be easier saving one step for the route of the delegated prefix (no need for two routes to be configured, one for the delegated prefix, one for the point-to-point link). It is possible because the longest-prefix-match rule.

The behavior of this type of configuration has been successfully deployed in different operator and enterprise networks, using commonly available implementations with different routing protocols, including RIP, BGP, IS-IS, OSPF, along static routing, and no
failures or interoperability issues have been reported.

5. DHCPv6 Considerations

As stated in [RFC3633], "the requesting router MUST NOT assign any delegated prefixes or subnets from the delegated prefix(es) to the link through which is received the DHCP message from the delegating router", however the approach described in this document is still useful in other DHCPv6 scenarios or non-DHCPv6 scenarios.

Furthermore, [RFC3633] was updated by Prefix Exclude Option for DHCPv6-based Prefix Delegation ([RFC6603]), precisely to define a new DHCPv6 option, which covers the case described by this document.

Moreover, [RFC3769] has no explicit requirement that avoids the approach described in this document.

6. Router Considerations

This approach is being used by operators in both, residential/SOHO and enterprise networks, so the routers at the customer end for those networks MUST support [RFC6603] if DHCPv6-PD is used.

In the case of Customer Edge Routers there is a specific requirement ([RFC7084]) WPD-8 (Prefix delegation Requirements), marked as SHOULD for [RFC6603]. However, in an scenario where the approach described in this document is followed, together with DHCPv6-PD, the CE Router MUST support [RFC6603].

7. Security Considerations

This document does not have any new specific security considerations.

8. IANA Considerations

This document does not have any new specific IANA considerations.
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1. Introduction

This document defines basic IPv6 transition features for a residential or small-office router, referred to as an "IPv6 Transition CE router", in order to establish an industry baseline for dual-stack and transition features to be implemented on such a router.

These routers are based on "Basic Requirements for IPv6-only Customer Edge Routers" ([RFC7084]), so the scope of this document is to
include also IPv4 support, at least in the LAN side.

This document covers the IP transition technologies required when ISPs have already and IPv4-only access network that they can't turn to dual-stack or IPv6-only, as well as the situation in a world where IPv4 addresses are no longer available, so the service providers need to provision IPv6-only WAN access, while at the same time ensuring that IPv4-only or IPv6-only devices or applications in the customer LANs can still reach IPv4-only devices or applications in Internet, which still don't have IPv6 support.

This document specifies the transition mechanisms to be supported by an IPv6 transition CE router, relevant provisioning or configuration information differences from [RFC7084]. Automatic provisioning of more complex topology than a single router with multiple LAN interfaces may be handled by means of HNCP ([RFC7788]), which is out of the scope of this document.

1.1. Requirements Language

Take careful note: Unlike other IETF documents, the key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are not used as described in RFC 2119 [RFC2119]. This document uses these keywords not strictly for the purpose of interoperability, but rather for the purpose of establishing industry-common baseline functionality. As such, the document points to several other specifications (preferable in RFC or stable form) to provide additional guidance to implementers regarding any protocol implementation required to produce a successful IPv6 Transition CE router that interoperates successfully with a particular subset of currently deploying and planned common IPv6 access networks.

2. Terminology

This document uses the same terminology as in [RFC7084], with two minor clarifications.

The term "IPv6 transition Customer Edge Router" is defined as an "IPv6 Customer Edge Router" that provides transition support to allow IPv4-IPv6 coexistence either in the WAN, the LAN or both.

The "WAN Interface" term used across this document, means that can also support link technologies based in Internet-layer (or higher-layers) "tunnels", such as tunnels IPv4-in-IPv6 or IPv6-in-IPv4.
3. Usage Scenarios

The IPv6 Transition CE router described in this document is expected to be used typically, in any of the following scenarios:

1. Residential/household users. Common usage is any kind of Internet access (web, email, streaming, online gaming, etc.).

2. Residential with Small Office/Home Office (SOHO). Same usage as for the first scenario.


4. Small and Medium Enterprise (SME). Same usage as for the first scenario.

5. Residential/household with advanced requirements. Same basic usage as for the first scenario, however there may be requirements for exporting services to the WAN (IP cameras, web, DNS, email, VPN, etc.).

6. Small and Medium Enterprise (SME) with advanced requirements. Same basic usage as for the first scenario, however there may be requirements for exporting services to the WAN (IP cameras, web, DNS, email, VPN, etc.).

The above list is not intended to be comprehensive of all the possible usage scenarios, just the main ones. In fact, combinations of the above usages are also possible, for example a residential with SOHO and advanced requirements.

The mechanisms for exporting IPv6 services are commonly "naturally" available in any IPv6 router, as when using GUA, unless they are blocked by firewall rules, which may require some manual configuration by means of a GUI and/or CLI.

However, in the case of IPv4, because the usage of private addresses and NAT, it typically requires some degree of manual configuration such as setting up a DMZ, virtual servers, or port/protocol forwarding. In general, CE routers already provide GUI and/or CLI to manually configure them, or the possibility to setup the CE in bridge mode, so another CE behind it, takes care of that. It is out of the scope of this document the definition of any requirements for that.

The main difference for an IPv6 Transition CE router to support one or several of the above indicated scenarios, is related to the packet processing capabilities, performance, even other details such as the...
number of WAN/LAN interfaces, their maximum speed, memory for keeping
tables or tracking connections, etc. So, it is out of the scope of
this document to classify them.

For example, an SME may have just 10 employees (micro-SME), which
commonly will be considered same as a SOHO, but a small SME can have
up to 50 employees, or 250 for a medium one. Depending on the IPv6
Transition CE router capabilities or even how it is being configured
(for instance, using SLAAC or DHCPv6), it may support even a higher
number of employees if the traffic in the LANs is low, or switched by
another device(s), or the WAN bandwidth requirements are low, etc.
The actual bandwidth capabilities of access with technologies such as
FTTH, cable and even 3GPP/LTE, allows the support of such usages, and
indeed, is a very common situation that access networks and the IPv6
Transition CE provided by the service provider are the same for SMEs
and residential users.

There is also no difference in terms of who actually provides the
IPv6 Transition CE router. In most of the cases is the service
provider, and in fact is responsible, typically, of provisioning/
managing at least the WAN side. However, commonly the user has
access to configure the LAN interfaces, firewall, DMZ, and many other
aspects. In fact, in many cases, the user must supply, or at least
can replace the IPv6 Transition CE router, which makes even more
relevant that all the IPv6 Transition CE routers, support the same
requirements defined in this document.

The IPv6 Transition CE router described in this document is not
intended for usage in other scenarios such as bigger Enterprises,
Data Centers, Content Providers, etc. So, even if the documented
requirements meet their needs, may have additional requirements,
which are out of the scope of this document.

4. Architecture

4.1. Current IPv4 End-User Network Architecture

An end-user network will likely support both IPv4 and IPv6. It is
not expected that an end user will change their existing network
topology with the introduction of IPv6. There are some differences
in how IPv6 works and is provisioned; these differences have
implications for the network architecture. A typical IPv4 end-user
network consists of a "plug and play" router with NAT functionality
and a single link behind it, connected to the service provider
network.

A typical IPv4 NAT deployment by default blocks all incoming
connections. Opening of ports is typically allowed using a Universal
Plug and Play Internet Gateway Device (UPnP IGD) [UPnP-IGD] or some other firewall control protocol.

Another consequence of using private address space in the end-user network is that it provides stable addressing; that is, it never changes even when you change service providers, and the addresses are always there even when the WAN interface is down or the customer edge router has not yet been provisioned.

Many existing routers support dynamic routing (which learns routes from other routers), and advanced end-users can build arbitrary, complex networks using manual configuration of address prefixes combined with a dynamic routing protocol.

4.2. IPv6 End-User Network Architecture

The end-user network architecture for IPv6 should provide equivalent or better capabilities and functionality than the current IPv4 architecture.

The end-user network is a stub network, in the sense that is not providing transit to other external networks. However HNCP ([RFC7788]) allows support for automatic provisioning of downstream routers. Figure 1 illustrates the model topology for the end-user network.
This architecture describes the:

- Basic capabilities of an IPv6 Transition CE router
- Provisioning of the WAN interface connecting to the service provider
- Provisioning of the LAN interfaces

The IPv6 Transition CE router may be manually configured in an arbitrary topology with a dynamic routing protocol or using HNCP ([RFC7788]). Automatic provisioning and configuration is described.
5. Requirements

5.1. General Requirements

The IPv6 Transition CE router must comply with the general requirements stated in [RFC7084]. Furthermore, a new general requirement is added:

G-6 The IPv6-only CE router MUST comply with [RFC7608].

5.2. LAN-Side Configuration

The IPv6 Transition CE router must comply with LAN-Side Configuration as stated in [RFC7084].

In addition, a new LAN Requirement is:

L-15 The IPv6 CE router SHOULD implement a DNS proxy as described in [RFC5625].

5.3. Transition Technologies Support

Even if the main target of this document is the support of IPv6-only WAN access, for some time, there will be a need to support IPv4-only devices and applications in the customers LANs, in one side of the picture. In the other side, some Service Providers willing to deploy IPv6, may not be able to do so in the first stage, neither as IPv6-only or dual-stack in the WAN. Consequently, transition technologies to resolve both issues should be taken in consideration.

5.3.1. IPv4 Service Continuity in Customer LANs

5.3.1.1. 464XLAT

464XLAT [RFC6877] is a technique to provide IPv4 access service to IPv6-only edge networks without encapsulation.

The IPv6 Transition CE router SHOULD support CLAT functionality. If 464XLAT is supported, it MUST be implemented according to [RFC6877]. The following CE Requirements also apply:

464XLAT requirements:

464XLAT-1: The IPv6 Transition CE router MUST perform IPv4 Network Address Translation (NAT) on IPv4 traffic translated using the CLAT, unless a dedicated /64 prefix has been
acquired using DHCPv6-PD [RFC3633].

464XLAT-2: The IPv6 Transition CE router MUST implement [RFC7050] in order to discover the PLAT-side translation IPv4 and IPv6 prefix(es)/suffix(es). In environments with PCP support, the IPv6 Transition CE SHOULD follow [RFC7225] to learn the PLAT-side translation IPv4 and IPv6 prefix(es)/suffix(es) used by an upstream PCP-controlled NAT64 device.

5.3.1.2. Dual-Stack Lite (DS-Lite)

Dual-Stack Lite [RFC6333] enables both continued support for IPv4 services and incentives for the deployment of IPv6. It also de-couples IPv6 deployment in the service provider network from the rest of the Internet, making incremental deployment easier. Dual-Stack Lite enables a broadband service provider to share IPv4 addresses among customers by combining two well-known technologies: IP in IP (IPv4-in-IPv6) and Network Address Translation (NAT). It is expected that DS-Lite traffic is forwarded over the IPv6 Transition CE router’s native IPv6 WAN interface, and not encapsulated in another tunnel.

The IPv6 Transition CE router SHOULD implement DS-Lite functionality. If DS-Lite is supported, it MUST be implemented according to [RFC6333]. This document takes no position on simultaneous operation of Dual-Stack Lite and native IPv4. The following IPv6 Transition CE router requirements also apply:

DS-Lite requirements:

DSLITE-1: The IPv6 Transition CE router MUST support configuration of DS-Lite via the DS-Lite DHCPv6 option [RFC6334]. The IPv6 Transition CE router MAY use other mechanisms to configure DS-Lite parameters. Such mechanisms are outside the scope of this document.

DSLITE-2: The IPv6 Transition CE router MUST support the DHCPv6 S46 priority option described in [RFC8026].

DSLITE-3: The IPv6 Transition CE router MUST NOT perform IPv4 Network Address Translation (NAT) on IPv4 traffic encapsulated using DS-Lite.

DSLITE-4: If the IPv6 Transition CE router is configured with an IPv4 address on its WAN interface, then the IPv6 Transition CE router SHOULD disable the DS-Lite Basic Bridging BroadBand (B4) element.
5.3.1.3. Lightweight 4over6 (lw4o6)

Lw4o6 [RFC7596] specifies an extension to DS-Lite, which moves the NAPT function from the DS-Lite tunnel concentrator to the tunnel client located in the IPv6 Transition CE router, removing the requirement for a CGN function in the tunnel concentrator and reducing the amount of centralized state.

The IPv6 Transition CE router SHOULD implement lw4o6 functionality. If DS-Lite is implemented, lw4o6 MUST be supported as well. If lw4o6 is supported, it MUST be implemented according to [RFC7596]. This document takes no position on simultaneous operation of lw4o6 and native IPv4. The following IPv6 Transition CE router Requirements also apply:

Lw4o6 requirements:

LW4O6-1: The IPv6 Transition CE router MUST support configuration of lw4o6 via the lw4o6 DHCPv6 options [RFC7598]. The IPv6 Transition CE router MAY use other mechanisms to configure lw4o6 parameters. Such mechanisms are outside the scope of this document.

LW4O6-2: The IPv6 Transition CE router MUST support the DHCPv6 S46 priority option described in [RFC8026].

LW4O6-3: The IPv6 Transition CE router MUST support the DHCPv4-over-DHCPv6 (DHCP 4o6) transport described in [RFC7341].

LW4O6-4: The IPv6 Transition CE router MAY support Dynamic Allocation of Shared IPv4 Addresses as described in [RFC7618].

5.3.1.4. MAP-E

MAP-E [RFC7597] is a mechanism for transporting IPv4 packets across an IPv6 network using IP encapsulation, including a generic mechanism for mapping between IPv6 addresses and IPv4 addresses as well as transport-layer ports.

The IPv6 Transition CE router SHOULD support MAP-E functionality. If MAP-E is supported, it MUST be implemented according to [RFC7597]. The following CE Requirements also apply:

MAP-E requirements:

MAPE-1: The IPv6 Transition CE router MUST support configuration of MAP-E via the MAP-E DHCPv6 options [RFC7598]. The IPv6
Transition CE router MAY use other mechanisms to configure MAP-E parameters. Such mechanisms are outside the scope of this document.

MAPE-2: The IPv6 Transition CE router MUST support the DHCPv6 S46 priority option described in [RFC8026].

5.3.1.5. MAP-T

MAP-T [RFC7599] is a mechanism similar to MAP-E, differing from it in that MAP-T uses IPv4-IPv6 translation, rather than encapsulation, as the form of IPv6 domain transport.

The IPv6 Transition CE router SHOULD support MAP-T functionality. If MAP-T is supported, it MUST be implemented according to [RFC7599]. The following IPv6 Transition CE Requirements also apply:

MAP-T requirements:

MAPT-1: The CE router MUST support configuration of MAP-T via the MAP-E DHCPv6 options [RFC7598]. The IPv6 Transition CE router MAY use other mechanisms to configure MAP-E parameters. Such mechanisms are outside the scope of this document.

MAPT-2: The IPv6 Transition CE router MUST support the DHCPv6 S46 priority option described in [RFC8026].

5.3.2. Support of IPv6 in IPv4-only WAN access

5.3.2.1. 6in4

6in4 [RFC4213] specifies a tunneling mechanism to allow end-users to manually configure IPv6 support via a service provider's IPv4 network infrastructure.

The IPv6 Transition CE router MAY support 6in4 functionality. 6in4 used for a manually configured tunnel requires a subset of the 6rd parameters (delegated prefix and remote IPv4 end-point). The on-wire and forwarding plane is identical for both mechanisms, however 6in4 doesn’t support mesh traffic and requires manually provisioning. Thus, if the device supports either 6rd or 6in4, it’s commonly a minor UI addition to support both. If 6in4 is supported, it MUST be implemented according to [RFC4213]. The following CE Requirements also apply:

6in4 requirements:
6IN4-1: The IPv6 Transition CE router SHOULD support 6in4 automated configuration by means of the 6rd DHCPv4 Option 212. If the IPv6 Transition CE router has obtained an IPv4 network address through some other means such as PPP, it SHOULD use the DHCPINFORM request message [RFC2131] to request the 6rd DHCPv4 Option. The IPv6 Transition CE router MAY use other mechanisms to configure 6in4 parameters. Such mechanisms are outside the scope of this document.

6IN4-2: If the IPv6 Transition CE router is capable of automated configuration of IPv4 through IPCP (i.e., over a PPP connection), it MUST support user-entered configuration of 6in4.

6IN4-3: If the IPv6 Transition CE router supports configuration mechanisms other than the 6rd DHCPv4 Option 212 (user-entered, TR-069 [TR-069], etc.), the IPv6 Transition CE router MUST support 6in4 in "hub and spoke" mode. 6in4 in "hub and spoke" requires all IPv6 traffic to go to the 6rd Border Relay, which in this case is the tunnel-end-point. In effect, this requirement removes the "direct connect to 6rd" route defined in Section 7.1.1 of [RFC5969].

6IN4-4: The IPv6 Transition CE router MUST allow 6in4 and native IPv6 WAN interfaces to be active alone as well as simultaneously in order to support coexistence of the two technologies during an incremental transition period such as a transition from 6in4 to native IPv6.

6IN4-5: Each packet sent on a 6in4 or native WAN interface MUST be directed such that its source IP address is derived from the delegated prefix associated with the particular interface from which the packet is being sent (Section 4.3 of [RFC3704]).

6IN4-6: The IPv6 Transition CE router MUST allow different as well as identical delegated prefixes to be configured via each (6in4 or native) WAN interface.

6IN4-7: In the event that forwarding rules produce a tie between 6in4 and native IPv6, by default, the IPv6 Transition CE router MUST prefer native IPv6.

5.3.2.2. 6rd

6rd [RFC5969] specifies an automatic tunneling mechanism tailored to advance deployment of IPv6 to end users via a service provider’s IPv4 network infrastructure. Key aspects include automatic IPv6 prefix
delegation to sites, stateless operation, simple provisioning, and service that is equivalent to native IPv6 at the sites that are served by the mechanism. It is expected that such traffic is forwarded over the IPv6 Transition CE router’s native IPv4 WAN interface and not encapsulated in another tunnel.

The IPv6 Transition CE router MAY support 6rd functionality. If 6rd is supported, it MUST be implemented according to [RFC5969]. The following CE Requirements also apply:

6rd requirements:

6RD-1: The IPv6 Transition CE router MUST support 6rd configuration via the 6rd DHCPv4 Option 212. If the IPv6 Transition CE router has obtained an IPv4 network address through some other means such as PPP, it SHOULD use the DHCPINFORM request message [RFC2131] to request the 6rd DHCPv4 Option. The IPv6 Transition CE router MAY use other mechanisms to configure 6rd parameters. Such mechanisms are outside the scope of this document.

6RD-2: If the IPv6 Transition CE router is capable of automated configuration of IPv4 through IPCP (i.e., over a PPP connection), it MUST support user-entered configuration of 6rd.

6RD-3: If the IPv6 Transition CE router supports configuration mechanisms other than the 6rd DHCPv4 Option 212 (user-entered, TR-069 [TR-069], etc.), the IPv6 Transition CE router MUST support 6rd in "hub and spoke" mode. 6rd in "hub and spoke" requires all IPv6 traffic to go to the 6rd Border Relay. In effect, this requirement removes the "direct connect to 6rd" route defined in Section 7.1.1 of [RFC5969].

6RD-4: The IPv6 Transition CE router MUST allow 6rd and native IPv6 WAN interfaces to be active alone as well as simultaneously in order to support coexistence of the two technologies during an incremental transition period such as a transition from 6rd to native IPv6.

6RD-5: Each packet sent on a 6rd or native WAN interface MUST be directed such that its source IP address is derived from the delegated prefix associated with the particular interface from which the packet is being sent (Section 4.3 of [RFC3704]).

6RD-6: The IPv6 Transition CE router MUST allow different as well as identical delegated prefixes to be configured via each 6rd
or native) WAN interface.

6RD-7: In the event that forwarding rules produce a tie between 6rd and native IPv6, by default, the IPv6 Transition CE router MUST prefer native IPv6.

5.4. IPv4 Multicast Support

Actual deployments support IPv4 multicast for services such as IPTV. In the transition phase it is expected that multicast services will still be provided using IPv4 to the customer LANs.

In order to support the delivery of IPv4 multicast services to IPv4 clients over an IPv6 multicast network, the IPv6 Transition CE router SHOULD support [RFC8114] and [RFC8115].

5.5. Security Considerations

The IPv6 Transition CE router must comply with the Security Considerations as stated in draft-palet-v6ops-rfc7084-bis2.
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7. ANNEX A: Code Considerations

One of the apparent main issues for vendors to include new functionalities, such as support for new transition mechanisms, is the lack of space in the flash (or equivalent) memory. However, it has been confirmed from existing open source implementations (OpenWRT/LEDE), that adding the support for the new transitions mechanisms, requires around 10-12 Kbytes (because most of the code is shared among several transition mechanisms), which typically means about 0.15% of the existing code size in popular CEs in the market.

It is also clear that the new requirements don’t have extra cost in terms of RAM memory, neither other hardware requirements such as more powerful CPUs.

The other issue seems to be the cost of developing the code for those new functionalities. However at the time of writing this document, it has been confirmed that there are several open source versions of the required code for supporting the new transition mechanisms, so the development cost is negligent, and only integration and testing cost may become a minor issue.
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IPv6 prefixes are typically delegated to requesting routers which assign them to their downstream-attached links and networks. The requesting node can provision the prefix according to whether it acts as a router on behalf of any downstream networks and/or as a host on behalf of its local applications. In the latter case, the requesting node can use portions of the delegated prefix for its own multi-addressing purposes. This document therefore considers prefix delegation considerations for both the classic routing and various multi-addressing use cases.
1. Introduction

IPv6 Prefix Delegation (PD) entails 1) the communication of a prefix from a server to a requesting router, 2) a representation of the prefix in the network’s Routing Information Base (RIB) and the first-hop router’s forwarding information base (FIB), and 3) a control messaging service to maintain prefix lifetimes. Following delegation, the prefix is available for the requesting router’s exclusive use and is not shared with any other nodes. This document considers multi-addressing considerations for requesting nodes that acts as a router on behalf of any downstream networks and/or as a host on behalf of its local applications.

For nodes that connect downstream-attached networks (e.g., a cellphone that connects a "tethered" Internet of Things (IoT), a laptop computer with a complex internal network of virtual machines, etc.), the classic routing model applies as shown in Figure 1:
In the classic routing model, requesting router ‘R’ has one or more upstream interfaces and connects zero or more internal and/or external downstream networks. When ‘R’ requests a prefix delegation, the following sequence of events transpires:

- Server ‘S’ located in network ‘N’ delegates prefix ‘P’ via first-hop router ‘F’ to requesting router ‘R’.

Figure 1: Classic Routing Model

In the classic routing model, requesting router ‘R’ has one or more upstream interfaces and connects zero or more internal and/or external downstream networks. When ‘R’ requests a prefix delegation, the following sequence of events transpires:

- Server ‘S’ located in network ‘N’ delegates prefix ‘P’ via first-hop router ‘F’ to requesting router ‘R’.
o 'P' is injected into the RIB for 'N', and 'F' configures a FIB entry with 'R' as the next hop.

o 'R' receives 'P' and assigns zero or more addresses 'A(*)' taken from 'P' to its downstream interfaces.

o 'R' advertises zero or more sub-prefixes taken from 'P' in RA messages to hosts 'H(i)' on downstream networks.

o 'R' delegates zero or more sub-prefixes taken from 'P' to requesting routers in downstream networks.

o 'R' acts as a router for hosts 'H(i)' on downstream networks and as a host on behalf of its local applications.

This document also considers the case when 'R' uses portions of 'P' for its own internal multi-addressing purposes. [RFC7934] provides Best Current Practice (BCP) motivations for the benefits of multi-addressing, while an operational means for providing nodes with multiple addresses is given in [RFC8273]. The following multi-addressing alternatives for delegated prefixes compliment this framework while providing greater efficiency since no duplicate address queries over the upstream link are needed (see:Section 3).

In a first alternative, when requesting node 'R' receives prefix 'P', it can assign addresses taken from 'P' to downstream virtual interfaces (e.g., a loopback) as shown in Figure 2:

```
x
<table>
<thead>
<tr>
<th>upstream link</th>
</tr>
</thead>
<tbody>
<tr>
<td>upstream Interface</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>requesting node 'R'</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>A1</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>virtual interfaces</td>
</tr>
</tbody>
</table>
```

Figure 2: Address Assignment to Downstream Virtual Interfaces
In a second alternative, 'R' could assign IPv6 addresses taken from 'P' to the upstream interface over which the prefix was received as shown in Figure 3:

```
x
upstream link
+---------------------+
| upstream Interface  |
| A1 | A2 | A3 | ... | An |
| requesting node 'R' |
+---------------------+
```

Figure 3: Upstream Interface Address Assignment

In a third alternative, 'R' could assign IPv6 addresses taken from 'P' to its local applications which appear as "pseudo" virtual interfaces as shown in Figure 4:

```
x
upstream link
+---------------------+
| upstream Interface  |
+---------------------+
| Applications        |
| A1 | A2 | A3 | ... | An |
| requesting node 'R' |
+---------------------+
```

Figure 4: Application Addressing Model

With these IPv6 PD-based multi-addressing considerations, the node can configure an unlimited supply of addresses to make them available for local applications without requiring coordination with other nodes on upstream interfaces. The following sections present considerations for nodes that employ IPv6 PD mechanisms.
2. Terminology

The terminology of the normative references apply, and the terms "node", "host" and "router" are the same as defined in [RFC8200].

The following terms are defined for the purposes of this document:

shared prefix
an IPv6 prefix that may be advertised to more than one node on the link, e.g., in a Router Advertisement (RA) message Prefix Information Option (PIO) [RFC4861]. The router that advertises the prefix must consider the prefix as on-link so that the IPv6 Neighbor Discovery (ND) address resolution function will identify the correct neighbor for each packet.

individual prefix
an IPv6 prefix that is advertised to exactly one node on the link, where the node may be unaware that the prefix is individual and may not participate in prefix maintenance procedures. The router that advertises the prefix can consider the prefix as on-link or not on-link. In the former case, the router performs address resolution and only forwards those packets that match one of the node’s configured addresses so that the node will not receive unwanted packets. In the latter case, the router can simply forward all packets matching the prefix to the node which must then drop any packets that do not match one of its configured addresses. An example individual prefix service is documented in [RFC8273].

delegated prefix
an IPv6 prefix that is explicitly conveyed to a node for its own exclusive use, where the node is an active participant in prefix delegation and maintenance procedures. The first-hop router simply forwards all packets matching the prefix to the requesting node. The requesting node associates the prefix with downstream and/or internal virtual interfaces (i.e., and not the upstream interface).

3. Multi-Addressing Considerations

IPv6 allows nodes to assign multiple addresses to a single interface. [RFC7934] discusses options for multi-addressing as well as use cases where multi-addressing may be desirable. Address configuration options for multi-addressing include Stateless Address AutoConfiguration (SLAAC) [RFC4862], Dynamic Host Configuration Protocol for IPv6 (DHCPv6) address configuration [RFC3315], manual configuration, etc.
Nodes configure addresses from a shared or individual prefix and assign them to the upstream interface over which the prefix was received. When the node assigns the addresses, it is required to use Multicast Listener Discovery (MLD) [RFC3810] to join the appropriate solicited-node multicast group(s) and to use the Duplicate Address Detection (DAD) algorithm [RFC4862] to ensure that no other node configures a duplicate address.

In contrast, a node that configures addresses from a delegated prefix can assign them without invoking MLD/DAD on an upstream interface, since the prefix has been delegated to the node for its own exclusive use and is not shared with any other nodes.

4. Multi-Addressing Alternatives for Delegated Prefixes

When a node receives a delegated prefix, it has many alternatives for provisioning the prefix to its local interfaces and/or downstream networks. [RFC7278] discusses alternatives for provisioning a prefix obtained by a User Equipment (UE) device under the 3rd Generation Partnership Program (3GPP) service model. This document considers the more general case when the node receives a delegated prefix explicitly provided for its own exclusive use.

When the node receives the prefix, it can distribute the prefix to internal (virtual) or external (physical) downstream networks and configure zero or more addresses for itself on downstream interfaces. The node then acts as a router on behalf of its downstream networks.

The node could instead (or in addition) use portions of the delegated prefix for its own multi-addressing purposes. In a first alternative, the node can assign as many addresses as it wants from the prefix to downstream virtual interfaces.

In a second alternative, the node can assign as many addresses as it wants from the prefix to the upstream interface over which the prefix was received.

In a third alternative, the node can assign addresses taken from the delegated prefix to its local applications. The applications themselves then serve as virtual interfaces, i.e., instead of using a traditional virtual interface such as a loopback. (Note that, in the future, the practice of assigning unique non-link-local IPv6 addresses to applications could obviate the need for transport protocol port numbers.)

In these multi-addressing cases, the node assigns the prefix itself to a virtual interface so that unused portions of the prefix are correctly identified as unreachable. The node then acts as a host on
behalf of its local applications even though neighbors on the upstream link consider it as a router.

5. Address Autoconfiguration Considerations

Nodes autoconfigure addresses according to Section 6 of IPv6 Node Requirements [I-D.ietf-6man-rfc6434-bis].

Nodes configure at least one non-link-local address, i.e., for network management and error reporting purposes.

Nodes recognize the Subnet Router Anycast address [RFC4291] for each delegated prefix. Therefore, the node’s use of the Subnet Router Anycast address must be indistinguishable from the behavior of an ordinary router when viewed from the outside world.

6. MLD/DAD Implications

When a node configures addresses for itself from a shared or individual prefix, it performs MLD/DAD by sending multicast messages over the upstream interface to test whether there is another node on the link that configures a duplicate address. When there are many such addresses and/or many such nodes, this could result in substantial multicast traffic that affects all nodes on the link.

When a node configures addresses for itself from a delegated prefix, it can configure as many addresses as it wants but need not perform MLD/DAD for any of the addresses over the upstream interface. This means that the node can configure arbitrarily many addresses without causing any multicast messaging over the upstream interface that could disturb other nodes.

7. Dynamic Routing Protocol Implications

Nodes that receive delegated prefixes can be configured to either participate or not participate in a dynamic routing protocol over the upstream interface. When there are many nodes on the upstream link, dynamic routing protocol participation might be impractical due to scaling limitations, and may also be exacerbated by factors such as node mobility.

Unless it participates in a dynamic routing protocol, the node initially has only a default route pointing to a neighbor via an upstream interface. This means that packets sent by the node over an upstream interface will initially go through a default router even if there is a better first-hop node on the link.
8. IPv6 Neighbor Discovery Implications

When a node receives a shared or individual prefix with "L=1" and has a packet to send to an IPv6 destination within the prefix, it is required to use the IPv6 ND address resolution function over the upstream interface to resolve the link-layer address of a neighbor that configures the address. When a node receives a shared or individual prefix with "L=0" and has a packet to send to an IPv6 destination within the prefix, if the address is not one of the node's own addresses it sends the packet to a default router since "L=0" makes no statement about on-link or off-link properties of the prefix [RFC4861].

When a node receives a delegated prefix, it acts as a simple host to send Router Solicitation (RS) messages over the upstream interface (i.e., the same as described in Section 4.2 of [RFC7084]) but also sets the "Router" flag to TRUE in its Neighbor Advertisement messages. The node considers the upstream interface as a non-advertising interface [RFC4861], i.e., it does not send RA messages over the upstream interface. The node further does not perform the IPv6 ND address resolution function over the upstream interface, since the delegated prefix is by definition not to be associated with the interface.

In all cases, the current first-hop router may send a Redirect message that updates the node's neighbor cache so that future packets can use a better first-hop node on the link. The Redirect can apply either to a singleton destination address, or to an entire destination prefix as described in [I-D.templin-6man-rio-redirect].

9. ICMPv6 Implications

The Internet Control Message Protocol for IPv6 (ICMPv6) includes a set of control message types [RFC4443] including Destination Unreachable (DU).

According to [RFC4443], routers should return DU messages (subject to rate limiting) with code 0 ("No route to destination") when a packet arrives for which there is no matching entry in the routing table, and with code 3 ("Address unreachable") when the IPv6 destination address cannot be resolved.

According to [RFC4443], hosts should return DU messages (subject to rate limiting) with code 3 to internal applications when the IPv6 destination address cannot be resolved, and with code 4 ("Port unreachable") if the IPv6 destination address is one of its own addresses but the transport protocol has no listener.
Nodes that obtain and manage delegated prefixes per this document observe the same procedures as described for both routers and hosts above.

10. Prefix Delegation Services

Selection of prefix delegation services must be considered according to specific use cases. An example service is that offered by DHCPv6 [RFC3633]. An alternative service based on IPv6 ND messaging has also been proposed [I-D.pioxfolks-6man-pio-exclusive-bit].

Other, non-router, mechanisms may exist, such as proprietary IPAMs, [I-D.ietf-anima-prefix-management] and [I-D.sun-casm-address-pool-management-yang].

11. IANA Considerations

This document introduces no IANA considerations.

12. Security Considerations

Security considerations for IPv6 Neighbor Discovery [RFC4861] and any applicable PD mechanisms apply to this document. Nodes that receive delegated prefixes need not perform MLD/DAD procedures on their upstream interfaces, meaning that they can avoid introducing multicast messaging congestion on the upstream link. Also, routers that delegate prefixes keep only a single neighbor cache entry for each prefix delegation recipient, meaning that the router’s neighbor cache cannot be subject to resource exhaustion attacks.

For shared and individual prefixes, if the router that advertises the prefix considers the prefix as on-link the IPv6 ND address resolution function will prevent unwanted IPv6 packets from reaching the node. For delegated prefixes and individual prefixes that are not considered on-link, the router delivers all packets that match the prefix to the unicast link-layer address of the node (i.e., as determined by resolution of the node’s link-local address) even if they do not match one of the node’s configured addresses. In that case, the node may receive unwanted IPv6 packets via an upstream interface that do not match either a configured IPv6 address or a transport listener. The node then drops the packets and observes the "Destination Unreachable - Address/Port unreachable" procedures discussed in Section 9.

The node may also receive IPv6 packets via an upstream interface that do not match any of the node’s delegated prefixes. In that case, the node drops the packets and observes the "Destination Unreachable - No route to destination" procedures discussed in Section 9. Dropping
the packets is necessary to avoid a reflection attack that would cause the node to forward packets received from an upstream interface via the same or a different upstream interface.

In all cases, the node must decide whether or not to send DUs according to the specific operational scenario. In trusted networks, the node should send DU messages to provide useful information to potential correspondents. In untrusted networks, the node can refrain from sending DU messages to avoid providing sensitive information to potential attackers.
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Changes from -20 to -21:

- Re-worked classic routing model section
- Included multi-addressing case where addresses may be assigned to applications
- Removed strong/weak end system discussions

Changes from -19 to -20:

- Figure 1 updates to show Server as being somewhere in the network
- Introductory material to show relation to other RFCs on multi-addressing
Changes from -18 to -19:
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  with supporting infrastructure in the operator’s network
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  operator’s network
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