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Knowledge-Defined	Networking	
•  A	Knowledge	plane,	on	top	of	control	

and	management	planes,	should	allow	
for:	
–  automation	&	optimization	
–  prediction	

•  Machine	Learning	can	take	advantage	
of:	
–  The	full	view	provided	by	the	

Network	Analytics	platform	
–  The	full	control	provided	by	the	

(logically)	centralized	management	
and	control	planes	

•  Which	Machine	Learning	technique?	
•  How	we	apply	it?	

A.	Mestres,	A.	Rodriguez-Natal,	J.	Carner,	P.	Barlet-Ros,	E.	Alarcón,	M.	Solé,	V.	Muntés,	D.	Meyer,	S.	Barkai,	M.	J.	Hibbett,	G.	Estrada,	K.	Maruf,	F.	
Coras,	V.	Ermagan,	H.	Latapie,	C.	Cassar,	J.	Evans,	F.	Maino,	J.	Walrand,	and	A.	Cabellos,		
“Knowledge-Defined	Networking,”	SIGCOMM	Comput.	Commun.	2017	
https://arxiv.org/abs/1606.06222	
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Fig. 1. The Knowledge plane

shows an overview of the KDN architecture and its functional
planes.

The Data Plane is responsible for storing, forwarding and
processing data packets. In SDN networks, data plane devices
are typically white-boxes composed of line-rate programmable
forwarding hardware. They operate unaware of the rest of
the network and rely on the other planes to populate their
forwarding tables and update their configuration.

The Control Plane exchanges operational state in order
to update the data plane matching and processing rules. On
an SDN network, this role is assigned to the –logically
centralized– SDN controller that programs SDN data-plane
forwarding elements via a southbound interface, typically
using an imperative language. While the data-plane operates
at packet time-scales, the control-plane is slower and typically
operates at flow time-scales.

The Management Plane ensures the correct operation and
performance of the network in the long term. It defines the
network topology and handles the provision and configuration
of network devices. In SDN networks this is usually handled
also by the SDN controller. The management plane is also
responsible of monitoring the network to provide critical
network analytics. For this it collects telemetry information
from the data plane while keeping an historical record of
network state and events. The management plane is orthogonal
to the control and data planes and typically operates at a slower
time-scale.

The Knowledge Plane, as originally defined by Clark, is
redefined in this paper under the terms of SDN. In that
sense, we adapt Clarks definition of the KP: the heart of the

knowledge plane is its ability to integrate behavioral models

and reasoning processes into an SDN network. The KP takes
advantage of the Control and Management planes to obtain
a full view and control over the network. It is responsible
of learning the behavior of the network and, in some cases,
automatically operate the network accordingly. Fundamentally,
the KP processes the network analytics collected by the man-
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Fig. 2. KDN operational loop

agement plane, transforms them into knowledge via machine
learning, and uses that knowledge to take decisions (either
automatically or through human intervention). Parsing the
information and learning from it is typically a slow process,
however using such knowledge automatically can be done at
a time-scales close to the control and management planes.

III. KNOWLEDGE-DEFINED NETWORKING

The Knowledge-Defined Networking architecture operates
by means of a loop -in a similar way to control systems– to
provide automation, recommendation, optimization, validation
and estimation. Fig. 2 shows the main steps of such loop, in
what follows we describe them in detail.

a) Forwarding Elements ! Analytics Platform: The Ana-
lytics Platform aims to gather as much information as possible
to offer a complete view of the network. To that end, it
monitors in real time the Data Plane elements while they for-
ward packets in order to access fine-grain traffic information.
Besides, it queries the state at the SDN controller to obtain
control and management state. The analytics platform relies
on protocols such NETCONF2 (to obtain the configuration
and operational data from network devices) and NetFlow3 (to
extract traffic information and samples). The most relevant data
collected by the Analytics Platform is summarized below.
• Packet-level data and flow-level data: this includes DPI

information, flow granularity data and relevant traffic
features.

• Network state: This includes the logical and physical
configuration of the network as well as the network
topology.

• Service-level telemetry: In some scenarios the analytics
platform will also monitor and store service-level infor-
mation (e.g, load of the services, QoE, etc), this is rele-
vant to learn the service-related behavior and its relation
with network performance, load and configuration.

2RFC 6241
3RFC 3954
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Deep	Reinforcement	Learning	

Reward	

State	

Action:	
Left?	Right?	
Straight?	

Mnih,	Volodymyr,	et	al.	"Human-level	control	through	deep	reinforcement	learning."	Nature	
518.7540	(2015):	529-533.	 3	



Deep	Reinforcement	Learning	
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DRL:	Internal	Architecture	
•  DRL	=	Reinforcement	Leraning	+	

Deep	Learning	
•  Novel	Actor/Critic	Architecture	
•  The	Actor	acts	upon	the	system	
•  The	Critic	receives	the	reward	

function	and	modifies	the	
weights	of	the	Actor’s	Neural	
Network.	

•  Exploration	vs.	Exploitation	
•  Exploration:	Training	on	the	

system	
•  Exploitation:	Optimization	of	the	

system	
	

Mnih,	Volodymyr,	et	al.	"Human-level	control	through	deep	
reinforcement	learning."	Nature	518.7540	(2015):	529-533.	
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DRL	for	SDN	Routing	
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DRL	for	SDN	Routing	
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This	is	the	Network	Policy	
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Methodology	
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B. Quoitin et al., “IGen: Generation of router-level Internet 
topologies through network design heuristics,” in ITC, 2009.
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Results:	Learning	Rate	

G.	Stampa,	M.	Arias,	D.	Sanchez-Charles,	V.	Muntes-Mulero,	and	A.	Cabellos,		
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Results:	Performance	
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DRL:	Operatinal	Advantages	
•  Fully	Autonomous	
–  Does	not	require	prior	knowledge	of	the	network	
– Works	online	and	in	real-time	
–  Learns	and	optimizes	autonomously	

•  Advantages	over	traditional	optimization	algorithms	
–  DRL	provides	constant	time	optimization	vs.	the	lengthy	
search	process	of	traditional	algorithms	

– Model-free:	Learns	from	the	environment	dynamics,	no	
need	for	simulation	or	analytical	model.	

–  Black-box	optimization:	With	DRL	agents,	different	reward	
functions	can	target	different	policies,	without	the	need	of	
designing	a	new	algorithm.	Traditional	algorithms	are	
taylored	to	the	performance	policy.	
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Challenges	of	DRL:	Training	

DRL Agent
 DRL Agent
 DRL Agent


Simulator	 Expert	

Real	Infrastructure	 Simulator	 Expert	(Human	or	Algorithm)	

May	break	your	network	
During	the	exploration	phase!	
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Lack	of	Explainability	

•  Deep	Neural	Networks	are	inherently	black	
boxes.	We	don´t	know:	
– When	will	it	work,	when	will	it	fail	
– Why	does	it	work,	why	it	doesn´t	

•  No	guarantees,	no	troubleshooting	
•  Solution:	Explainable	Artificial	Intelligence	
– Aims	to	develop	techniques	to	develop	
explainable	neural	networks	

13	

Samek,	Wojciech,	Thomas	Wiegand,	and	Klaus-Robert	Müller.	"Explainable	Artificial	
Intelligence:	Understanding,	Visualizing	and	Interpreting	Deep	Learning	Models."	arXiv	
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Reward	function	=	Network	Management	Policy	

•  The	reward	function	effectively	represents,	in	
a	mathematical	language,	the	network	
management	policy	

•  Open	questions	
– Can	we	actually	represent	any	network	policy?	

•  Are	there	fundamental	limitations?	

– How	can	we	compile	existing	network	policy	
languages	to	the	mathematical	language?	
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Summary	&	Conclusions	

•  Deep	Reinforcement	Learning	represents	the	full	
realization	of	an	autonomous	intelligent	network	

•  Many	advantages	
–  Real-time	operation	(constant-time	optimization)	
–  Plug	&	Play	(black-box	operation)	
– No	configuration,	just	pick	the	reward	function	

•  Challenges	
–  Training:	Online,	offline	or	via	an	expert	
– No	guarantees:	Towards	explainability	
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Datasets,	Code	and	Papers	

•  Knowledge-Defined	Networking	
https://github.com/knowledgedefinednetworking	
•  DRL	for	SDN	Routing	(code	and	data-sets)	
https://github.com/knowledgedefinednetworking/
a-deep-rl-approach-for-sdn-routing-optimization	
•  Work-in-Progress	Paper	
https://arxiv.org/pdf/1709.07080.pdf	
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