ALTO WG K. Gao

I nternet-Draft Tsi nghua University
I ntended status: Standards Track X. Wang
Expi res: Septenber 3, 2018 Tongji University
Q Xiang

Tongj i/ Yale University

C @

Tongji University

Y. Yang

Yal e University

G Chen

Huawei

March 2, 2018

Conpressing ALTO Path Vectors
draft-gao-alto-routing-state-abstraction-08.1txt

Abst ract

The path vector extension [I-D.ietf-alto-path-vector] has extended
the base ALTO protocol [RFC7285] with the ability to represent a nore
detail ed view of the network which contains not only end-to-end costs
but also information about shared bottl enecks.

However, the view conmputed by straw man al gorithms can contain
redundant information and result in unnecessary comunication
overhead. The situation gets even worse when certain ALTO extensions
are enabl ed, for exanple, the increnental update extension
[I-D.ietf-alto-incr-update-sse] which continuously pushes data
changes to ALTO clients. Redundant information can trigger
unnecessary updat es.

In this docunment, several algorithns are described which can
ef fectively reduce the redundancy in the network view while stil
providing the same information as in the original path vectors.
Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Menp

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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1. Introduction

The path vector extension [I-D.ietf-alto-path-vector] has extended
the base ALTO protocol [RFC7285] with the ability to present nore
conmpl ex network views than the sinple abstraction used by Cost Map or
Endpoi nt Cost Service. ALTO clients can query nore sophisticated

i nfformati on such as shared bottl enecks, and schedule their flows
properly to avoid congestion and to better utilize network resources.

Meanwhi | e, the extension itself does not specify how an ALTO server
shoul d respond to a path-vector query. A straw nan approach, as in
the context of Software Defined Networking (SDN) where network

provi ders have a gl obal view, can conpute the path vectors by
retrieving the paths for all requested flows and returning the links
on those paths as abstract network el enments. However, this approach
has several drawbacks

0 The resultant network view nay lead to privacy |eaks. Since the
paths constitute a sub-graph of the gl obal network topol ogy, they
may contain sensitive information without further processing.

0 The resultant network view may contain redundant information. The
path vector information is primarily used to avoid network
bottl enecks. Thus, if a link cannot becone the bottl eneck, as
denonstrated in Section 4, it is considered as redundant.
Redundant 1inks not only increase the conmunication overhead of
the path vector extension, but also trigger fal se-positive data
change events when the increnmental update extension
[I-D.ietf-alto-incr-update-sse] is activated.

To overcone these limtations, this document describes equival ent
transformati on algorithnms that identify redundant abstract network
el ements and reduce them as nmuch as possible. The al gorithmcan be
integrated with any inplenentation of the path vector extension as a
post - processing step. As the nane suggests, this algorithmconducts
equi val ent transformations on the original path vectors, renobves
redundant infornmati on and obtains a nore conpact view

This docunment is a supplement to the path vector extension and can be
optionally turned on and off w thout affecting the correctness of
responses. A crucial part of the equivalent transformation algorithm
is howto find redundant abstract network el enments. By tuning the
redundancy check algorithm one can nake different trade-off
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deci si ons between efficiency and privacy. A reference inplenmentation
of redundancy check algorithmis also described in this docunent.

This docunent is organized as follows. Section 4 gives a concrete
exanpl e to denonstrate the inportance of conpressing path vectors.
The conpression algorithms are specified in Section 5 and Section 6
di scusses how one can use these algorithnms on existing path vector
responses. Finally, Section 7 and Section 8 discuss security and

I ANA consi derati ons.

2. Changes Since Version -03, -04, -05, -06 and -07

In early versions of this draft, a lot of contents are shared with
the path vector draft. Fromversion -04, the authors have adjusted
the structure and target this docunent as a supplenent of the path
vector extension with

o practical conpression algorithms which can effectively reduce the
| eaked information and the conmmuni cati on overhead; and

0 detailed instructions on how an original path vector response can
be processed by these al gorithns.

The -06 version fixed some minor issues in -04 and -05. The -07
version has focused on inproving the clarity of the algorithns with
nmore exanples. The -08 version has inproved the overall quality of
the draft, especially the clarity of the algorithnms using sinpler
synbol s.

3. Term nol ogy
Thi s docunment uses the same terns as in [|I-D.ietf-alto-path-vector].
4. Conpressing Path Vectors

We use the exanple shown in Figure 1 to denonstrate the inportance of
conpressing path vectors. The network has 6 switches (swl to swe)
form ng a dunmbbel | topol ogy where sw tches swl/sw3 provi de access on
the left hand side, s2/s4 provide access on the right hand side, and
sws/ sw6 formthe backbone. End hosts ehl to eh4 are connected to
access switches swl to sw4 respectively. Assune that the bandw dth
of each link is 100 Mips, and that the network is abstracted with 4
Pl Ds each representing a host at one access sw tch
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PIDL +----- + +----- + PID2
ehl | | 1 | __eh2
| swl | \ R + R + / | sw2 |
AN | | AR

\ | swo +--------- + swe
PID3 +----- + | | | [\ oo + Pl D4
eh3__| | 1 4= + R +\ | __eh4
| sw3 | | sw4 |
+em e + +em e +

oo I +

| Link | Description |

Fom e e e - - e e e o +
i nk1 swl <==> swb
l'ink2 SW2 <==> swb

I I I
I I I
| 1ink3 | sw3 <==> sws |
| i | swd <==> sw6 |
| | sws <==> sw6 |

Tabl e 1: Description of the Links

Three cases are identified when path vectors can be further
conmpressed and an exanple is provided for each case.

4.1. Equival ent Aggregation

Consi der an application which schedules the traffic consisting of two
flows, ehl -> eh2 and eh3 -> eh4. The application can query the path
vectors and a straw man inplenentation will return all 5 links
(abstract network el ements) as shown in Figure 2.

pat h vectors
ehl: [ eh2: [ane:l1, ane:l5, ane:l2]]
eh3: [ eh4: [ane:13, ane:l5, ane:l4]]

abstract network el ement property map:

ane: 11 : 100 Mops
ane: 12 : 100 Mops
ane: 13 : 100 Mops
ane: 14 : 100 Mops
ane: 15 : 100 Mops

Figure 2: Path Vectors Returned by a Straw Man | npl enentation
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The resultant path vectors represent the following |linear constraints
on the available bandwidth for the two fl ows:

bw( ehl- >eh2) <= 100 Mops (ane: | 1)
bw( ehl->eh2) <= 100 Mops (ane: | 2)
bw( eh3->eh4) <= 100 Mops (ane: | 3)
bw( eh3->eh4) <= 100 Mops (ane: | 4)
bw( ehl->eh2) + bw(eh3->eh4) <= 100 Moips (ane:|5)

Figure 3: Linear Constraints Represented by the Path Vectors

It can be seen that the constraints of ane:l1 and ane:l2 are exactly
the same, and so are those of ane:13 and ane:14. Intuitively, we can
replace ane:l11 and ane:12 with a new abstract network el ement ane:1
and simlarly replace ane:13 and ane:14 with ane:2. The new path
vectors are shown in Figure 4.

pat h vectors
ehl: [ eh2: [ane:1, ane:l5]]
eh3: [ eh4: [ane: 2, ane:l5]]

abstract network el enent property nap:
ane:1 : 100 Mops
ane:2 : 100 Mops
ane: 15 : 100 Mops

Figure 4: Path Vectors after Merging ane:l1l/ane:12 and ane:|3/ane:l 4
4.2. Redundant Network El enents

Consi der the sane case as in Section 4.1. Taking a deeper |ook at
Figure 3, one can conclude that constraints of ane:1 (ane:l1/ane:|2)
and ane: 2 (ane:l3/ane:14) can be inplicitly derived fromthat of
ane: | 5. Thus, these constraints are considered _redundant_ and the
path vectors in Figure 4 can be further reduced. W replace ane:l5
with a new ane:3 and the new path vectors are shown in Figure 5.

pat h vectors
ehl: [ eh2: [ane:3]]
eh3: [ eh4: [ane: 3]]

abstract network el ement property nap:
ane:3 : 100 Mops

Figure 5: Path Vectors after Renoving Redundant El enents

It is clear that the new path vectors (Figure 5) are nmuch nore
conpact than the original path vectors (Figure 2) but they contain
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just as much information. Meanwhile, the application can hardly
i nfer anything about the original topology with the conpact path
vect ors.

4. 3. Equival ent Deconposition

However, it is not always possible to directly renove all redundant
network el ements. For exanple, consider the case when both bandwi dth
and routingcost are requested, and the values are as shown in

Figure 6. Note that we have changed the bandwi dth for ane:15 for
denonstrati on purpose.

pat h vectors
ehl: [ eh2: [ane:l1, ane:I5, ane:l2]]
eh3: [ eh4: [ane:|3, ane:I5, ane:l4]]

abstract network el enent property nap:

ane:11 : 100 Mops, 1
ane:12 : 100 Mops, 2
ane: 13 : 100 Mops, 1
ane: 14 : 100 Mops, 1
ane: |5 : 200 Mops, 1

Figure 6: Path Vectors Returned by a Straw Man | npl enentati on

bw( ehl- >eh2) <= 100 Mops (ane: | 1)
bw( ehl->eh2) <= 100 Mops (ane: | 2)
bw( eh3->eh4) <= 100 Mops (ane: | 3)
bw( eh3->eh4) <= 100 Mops (ane: | 4)
bw( ehl->eh2) + bw eh3->eh4) <= 200 Mops (ane:|5)

Figure 7: Bandwi dth Constraints in the Oiginal Path Vectors

4
3

rc(ehl->eh2)
rc(eh3->eh4)

rc(ane:l1) + rc(ane:l12) + rc(ane:l5)
rc(ane:13) + rc(ane:l4) + rc(ane:l5)

Fi gure 8: Routingcost Information in the Oiginal Path Vectors

Figure 7 and Figure 8 denponstrate the bandw dt h and routi ngcost

i nformati on one can obtain fromthe original path vector. Again,
ane: |l 1/ane: 12 and ane: | 3/ane: 14 can still be aggregated in a simlar
way as in Figure 4 by setting the routingcost of ane:1 and ane:2 to 3
and 2 respectively. However, we cannot renove the redundant network
el emrent (ane:15 in this case) directly because the resultant path
vectors (Figure 9) would not provide the same routingcost information
as in the original path vector.
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pat h vectors
ehl: [ eh2: [ane:1]]
eh3: [ eh4: [ane:2]]

abstract network el enent property nap:
ane:1 : 100 Mops, 3
ane:2 : 100 Mops, 2

Figure 9: Path Vectors after Renoving Redundant Network El enment

A further observation is that since the bandw dth constraint of
ane: |5 is redundant, it can be equally represented as two abstract
network el enents ane:ab5 and ane: b5, as shown in Figure 10.

pat h vectors
ehl: [ eh2: [ane: 1, ane:a5]]
eh3: [ eh4: [ane: 2, ane:b5]]

abstract network el ement property nap:
ane:1 : 100 Mops,
ane:2 : 100 Mops,
ane: a5 : 200 Mops,
ane: b5 : 200 Mops,

PEFEPDNW

Figure 10: Path Vectors after Deconposing ane:l5

Si nce ane: 1/ ane: a5 and ane: 2/ ane: b5 can be aggregated as ane: 3 and
ane: 4 respectively, the final path vectors only contain two network
el ements, as shown in Figure 11

pat h vectors
ehl: [ eh2: [ane:1]]
eh3: [ eh4: [ane:2]]
abstract network el enent property nap:
ane:1 : 100 Mops, 4
ane:2 : 100 Mops, 3
Figure 11: Path Vectors after Merging ane: 1/ ane: a5 and ane: 2/ ane: b5

One can verify that this path vector response has just the sane
information as in Figure 6 but contains nuch | ess contents.

5. Conpression Al gorithns
To provide a guideline on how path vectors M GHT be conpressed, this

section describes the details of the algorithms for the three
af orenent i oned cases:
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1. Equival ent aggregation (EQU V_AGER), which conmpresses the
original path vectors by aggregating the network elements with
the sane set of pairs as shown in Section 4.1

2. ldentification of redundant constraints (IS _REDUNDANT), which
conmpresses the original path vectors by renoving the network
el ements that provide only redundant information as shown in
Section 4. 2;

3. Equival ent deconposition (EQU V_DECOW), which conpresses the
original path vectors by deconposi ng redundant network el enents
to obtain the sane end-to-end routing nmetrics as shown in
Section 4. 3.

5.1. Equival ent Aggregation

5.1.1. Paraneters and Variabl es
The equival ent aggregation algorithmtakes 3 paraneters: the set of
network elements "V', the set of relevant host pairs "P" and the set

of metrics "M.

Set of network elenments Vi The set of network el ements consists of
all the network elenents that exists in the original path vectors.

The "i"-th network elenent in "V' is denoted as "v_i".

Set of relevant host pairs P. The "i"-th element in "P" is denoted
as "p_i". It represents the set of (src, dst) pairs whose paths
traverse "v_i" in the original path vectors.

Set of netrics M The "i-th" elenent in "M is denoted as "mi". It
represents the set of metrics associated with network el enent
n V_i n .

The out put of the equival ent aggregation algorithmis a new set of
network elenments "V ", a new set of relevant host pairs "P" and a
new set of nmetrics "M", i.e., "V, P, M = EQUV_AGER(V, P, M".

5.1.2. Al gorithm Description
1. Set "Vv", "PP", "M" to enpty sets. Set "k" to 0. Go to step 2

2. If "V' is enpty, go to step 6. O herwise, go to step 3.

3. Select an arbitrary elenent "v_i" from"V', renove from"V

and go to step 4.

Vi
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4. For any element "v_j" in "V', if "p_i = p_j", renove "v_j" from
"V' and update "mi" with "mj", i.e., "mi = UPDATE(mi, mj)"
(which will be explained later). Go to step 5.

5. Increnent "k" by 1, let "v' k =v_i", "p_k =p_i" and "m _k =
mi". Go to step 2.

6. Return "V", "P", and "M"

The process of update "mi" with "mj" depends on the netric types.
For exanple, for routingcost and hopcount, the update is nunerical
addition, while for bandwi dth, the update is cal culating the m ni mum
The UPDATE function for sone comon netrics are listed in Table 2

S e e e e e e e e oo Fom e e o +
| metric | UPDATE(X, YY) | default [
o o e e e e e e e e oo TS +
| hopcount | x +y | O [
| routingcost | x +vy | O |
| bandw dth | mn(x, y) | +infinity

| loss rate | - (2-x) *(1-vy) | O |
S o e e e e e e e o oo Fom e e o +

Tabl e 2: UPDATE Function of Different Metrics
5.1.3. Exanple

Consi der the path vectors in Figure 2 which can be represented as:

\% = { ane:l1, ane:l12, ane:l13, ane:l4, ane:l5}
p_1 = { ehl->eh2 }

p_2 = { ehl->eh2 }

p_3 = { eh3->eh4 }

p_4 = { eh3->eh4 }

p_.5 = { ehl->eh2, eh3->eh4 }
m 1 = 100 Mdps

m 2 = 100 Mdps

m 3 = 100 Mdps

m 4 = 100 Mops

m5 = 100 Mops

As "p_1 =p 2" and "p_3 = p_4", the resultant attributes after the
aggregati on becone:
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\ = { ane:1, ane:2, ane:l5}
p_1 ={ ehl->eh2 } =p 1 =p_2
pp_2 ={ eh3->eh4 } = p 3 =p_4
p’ 3 ={ ehl->eh2, eh3->eh4 } = p 5
m_1 = 100 Mops = UPDATE(m 1, m 2)
m_2 = 100 Mops = UPDATE(m 3, m 4)
m_3 = 100 Mops = m5

5.2. Redundant Network El enent Identification
5.2.1. Paraneters and Vari abl es

The redundant network el ement identification algorithmis based on
the algorithmintroduced by Tel gen [ TELGEN83]. It takes 3
paraneters: the set of network elements "V', the set of relevant host
pairs "P" and the set of avail able bandw dth val ues "B".

"V, o "v_ i, "P" and "p_i" are defined the same way as in
Section 5.1.1.

Set of available bandwi dth values B: The "i"-th element in "B" is
denoted as "b_i". It represents the avail abl e bandwi dth for
network elenent "v_i"

The out put of the IS REDUNDANT function is a set of indices "R’
whi ch represents the indices of network el ements whose bandw dth
constraints are redundant, i.e., "R = 1S REDUNDANT(V, P, B)".

In addition to the paraneters and output values, the algorithmalso
mai ntains the follow ng vari abl es:

Set of host pairs H The "i"-th elenent of "H' is denoted as "h_i"
It represents a (src, dst) pair ever appeared in the path vector
query. "H' is the union of all "p_i" in "P".

Set of bandwi dth constraints C. The "i"-th elenment of "C' is denoted
as "c_i". It represents a linear bandw dth constraint on the
fl ows between the end host pairs. The constraint "c_i" has the
formof "a i x <= b_i" where "a i" is a row vector of 0-1
coefficients derived from"p_i", "x" is a colunm vector
representing the bandwi dth of all the host pairs, and "b_i" is the

avail abl e bandwi dth of "v_i".

Gao, et al. Expi res Septenber 3, 2018 [ Page 11]



Internet-Draft Conpressing Path Vectors March 2018

5.

5.
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2

2

2. Al gorithm Description

1. The first step is to convert a network elenment to its bandw dth
constraint "c_i". The bound "b_i" is directly obtained as the
avai | abl e bandwi dth and the coefficients "a_i" are conputed as:

1 if hj in p.i
aij =
0 otherw se

Set "R' to an enpty set. Go to step 2

2. For each "i", solve the follow ng |linear programing problem

y I = max a_i X
subj ect to:
aj x <=bj, j=1.|V], i <>]j
Go to step 3.
3. For each "i", if "y i <=b_i", "c_i" is redundant and we say
"v_i" is redundant, "R = UNON(R, {i})". Go to step 4.

4, Return "R".
3. Example

Consi der the path vectors in Figure 4 such that the input to the
I S REDUNDANT al gorithmis as foll ows.

<
I

ane: 1, ane:2, ane:l5 }

ehl->eh2 }
eh3->eh4 }
ehl->eh2, eh3->eh4 }

|
WN PP
- —— —~

100 Mops
100 Mops
100 Mops

O T T I'O'O'O
WN P
i

Wth that information, one can follow the algorithmand get:



I nt

5.3.

5.83.

5.3.

Gao
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c_1: x1 <= 100
c_2: x2 <= 100
c_3 x1l + x2 <= 100
y 1 =100 Mips <= b 1
y 2 =100 Mps <= b 2
y_ 3 =200 Mops > b_3
R = | S_ REDUNDANT(V, P, B) = { 1, 2}

Equi val ent Deconposition
1. Paraneters and Vari abl es
The equi val ent deconposition algorithmtakes 4 parameters: the set of
network elenents "V', the set of relevant host pairs "P', the set of
metrics "M and the set of redundant network el enents "R

"V', "P" and "M are as defined as in Section 5.1.1. If the "j"-th
metric is bandw dth, we can construct the set of avail abl e bandw dt h

values "B" as "b_i = mij" and "R' is the output of the redundant

network el enent identification procedure, i.e. "R = | S REDUNDANT(V,

P, B)". Oherwise, if bandwidth is not included in the netrics, "R

is {1, ..., |[V}.

The out put of the function EQU V_DECOW is a new set of network

elements "V ", a new set of relevant host pairs "P'", and a new set

of metrics "M", i.e., "V, P, M = EQUV_DECOW(V, P, M R".

2. Algorithm Description

1. Set "v", "PP", "M" to enpty sets. Set "k" to 0. Go to step 2

2. For each "i" such that "i" in "R', go to step 3. After
processing each "i", go to step 7

3. For each "j" such that "j <>i", go to step 4. After processing
each "j", go to step 6.

4. If "p_j" is a subset of "p_i", go to step 5. CQherwise go to
step 3.

5. Let "p_i =p.i \ pj" and "mj = UPDATE(mj, mi)". Go to step
3.

6. If "p_i" is not enpty, increnent "k" by 1 and let "v' _k = v_i",
"p k =pi" and "m _k =mi". Go to step 2
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7. For each "i" such that "i" is not in "R', go to step 8. After
processing each "i", go to step 9.

8. Increnent "k" by 1 and let "v' _ k =v_i", "p  _k=p_i", "m _k =
mi". Go to step 7.

9. Return "V", "P" and "M".

5.3.3. Exanple

Consi der the case in Section 4.3. Before the deconposition, the
input to the algorithmis as foll ows:

\% = { ane:1, ane:2, ane:l5}

p_1 = { ehl->eh2 }

p_2 = { eh3->eh4 }

p_3 = { ehl->eh2, eh3->eh4 }

m 1 ={ bw 100 Mops, rc: 3}

m 2 = { bw 100 Mops, rc: 2}

m 3 = { bw 200 Mips, rc: 1}

R ={ 3}

Since there is only one elenent in "R', "v_i = ane:I5".

After the first iteration of steps 3-5 with "v_j = ane:1":

Y = { ane:1, ane:2, ane:l5}
p_1 = { ehl->eh2 }

p_2 = { eh3->eh4 }

p_3 = { eh3->eh4 }

ml = { bw 100 Mps, rc: 4}
m2 = { bw 100 Mps, rc: 2}
m 3 = { bw 200 Mps, rc: 1}
4 ={1}

k =0

After the second iteration of steps 3-5 with "v_j = ane:2":
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Y = { ane:1, ane:2, ane:l5}
p_1 = { ehl->eh2 }
p_2 = { eh3->eh4 }
p.3 ={}
ml = { bw 100 Mops, rc: 4}
m 2 = { bw 100 Mops, rc: 3}
m 3 = { bw 200 Mops, rc: 1}
4 ={}
k =0
After step 6, since "p_3" is now enpty, it just goes back to step 2
At step 2, since all indices in "R' has been processed, it goes to
step 7.
After the first iteration of steps 7-8 with "i = 1":
\% = { ane:1, ane:2, ane:l5}
p_1 = { ehl->eh2 }
p_2 = { eh3->eh4 }
p.3 ={}
m 1 = { bw 100 Mops, rc: 4}
m 2 = { bw 100 Mops, rc: 3}
m 3 = { bw 200 Mips, rc: 1}
\ ={ ane:1}
k =1
p_1 ={ ehl->eh2 } =p_1
m 1 ={ bw 100 Mwps, rc: 4} =ml
After the second iteration of steps 7-8 with "i = 2":
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Y = { ane:1, ane:2, ane:l5}
p_1 = { ehl->eh2 }

p_2 = { eh3->eh4 }

p.3 ={}

ml = { bw 100 Mops, rc: 4}
m 2 = { bw 100 Mops, rc: 3}
m 3 = { bw 200 Mops, rc: 1}
\% = { ane:1, ane:2 }

k =2

p'_1 ={ ehl->eh2 }

po_2 ={ eh3->eh4 } =p_2

m 1 ={ bw 100 Mops, rc: 4}
m_2 ={ bw 100 Mps, rc: 3} =m2

So the final output of EQU V_DECOW is:

\% = { ane:1, ane:2 }

p'_1 ={ ehl->eh2}

p'_2 = { eh3->eh4}

m_1 ={ bw 100 Mps, rc: 4}
m 2 ={ bw 100 Mps, rc: 3}

Executi on Order

As the exanpl es denonstrate, the three algorithns MJST be executed in
the sane order as they are introduced, i.e., one MJST conduct

"EQUI V_AGGR' before "I S_REDUNDANT" or "EQU V_DECOW", and conduct

"I'S REDUNDANT" before "EQU V_DECOW". Oherwi se, the results of the
conpressed path vectors MAY NOT be correct.

Encodi ng/ Decodi ng Path Vectors

The three algorithms work nostly with network el enents. Existing
pat h vectors nust be decoded before they can be passed on to the

al gorithnms and the conpressed results nust be encoded as path vectors
before they are sent to the clients. The decoding and encodi ng
processes are specified as bel ow
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6.1. Decoding Path Vectors
6.1.1. Paraneters and Vari abl es

The decodi ng al gorithm DECODE takes a path vector response, which
consists of the path vector part "PV' and the el ement property part
n EII i

Path vectors PV: The path vector part has a format of a Cost Map
(Endpoi nt Cost Map) where the cost value is a |ist of abstract
network el enent nanmes. W say a PID (endpoint address) "i" is IN
"PV' if and only if there is an entry "i" in the cost-map
(endpoi nt-cost-nap), and denote the entry value as "PV[i]".
Simlarly, we say a PID (endpoint address) "j" is IN"PV[i]" if
and only if there is an entry "j" in the DstCosts of "i", whose
value is denoted as "PV[i][j]".

El ement property map E:  The el ement property map "E' maps an
abstract network elenment name to its properties. W denote "E[n]"
as the properties of element with name "n" and "E[n][pn]" as the
val ue of property "pn".

The algorithmreturns the set of elenents "V', the set of relevant
host pairs "P", the set of nmetrics "M and the avail abl e bandwi dth
"B", as defined in Section 5.1.1 and Section 5.2.1. The algorithm
uses a "SET" function which transforns a list into a set, and uses a
"NAME" function which maps an integer in [1, K] to a unique property
nane where there are K properties in "E".

6.1.2. Al gorithm Description

1. Set "V', "P", "M and "B" to enpty sets. Set "k" to 0. & to

step 2.

2. For each "i IN PV', go to step 3. After processing each "i", go
to step 8.

3. For each "j INPV[i]", go to step 4. After processing each "j",

go to step 2.

4, For each "n" in "SET(PV[i][j])", go to step 5. After processing
each "n", go to step 3.

5. If "n" is not in"V', goto step 6. Oherwise, go to step 7
6. Increnment "k" by 1 and let "v. k =n", "pk ={i-> }". G to
step 4.
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7. Find the index of "n" in "V' denoted as "a", let "p_a =
UNFON(p_a, {i->})". Go to step 4.
8. For each "i" from1 to |V|, go to step 9. After processing all
"i", go to step 11.
9. For each "j" from1l to K, go to step 10. After processing all
"j", go back to step 8.
10. If "NAME(j) = 'availbw", let "b_i = E[v_i][NAME(j)]". Let
"mij = E[v_i][NAME(j)]".
11. Return "V', "P', "M and "B"
6.1.3. Exanple
Consi der the foll owi ng exanpl e:
HTTP/ 1.1 200 K
Cont ent - Lengt h: [ TBD]
Content-Type: nultipart/rel ated; boundary=exanpl e-2
--exanpl e-2
Cont ent - Type: application/alto-endpoi ntcost+json
{
"meta": {
"cost-types": [
{"cost-node": "array", "cost-netric": "ane-path"}
]
"endpoi nt - cost - map": {
"ipv4:192.0.2.2": {
"ipv4:192.0.2.89": [ "ane:L1", "ane:L3", "ane:L4" ],
"ipv4: 203.0.113.45": [ "ane: L1", "ane:L4", "ane:L5" ]
}
}
}
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--exanpl e-2
Cont ent - Type: application/alto-propmap+json

{

"property-map": {
"ane:L1": { "availbw': 50 },
"ane:L3": { "availbw': 48 },
"ane: L4": { "availbw': 55 },
"ane: L5": { "availbw': 60 },
"ane:L7": { "availbw': 35}
}
}
- - exanpl e- 2- -

After the first iteration of Lines 2-5:

V = { ane: L1, ane:lL3, ane:lL4 }

p_1 = { ipv4:192.0.2.2->ipv4:192.0.2.89 }
p_2 ={ ipv4:192.0.2.2->ipv4:192.0.2.89 }
p_3 ={ ipv4:192.0.2.2->ipv4:192.0.2.89 }.

After the second iteration of Lines 2-5:

\% = { ane:L1, ane:L3, ane:L4, ane:L5}
p_1 = { ipv4:192.0.2. 2->i pv4:192. 0. 2. 89,
i pv4: 192. 0. 2. 2->i pv4: 203. 0. 113.45 }
p_2 = { ipv4:192.0.2.2->i pv4: 192. 0. 2. 89,
i pv4:192.0. 2. 2->i pv4: 203. 0. 113.45 }
p_3 = { ipv4:192.0.2.2->ipv4:192.0.2.89 }
p_4 = { ipv4:192.0. 2. 2->i pv4: 203. 0. 113. 45 }.
After the first iteration of Lines 6-9 with "i = 1":
m 1 = [50]
b_1 = 50

After all four iterations of Lines 6-9:

Gao, et al. Expi res Septenber 3, 2018
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m 1 = [50]
m 2 = [48]
m 3 = [55]
m 4 = [60]
b 1 = 50
b_2 = 48
b 3 = 55
b 4 = 60

The decoded i nformati on can be passed on to "EQU V_AGGR',
"1 S_REDUNDANT" and "EQUI V_DECOWP" for conpression.

6.2. Encoding Path Vectors
6.2.1. Paraneters and Vari abl es

The al gorithm ENCODE is the reverse process of DECODE. It takes the
paraneters "V', "P', "M and constructs the path vector results.

The paraneters are defined as in Section 5.1.1 and Section 5.2.1.
The al gorithm al so uses the NAME function in Section 6.1.1 which MJST
return the same results in a paired ENCODE/ DECODE process, and the
"APPEND(L, e)" function which adds elenent "e" to list "L".

6.2.2. Al gorithm Description
1. Set "Pv={}", "E={}". o to step 2.

2. For each "v_i" in "V', go to step 3. If all "v_i" is processed,
go to step XX

3. For each "a->b" in "p_i", goto step 4. |If all such "a->b" is
processed, go to step 6.

4. If "a" is not in "PV', let "PV[a] = {}". Go to step 5.

5. If "b" is not in "PV[a]", let "PV[a][b] =[v_i]". Oherw se, |et
"PV[a][b] = APPEND(PV[a][b], v_i)". Go to step 2.

6. For each index "k" in [1, K], go to step 7. If all "k" is
processed, go to step 1.

7. Set "E[v_i][NAME(k)] = mik". Go to step 6.

8. Return "PV' and "E".
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We consider the encoding of the decoded exanmple in Section 6.1.3.

Y ={

p_1 = { ipvd: 192
i pv4: 192.

p_2 = { ipvd:192.
i pv4: 192.

p_3 = { ipvd: 192.

p_4 = { ipvd: 192

m 1 = [50]

m 2 = [ 48]

m 3 = [55]

m 4 = [60]

After the first

PV[ i pv4: 192. 0. 2.
PV[ i pv4: 192. 0. 2.

E[ ane: L1]["avai |l bw']

coooee

NISESISENEN

. 2->i pva:
2->i pv4:
2->i pv4:
2->i pv4:
2->i pv4:
. 2->i pvd:

192.
203.
192.
203.
192.
203.

[cNeoloNoNoNe)

ane: L1, ane:L3, ane:lL4, ane:lL5 }

. 2. 89,

.113.45 }

. 2.89,

.113.45 }

.2.89 }

.113.45 }

iteration of steps 2-7:

2] [i pv4: 192. 0. 2. 89
2] [i pv4: 203. 0. 113. 45]

After the second iteration

PV[i pv4: 192.0. 2. 2][i pv4: 192.0. 2. 89
PV[ipv4: 192.0. 2. 2] [i pv4: 203. 0. 113. 45]

E[ ane: L1] [ "avai |l bw']
E[ ane: L3] [ "avai | bw']

After the third iteration

PV[ipv4:192.0.2.2][ipv4: 192.0. 2. 89
PV[ipv4: 192.0. 2. 2] [i pv4: 203. 0. 113. 45]

E[ ane: L1] [ "avai | bw']
E[ ane: L3] [ "avai | bw']
E[ ane: L4] ["avai | bw']

After the fourth iteration

Gao, et al
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]

]

A

0

[ ane:
[ ane:

[ ane:
[ ane:

L1]
L1]

L1,
L1,

c L1,
1 L1,
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PV[ i pv4: 192.0. 2. 2] [i pv4: 192.0.2.89 ]
PV[ i pv4: 192. 0. 2. 2] [ i pv4: 203. 0. 113. 45]

[ane: L1, ane: L3, ane:L4]
[ane: L1, ane: L3, ane:L5]

E[ ane: L1] [ "avai | bw'] = 50
E[ ane: L3] [ "avai | bw'] = 48
E[ ane: L4] [ "avai | bw'] = 55
E[ ane: L5] [ "avai | bw'] = 60

Eventual |y, one can use the previous information to construct the
endpoi nt cost service response.

HTTP/ 1.1 200 K
Cont ent - Lengt h: [ TBD]
Content - Type: multipart/rel ated; boundary=exanpl e-2

--exanpl e-2
Cont ent - Type: application/alto-endpointcost+json
{
"meta": {
"cost-types": [
{"cost-node": "array", "cost-netric": "ane-path"}
]
"endpoi nt - cost-map": {
"ipv4:192.0.2.2": {
"ipv4:192.0.2.89": [ "ane:L1", "ane:L3", "ane:L4" ],
"ipv4:203.0.113.45": [ "ane:L1", "ane:L4", "ane:L5" ]
}
}
}
--exanpl e-2
Cont ent - Type: application/alto-propmap+json
{
"property-map": {
"ane: L1": { "availbw': 50 },
"ane:L3": { "availbw': 48 },
"ane:L4": { "availbw': 55 },
"ane:L5": { "availbw': 60 },
}
}
- - exanpl e- 2- -
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6.3. Conmpatibility

When the path vector extension is used with ot her extensions, such as
[I-D.ietf-alto-cost-calendar] and [I-D.ietf-alto-nulti-cost], the
decodi ng and the encoding MJST only apply on the path vector part and
| eave the other attributes as they are.

Hence, this extension does not change the conpatibility between the
original path vector extension and ot her extensions.

7. Security Considerations

Thi s docunment does not introduce any privacy or security issue on
ALTO servers not already present in the base ALTO protocol or in the
pat h vector extension.

The al gorithns specified in this docunent can even hel p protect the
privacy of network providers by conducting irreversible
transformati ons on the original path vector

8. | ANA Consi der ations

Thi s docunent does not define any new nedia type or introduce any new
| ANA consi derati on.
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