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I nt roduction

The docunent "Autononic Networking - Definitions and Design Goal s"

[ RFC7575] expl ai ns the fundanental concepts behi nd Autononic

Net wor ki ng, and defines the relevant terns in this space, as well as
a high level reference nodel. This docunent defines this reference
model with nore detail, to allow for functional and protoco
specifications to be developed in an architecturally consistent, non-
overl apping manner. Wiile the docunent is witten as generally as
possible, the initial solutions are limted to the chartered scope of
the WG

Most networks will run with some autonom c functions for the ful
networ ks or for a group of nodes [ RFC7576] or for a group of slice
networks while the rest of the network is traditionally managed.

The goal of this docunent is to focus on the autononic slicing
net wor ki ng. [RFC7575] is focusing on fully or partially autononic
nodes or networKks.

The proposed revised ANl MA reference nodel allows for this hybrid
approach across all such capabilities. It enhances [ASN].

This is a living docunent and will evolve with the technica
solutions developed in the ANIMA Wa  Sections marked with (*) do not
represent current charter itens.

Whil e this docunent nust give a long termarchitectural view, not all
functions will be standardi zed at the sane tine.

The Network Slicing Overall View

1. Key Terns and Context

A nunmber of slice definitions were used in the last 10 years in
distributed and federated testbed research [GENI], future internet
research [ Chi naConD9] and nore recently in the context of 5G research
[NGW], [ONF], [1Mr2020], [NGS-3GPP], [NS-ETSI]. Such definitions
converge towards NS as group of conponents: Service |nstance, Network
Slice Instance, Resources and Slice El enent Manager
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In this draft we are using the follow ng terns:

Logi cal resource - An independently manageable partition of a

physi cal resource, which inherits the sane characteristics as the
physi cal resource and whose capability is bound to the capability of
the physical resource. It is dedicated to a Network Function or
shared between a set of Network Functions.

Virtual resource - An abstraction of a physical or |ogical resource,
whi ch may have different characteristics fromthat resource, and
whose capability may not be bound to the capability of that resource

Net wor k Function (NF) - A processing function in a network. It
includes but is not limted to network nodes functionality, e.g.
sessi on managenent, nobility rmanagenent, sw tching, routing
functions, which has defined functional behaviour and interfaces.

Net wor k functions can be inplenented as a network node on a dedicated
hardware or as a virtualized software functions. Data, Control
Management, Orchestration planes functions are Network Functions.

Virtual Network Function (VNF) - A network function whose functiona
software i s decoupled fromhardware. One or nore virtual nachi nes
running different software and processes on top of industry-standard
hi gh-vol une servers, switches and storage, or cloud conputing

i nfrastructure, and capabl e of inplenenting network functions
traditionally inplenented via custom hardware appliances and m ddl e.
boxes (e.g. router, NAT, firewall, |oad bal ancer, etc.) Network
Slicing (NS) refers to a managed group of subsets of resources,
network functions / network virtual functions at the data, control
managenent / orchestrati on pl anes and services at a given tinme. Network
slice is programmabl e and has the ability to expose its capabilities.
The behavi our of the network slice realized via network slice

i nstance(s). Network resources include connectivity, conpute, and

st orage resources.

Network Slicing is end-to-end concept covering the radio and non-
radi o networks inclusive of access, core and edge / enterprise
networks. |t enables the concurrent deployment of nultiple Iogical
sel f-contai ned and i ndependent shared or partitioned networks on a
common infrastructure platform

Network slicing represents logically or physically isolated groups of
network resources and network function/virtual network functions
configurations separating its behavior fromthe underlying physica
net wor k.

Network Slice Instance - An activated network slice. It is created
based on network tenplate. A set of managed run-tinme network
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functions, and resources to run these network functions, formng a
complete instantiated | ogical network to meet certain network
characteristics required by the service instance(s). It provides the
network characteristics that are required by a service instance. A
network slice instance nay al so be shared across nultiple service

i nstances provided by the network operator

From a busi ness point of view, a slice includes conbination of all

rel evant network resources / functions / assets required to fulfill a
speci fic business case or service, including OSS, BSS and DevOps
processes.

From the network infrastructure point of view, slicing instances
require the partitioning and assignment of a set of resources that
can be used in an isolated, disjunctive or non- disjunctive manner.

Exanpl es of physical or virtual resources to be shared or partitioned
woul d include: bandwi dth on a network link, forwarding tables in a
network el enent (switch, router), processing capacity of servers,
processing capacity of network or network clouds elenments [SLIC NG .
As such slice instances woul d contai n:

(i) a conbi nati on/ group of the above resources which can act as a
net wor Kk,

(ii) appropriate resource abstractions,

(iii) capability exposure of abstract resources towards service and
managenent clients that are needed for the operation of slices

The capability exposure creates an abstraction of physical network
devices that would provide information and infornmation nodel s

all owi ng operators to nani pul ate the network resources. By utilizing
open programmabl e network interfaces, it would enable access to
control layer by custoner interfaces and applications.

The establishnent of slices is both business-driven (i.e. slices are
in support for different types and service characteristics and

busi ness cases) and technol ogy-driven as slice is a grouping of
physical or virtual) resources (network, conpute, storage) which can
act as a sub network and/or a cloud. A slice can accommpdate service
conponents and network functions (physical or virtual) in all network
segnents: access, core and edge / enterprise networks.

A complete slice is conposed of not only various network functions
whi ch are based on virtual machines at G RAN and C Core, but also
transport network resources that can be assigned to the slice at
radi o access/transport network. Different future businesses require
di fferent throughput, delay and nobility, and sone busi nesses need
very high throughput or/and | ow del ay.
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2.2. High Level Requirements

Slice creation: managenent plane create virtual or physical network
functions and connects them as appropriate and instantiate themin
the slice, which is a subnetworks.

The instance of slice managenent then takes over the nanagenment and
operations of all the (virtualised) network functions and network
programmabi lity functions assigned to the slice, and (re-)configure
them as appropriate to provide the end-to-end service.

A complete slice is conposed of not only various network functions
whi ch are based on virtual machines at C-RAN and C- Core, but also
transport network resources that can be assigned to the slice at
radi o access/transport network. Different future businesses [5G\S],
[PER-NS] require different throughput, delay and nobility, and sone
busi nesses need very high throughput or/and | ow delay. Transport
networ k shall provide QoS isolation, flexible network operation and
managenent, and i nprove network utilization anong different business.

(1) Separation frompartition of the physical network: Network
slicing represents logically or physically isolated groups of
network resources and network function/virtual network functions
configurations separating its behavior fromthe underlying
physi cal network.

(2) QoS Isolation: Although traditional VPN technol ogy can provide
physi cal network resource isolation across nultiple network
segnents, it is deened far | ess capable of supporting QS hard
i solation, VWiich nmeans QoS isolation on forwarding pl ane
requi res better coordination with managenent plane.

(3) Independent Managenent Pl ane: Like above, network isolation is
not sufficient, a flexible and nore inportantly a nanagenent
pl ane per instance is required to operate on a slice
i ndependently and aut ononmously within the constraints of
resources allocated to the slice.

(4) Another flexibility requirement is that an operator can depl oy
their new business application or a service in network slice
with | ow cost and high speed, and ensure that it does not affect
exi sting of business applications adversely.

(5) Stringent Resource Characteristics: A Network Slicing aware
infrastructure allows operators to use part of the network
resources to nmeet stringent resource characteristics.

(6) Type of resources: Network Slice instance is a dedicated network
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(7

(8)

(9)

that is build and activated on an infrastructure mainly conposed
of, but not Iimted to, connectivity, storage and conputi ng.

Programmabi lity: Operator not only can slice a comobn physica
infrastructure into different |ogical networks to neet all Kkinds
of new busi ness requirenments, but also can use SDN based
technology to inprove the overall network utilization. By
providing a flexible programmable interface; the 3rd party can
devel op and depl oy new network business rapidly. Further, if a
network slicing can run with its own slice controller, this
network slicing will get nore granular control capability [I-

D.ietf-ani ma-aut onom c-control -plane] to retrieve slice status,
and issuing slicing flow table, statistics fetch etc.

Life cycle self-managenent: It includes creation, operations,

re- configuration, conposition, deconposition, deletion of
slices. It would be perforned automatically, w thout hunman

i ntervention and based on a governance configurabl e nodel of the
operators. As such protocols for slice set-up /operations

/ (de) conposition / deletion nmust al so work conpletely
automatically. Self-managenent (i.e. self- configuration, self-
conposition, self-nonitoring, self-optimnsation, self-
elasticity) is carried as part of the slice protoco
characterization.

Net work slice Self-managenent: Network slices will need to be
sel f-managed by aut omat ed, autonom ¢ and aut ononpus systens in
order to cope with dynam c requirenents, such as flexible
scalability, extensibility, elasticity, residency and
reliability of an infrastructure. Network slices will need to be
sel f-managed by aut omat ed, autononm ¢ and aut ononous systens in
order to cope with dynam c requirenments, such as scalability or
extensibility of an infrastructure. A comon information nodel
describing uniformy the NSin a single and/or multiple donmain
woul d support such sel f-nanaged

(10) Extensibility: Since the Autononic Slice Networking

Infrastructure is a relatively new concept, it is likely that
changes in the way of operation will happen over tine. As such
new networking functions will be introduced later, which allow
changes to the way the slices operate.

(11) Network Slice elasticity: A Network Slice instance has the

Gl i s,

mechani sms and triggers for the grow h/shrinkage of all
resources, and/or network and service functions as enabled by a
common i nformation nodel that explicitly provides for elasticity
policies for scaling up/down resources.
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3.

(12) Multiple domains activation: Network slice instances are
concurrently activated as multiple |ogical, self-contained and
i ndependent, partitioned network functions and resources on a
specific infrastructure donain.

(13) Resource Exposure: Each network slice has the ability to
dynani cal | y expose and possi bly negotiate the paraneters that
characterize an NS as enabled by a comon information nodel that
explicitly provides nmonitoring policies for all nodel
descri ptors.

(14) Network Tenants: Network slicing support tenants that are
strongly independent on infrastructure as enabl ed by a comon
i nformati on nodel that explicitly provides for a | evel of
tenants managenent for the resources dedicated to an instance of
network slice.

(15) End-to-end O chestration of Network Slicing: Coordinating
underlay network infrastructure and service function resources.
In the process of orchestration of network slice, resource
registration and tenplates for network slice repository are
needed.

Aut ononi ¢ Slice Networking

This section describes the various elements in a network with

aut onom ¢ functions, and how these entities work together, on a high
| evel . Subsequent sections explain the detailed inside view for
each of the autononmic network elenments, as well as the network
functions (or interfaces) between those el ements.

From a busi ness point of view, a slice includes a conbination of all
the rel evant network resources, functions, and assets required to
fulfill a specific business case or service, including OSS, BSS and
DevOps processes

From the network infrastructure point of view, network slice requires
the partitioning and assignnent of a set of resources that can be
used in an isolated, disjunctive or non- disjunctive manner for that
slice.

Fromthe tenant point of view, network slice provides different
capabilities, specifically in terns of their managenent and contro
capabilities, and how nuch of themthe network service provider hands
over to the slice tenant. As such there are two kinds of slices: (A

I nner slices, understood as the partitions used for internal services
of the provider, retaining full control and managenent of them (B)
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Quter slices, being those partitions hosting customer services,
appearing to the custoner as dedi cated networKks.

Network Slicing lifecycle includes the nmanagenent plane selecting a
group of network resources (whereby network resources can be
physical, virtual or a conbination thereof); it connects with the
physical and virtual network and service functions as appropriate,
and it instantiates all of the network and service functions assigned
to the slice. For slice operations, the control plane takes over
governing of all the network resources, network and service functions
assigned to the slice. It (re-) configures themas appropriate and as
per elasticity needs, in order to provide an end-to-end service.

One expected autonom c Slice Networking function is the capability
and resource Usability for a slice. Applications or services
requiring information of available slice capabilities and resources
are satisfied by abstracted resource view and control. Usability of
capabilities and resources can be enabl ed either by resource
publishing or by discovery. In the latter case, the service perforns
resource collection directly fromthe provider of the slice by using
di scovery mechanisnms to get total information about the avail able
resources to be consunmed. In the forner, the network provider exposes
avai l abl e resources to services (e.g., through a resource catal og)
reduci ng the amount of detail of the underlying network

Slice El enent Manager (SEM is installed for each control domain.
Control domain is defined according to geographic |ocation and
control functions. Each SEM converts requirenents from orchestrator
into virtual resources and nmanages virtual resources of a slice. SEM
al so exchanges information of virtual resources with other slice

el ement managers via a dedicated resource interface. SEM provides

al so capability exposure facilities by allowing 3rd parties to access
/ use via APlIs information regardi ng services provided by the slice
(e.g. connectivity information, QS, nobility, autonomicity, etc.)
and to dynamically custom ze the network characteristics for
different diverse use cases (e.g. ultra-low |l atency, ultra-
reliability, value-added services for enterprises, etc.) within the
limts set of functions by the operator.

Physi cal El ement Manager (PEM is installed for each control donain.
Control donmain is defined according to geographic |ocation and
control functions. PEM exchanges information of virtual resource with
SEM via virtual resource interface and interconverts between virtua
resource and physical resource. The PEM orders physical functions
(ex. switches) to allocate physical resource via physical resource

i nterface.

Figure 1 shows the high level view of an Autonomic Slice NetworKking.
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It consists of a number of autononic nodes resources, which interact
directly with each other. Those autononi c nodes resources provide a
common set of capabilities across a network slice, called the
"Autonom c Slice Networking Infrastructure" (ASN).

The ASN provides functions |ike nam ng, addressing, negotiation
synchroni zati on, discovery and messagi ng.

Aut ononmi ¢ network functions typically span several slices in the
network. The atomic entities of an autonom c function are called the
"Aut onom ¢ Service Agents" (ASA), which are instantiated on slices.

In a horizontal view, autonom c functions span across the network, as
well as the Autonomic Slice Networking Infrastructure. 1In a vertica
view, a slice always inplenents the ASNI, plus it nmay have one or
several Autonom c Service Agents as part of slice capability
exposure. The Autononmi c Networking Infrastructure (ASNI) therefore is
the foundation for autonomic functions. The current charter of the
ANI MA WG i ncl udes the specification of the ASNI, using a few

aut onom ¢ functions as use cases. ASN would represent a custom zed
and an approach [I-D.ietf-anima-reference-nodel] for inplenenting a
general purposed ASI

o . - o o o oo oo oo oo oo oo oo oo oo oo oo oo o #
: Autononic Slice Function 1 :

SSA 1 : SSA 1 : SSA 1 : SSA 1
e
oo - - - o oo oo oo oo+

Autononic Slice Function 2 :
ASC 2 : ASC 2
e
o o o oo oo oo oo oo oo oo oo oo+
Autononic Slice Networking Infrastructure
o e - e oo oo oo oo oo oo oo oo oo oo oo oo
+ +
+ o e e e e e e e e e e e e e e e e e e e e e e + +
+ | Autonomic Inter-Slice O chestration [ +
+ o m e e i + +
+ I I I +
[ + oo + [ +
| Slice 1 | | Slice 2 | | Slice N |
| SEM [------- | SEM [------ c. ---- | SEM |
I I I I I I
(R + oo + (R +
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Figure 1: High level view of Autononmic Slice Networking

Additionally, at |east 2 autononous functions are envisioned -
Aut ononous Slice control (ASC) and Slice Service agent (SSA). These
are explained in sections bel ow

4. Autonomc Inter-Slice Ochestration

Thi s section describes an autononm c orchestration and its
functionality.

Orchestration refers to the system functions that:

* automated and autononically co-ordination of network functions
in slices

* autonom cally coordinate the slices lifecycle and all the
conmponents that are part of the slice (i.e. Service Instances,
Network Slice |Instances, Resources, Capabilities exposure) to
ensure an optim zed allocation of the necessary resources across
t he networ k.

* coordinate a nunber of interrelated resources, often distributed
across a nunber of subordi nate domai ns, and to assure
transactional integrity as part of the process [TETT1].

* autonom cally control of slice life cycle managenent, including
concatenati on of slices in each segnent of the infrastructure
including the data pane, the control plane, and the nanagenent
pl ane.
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* autonom cally coordinate and trigger of slice elasticity and
pl acement of |ogical resources in slices.

* coordinates and (re)-configure |ogical resources in the slice by
taking over the control of all the virtualized network functions
assigned to the slice.

It is also the continuing process of allocating resources to satisfy
contendi ng demands in an optimal manner [TETT2]. The idea of optim
woul d include at |east prioritized SLA comm tnents [ SERMODEL], and
factors such as custoner endpoint |ocation, geographic or topologica
proximty, delay, aggregate or fine-grained | oad, nonetary cost,
fate- sharing or affinity. The word continuing incorporates
recognition that the environnent and the service demands constantly
change over the course of time, so that orchestration is a
continuous, nulti-dimensional optinzation feedback |oop [I-

D. st rassner-ani ma-control -1 oops] .

It protects the infrastructure frominstabilities and side effects
due to the presence of many slice conmponents running in parallel. It
ensures the proper triggering sequence of slice functionality and
their stable operation. It defines conditions/constraints under

whi ch service conponents will be activated, taking into account
operator service and network requirements (inclusive of optimnze the
use of the avail able network & conpute resources and avoid situations
that can | ead to sub-par performance and even unstable and
oscillatory behaviors.

5. GRASP Resource Reservation / Rel ease Messages fl ow

Inter Slice Physi ca
Slice El enent El enent Domai n Physi cal
Orchestrator Manager Manager Manager Functi on

I I I
GRASP Di scovery | GRASP Di scovery| GRASP Di scovery | GRASP Di scovery
- Response -Response | -Response - Response

Slicing Objective

I

I I

I I

GRASP Request | |
| GRASP Request |

| Slicing |

I I

I

I

bj ecti ves GRASP Request
Slicing
bj ecti ves

GRASP Request

I
I
I
I
I
I
I
I
I
I
Slicing |
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I
| Single/ Multiple |
| Rounds |
| <o > | |

Figure 2 - GRASP: Network Slice reservation / Rel ease3 Messages Fl ow

[ [ | =---------- > | Obj ecti ves [
| | | |- > |
| | | GRASP | |
[ [ | ConfirmWaiting | [
| | IESEEETREEE | |
I | GRASP I I I
| | Confirm Vi ting| | GRASP [
| | <----------- | | Negoti ation |
| | | | Si ngl e/ Mul tiple|
[ [ | GRASP Negot i ati on| Rounds [
| | | Single/Multiple |<----------- > |
| | | Rounds | |
| GRASP [ | <--e-m----- > | [
| ConfirmWaiting | | | |
[<---ommmmaaeea - | GRASP [ [ [
[ | Negoti ati on [ [ [
| | Si ngl e/ Mul tiple| | |
| | Rounds | | |
| GRASP Negoti ati on R > | | |
I I I

| | |

I I

The above nmessage sequence figure shows the nessage flows of the

i nteractions between Inter-Slice Orchestrator, Slice El ement Manager,
Physi cal El erent Manager, Domai n Manager and Physical Network

functi ons.

6. The Autonomic Network Slicing El enment

This section describes an autononmic slice network elenent and its
internal architecture. The reference nodel explained in the docunent
"Aut onomi ¢ Networking - Definitions and Design Goal s" [ RFC7575] shows
the sources of information that an autonom c service agent can

| everage: Sel f-nanagenment, Self-know edge, network know edge (through
di scovery), Intent [I-D.du-anima-an-intent], and feedback | oops.
Fundanentally, there are two | evels inside an autonom ¢ node: the

| evel of Autononmic Service Agents, and the |level of the Autononic
Slice Networking Infrastructure, with the fornmer using the services
of the latter. The self managenent functionality (self-configuration
self-optimsation, self- healing) could be inplenented across the
Inter Slice Orchestrator, Slice El ement Manager and Physical El enent
Manager. Such functionality deals with dynamc

* coordination the life cycle of slices
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resources to slice instances in an efficient way

that provides required slice instances perfornmance,

* self-configuration, self-optimzation and self-healing of slice

i nstances during their |ifecycle managenent includi ng depl oynent

and operations

* self-configuration, self-optimzation and sel f-hea
services of each slice instance. Service lifecycle,

i ng of
that is

typically different than slice instance |lifecycle should also be

managed i n the autononpus way.

Figure 3 illustrates this concept.

| Autonomic | | Autonomic | | Autonomic |
| Service | | Service | | Service

I I
I I
| |
| | Agent 1 | | Agent 2 | | Agent 3 | |
I I
I I
I I
I

Autononmic Slice Networking Infrastructure
- Service characteristics (ultra-low | atency,
ultra-reliability, etc)
- Autonomic Control Plane functions
- Aut onomi ¢ Managenent Pl ane functions

- Self-x functions and related control |oops el enents

Di scovery, negotiation and synchroni sation functions

- Intent distribution
- Aggregated reporting and feedback | oops
- Routing

I
I
I
I
I
I
| - Autonomic Slice Addressing
I
I
I
I
| - Security nmechanisns

Fi gure 3: Mdel of an autononic el enent

The Autonomic Slice Networking Infrastructure (lower part of Figure
contains slice specific data structures, for exanple trust

informati on about itself and its peers, as well as a generic set of
functions, independent of a particular usage. This infrastructure

2)

shoul d be generic,
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(upper part of Figure 2). The Autonomic Control Plane is the summary
of all interactions of the Autononmic Slice Networking Infrastructure
with other services

The use cases of "Autonom cs" such as sel f-nmanagenent, self-
optimisation, etc, are inplemented as Autonom c Service Agents. They
use the services and data structures of the underlying autononic
networ ki ng i nfrastructure. The Autonom c Slice NetworKking
Infrastructure should itself be self-nmanaging.

The "Basic Operating System Functions" include the "nornmal OS",

i ncluding the network stack, security functions, etc. Autononic
Network Slicing Element is a conposition of autonomc slice service
agents and autononic slice control. Autonomic slice service agents
obtain specific network resources and provide sel f-managi ng and sel f -
controlling functions. An autononic slice control is a higher-Ileve
autonom ¢ function that takes the role of life-cycle managenment of a
or many slice instances. There can be many slice control functions
based on different types or attributes of slice.

7. The Autonomic Slice Networking lanfrastructure

The Aut onomic Networking Infrastructure provides a | ayer of comon
functionality across an Autononmic Network. |t conprises "nust

i mpl ement” functions and services, as well as extensions. The
Autononic Slice Networking Infrastructure (ASNI) resides on top of an
abstraction | ayer of resource, network function and network
infrastructure as shown in figure 1. The docunent assunes
abstraction | ayer enables different autononous service agents to
communi cate with the underlying di saggregated and distributed network
infrastructure, which itself maybe an aut ononous networking (AN)
domai n or conbination of nultiple AN domain. The goal of ASNl is to
provi de autonomc |life-cycle managenent of network slices.

7.1. Signaling Between Autonomic Slice El enent Managers

The basic network capabilities are autonomically or through

tradi tional techniques are learnt by slice agents. This depends on
the fact that physical infrastructure is an autononm c network or not.
The GASP ext ensions signaling [I-D. I'iu-ani ma-grasp-distribution]
[1-D.liu-anim-grasp-api] [|-D.ietf-anim-grasp] may be used for

* Discovery of SEMs - a process by which an one SEM di scovers
peers according to a specific discovery objective. The
di scovered SEMs peers nay | ater be used as negotiation
counterparts or as sources of other coordination activities.
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* Negotiation between SEMs - a process by which two SEMs interact
to agree on slice logical resource settings that best satisfy
the objectives of both SEMs.

* The Synchroni zation between SEMs - a process by which
O chestrator and SEMs interact to receive the current state of
capability exposure values used at a given time in other SEM
This is a special case of negotiation in which information is
sent but the SEM or Orchestrator do not request their peers to
change configuration settings

* Self configuration of SEMs - a process by which O chestrator and
SEMs interact to receive the current state of capability
exposure values used at a given tinme in other SEM This is a
speci al case of synchronization in which information is sent and
the SEMis requesting their peers to change configuration
settings.

* Self optimzation of SEMs - a process by which Orchestrator and
SEMs interact to receive the current state of capability
exposure values used at a given tinme in other SEMs. This is a
speci al case of configuration in which information is sent and
the SEMis requesting their peers to change |ogical resource
settings in a slice based on an optinisation criteria.

* Mediation for slice resources - a process by which two SEMs
interact to agree to logically nove resources between slices
that best satisfy the objectives of both SEMs triggering of
slice elasticity and placenent of |ogical resources in slices.
Th???is is a special case of negotiation in which information
is sent Ochestrator do request SEMs to change | ogical resource
configuration settings.

* Triggering and governing of elasticity ? a process for autonomc
scaling intent configuration nechani sms and resources on the
slice level; it allows rapid provisioning, automatic scaling
out, or in, of resources. Scale in/out criteria mght be used
for network autonomics in order the controller to react to a
certain set of variations in nonitored slices.

* Providing on-demand a sel f-service network slicing.

Optionally, SSA capabilities are nore interesting to slice contro
aut onom ¢ functions for slice creation and install. The slice contro
must have the independent intelligence to process and filter
capabilities to neet a network slice specification and have | ow | eve
resources allocated for a slice through SSAs.
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7.2. The Autonomi c Control Plane
TBD.
7.3. Nam ng & Addressing

A slice can be instantiated on denmand, represents a |ogical network
and therefore, must be assigned a unique identifier. A Slice Service
Agent (SSA) may support functions of a single or multiple slices and
communi cate with each other, using the addressing of the Autonom c or
tradi tional (non-autonomc) Networking Infrastructure reside on. An

SSA conplies with ACP addressi ng nechanisns and in a domain, i.e., As
part of the enrol nent process the registrar assigns a nunber to the
device, which is unique for slicing registrar and in ASNI domai n.

7.4. Discovery

Slices thenselves are not discovered but are instantiated through
slice control autonomic function. However, both slice service agents
and slice control functions nust be discovered. Even though

aut onomi ¢ control plane will support discovery of all the SSAs and
slice control, it may not be necessary.

7.5. Routing
Aut ononmi ¢ network slicing follows single routing protocol as
described in [I-D.ietf-anima-autononi c-control -pl ane].

8. Security and Trust Infrastructure
An Autonomic Slice Network is self-protecting. Al protocols are
secure by default, without the requirenent for the admi nistrator to
explicitly configure security.
TBD.

8.1. Public Key Infrastructure
An autonom ¢ domain uses a PKI nodel. The root of trust is a
certification authority (CA). A registrar acts as a registration

authority (RA).

A mnimuminpl ementati on of an autonom c domai n contains one CA one
Regi strar, and network el enents.

8.2. Domain Certificate
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TBD.
9.
TBD.
10.
1.
2
11.
11.1.
1.
2.
3.
Gl i s,

Cross-Domai n Functionality

Aut ononi ¢ Servi ce Agents (ASA)

This section describes how autonom c services run on top of the
Autononic Slice Networking Infrastructure. There are at |least two
different types of autononic functions are known:

Slice Service Agents are |low |l evel functions that |earn
capabilities of underlying infrastructure in terns of interfaces
and avail abl e resources. They coordinate with Slice control to
associ ate these resources with specific slice instances in
effect perfornming full life cycle nmanagenent of these resources.
Slice Control Autonom c Function: Slice control is responsible
for high-level life-cycle managenent of a slice itself. This
function will hold slice instances and their attributes rel ated
data structures in autononic network slice infrastructure. As
an exanple, a slice is defined for high bandw dth, highly secure
transactional application. A slice control nust be capable of
negotiati ng resources required across different SSAs.

Qut of scope are details of the mechanisns how the information is
represented and exchanged between the two autonom c functions.

Managenment and Programmability

This section describes how an Autonomi c Network i s managed, and
pr ogr anmed.

How a Slice Network |s Managed

Slice autonom ¢ nmanagenent is driven by Slice El ement Managers,
there are five categories operation

Creating a network slice: Receive a network slice resource
description request, upon successful negotiation with SSA

al l ocate resource for it

Shri nk/ Expand slice network: Dynamically alter resource
requirenents for a running slice network according service | oad.
(Re-)Configure slice network: The slice managenent user depl oys
a user level service into the slice. The slice control takes
over the control of all the virtualized network functions and
net work programmability functions assigned to the slice, and
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(re-)configure them as appropriate to provide the end-to-end
servi ce.

5. Self-X slice operation: nanely self-configuration, self-
conposition, self-nonitoring, self-optinisation, self-elasticity
woul d be carried out as part of new slice protocols.

11.2. Autononic Resource | nformati on Mbde
TBD.

The proposed autononic resource infornation nodel is presented as a
tree structure of attributes including the follow ng el ements:
connectivity resources, storage resources, conpute resources, service
i nstances, network slice level attributes, etc. The Yang | anguage
woul d be used to represent the autononic resource information nodel

11.3. Control Loops
TBD.
11.4. APIs

The APl nodel of for autononic slicing semantically, is grouped into
the following APIs to be defined.

11.4.1. Slice Control APIs

1. Create a slice network on user request. The request includes
resource description. A unique identify a slice network, group
all the resource.

2. Destroy a slice network identified by it’s id.

3. Query a slice network slicing state by it’s uuid.

4., Mdify a slice network.

11.4.2. Service Agent - Device APIs

A service agent will interface with the physical infrastructure

ei ther through an autonomic network or traditional infrastructure.
Dependi ng upon which a device can either have autonom ¢ or non-
autonom ¢ addressing. Service agents are required to performlife
cycl e managenent of network el ements participating in a network slice
and the followi ng APIs are needed for addition, renmoval or update of
a specific device. A device may be a logical or physical network
element. Optionally, it may be a network function

11.4.3. Service Agent - Port APls
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11.

11.

12.

12.

12.

13.

14.

14.

14.

A port may be a physical or logical network port in a slice depending
upon whet her underlying infrastructure is an autonomi c or traditiona
network. Service agents nust be able to control the operationa
state of these ports. APIs are needed for addition, renoval, update
and operational state retrieval of a specific port.
4.4. Service Agent - Link APls
A link connects two or nore ports of devices described in above
section. Service agents nust be able to control the operational and
connection status of these |inks through APIs for addition, renoval,
update and state retrieval for each link
5. Relationship with MANO
Pl ease refer to [ MANQ for MANO i ntroduction.

Security Considerations
1. Threat Analysis
TBD.
2. Security Mechani sns
TBD.

| ANA Consi derations
Thi s docunment requests no action by | ANA
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