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Abst ract

Thi s docunment provides an overview of |IP fragnentation. It explains
how I P fragnentation works and why it is required. As part of that
expl anation, this docunent al so explains how IP fragnentation reduces
the reliability of Internet communication.

Thi s docunent al so proposes alternatives to | P fragnentation.
Finally, it provides recommendati ons for application devel opers and
net wor k oper at or s.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 5, 2018.
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1.

2

2

I nt roducti on

Oper ati onal experience [RFC7872] [Huston] reveals that IP
fragmentation reduces the reliability of Internet comrunication

Thi s docunent provides an overview of |P fragnentation. It explains
how I P fragnentation works and why it is required. As part of that
expl anation, this docunent al so explains how IP fragnmentation reduces
the reliability of Internet conmmunication

Thi s docunent al so proposes alternatives to | P fragnentation.
Finally, it provides recommendati ons for application devel opers and
net wor k oper at or s.

| P Fragment ati on
1. Links, Paths, MU and PMIU

An Internet path connects a source node to a destination node. A
path can contain links and internmedi ate systens. |f a path contains
nmore than one link, the links are connected in series and an

i ntermedi ate system connects each link to the next. An internediate
system can be a router or a niddle box.

Internet paths are dynam c. Assune that the path fromone node to
anot her contains a set of links and internmediate systens. |If the
net wor k t opol ogy changes, that path can al so change so that it
includes a different set of links and internediate systens.

Each link is constrained by the nunber of bytes that it can convey in
a single I P packet. This constraint is called the Iink Maximum
Transmi ssion Unit (MIU). |Pv4 [RFCO791] requires every link to have
an MIU of 68 bytes or greater. |Pv6 [RFC3200] requires every link to
have an MIU of 1280 bytes or greater. These are called the |IPv4 and
| Pv6 mninumlink MU s.

Each Internet path is constrained by the nunber of bytes that it can
convey in a |IP single packet. This constraint is called the Path MIU
(PMIU). For any given path, the PMIU is equal to the smallest of its
link MTUs. Because Internet paths are dynamc, PMIU is al so

dynani c

For reasons described bel ow, source nodes estimate the PMIU bet ween
t hensel ves and destination nodes. A source node can produce
extrenmely conservative PMIU estimates in which

0 The estimate for each IPv4 path is equal to IPv4 mininmumlink MU
(68 bytes).
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0 The estimate for each IPv6 path is equal to the IPv6 nininmmlink
MIU (1280 bytes).

Wil e these conservative estimtes are guaranteed to be | ess than or
equal to the actual MIU, they are likely to be nmuch |l ess than the
actual PMIU. This may adversely affect upper-layer protocol

per f or mance.

By executing Path MIU Di scovery (PMIuD) [RFC1191] [ RFC8201]
procedures, a source node can maintain a | ess conservative, running
estimate of the PMIU between itself and a destination node.

According to these procedures, the source node produces an initia
PMIU estimate. This initial estimate is equal to the MU of the
first link along the path to the destination node. It can be greater
than the actual PMIU

Havi ng produced an initial PMIU estimte, the source node sends non-
fragmentabl e | P packets to the destination node. |f one of these
packets is larger than the actual PMIU, a downstreamrouter will not
be able to forward the packet through the next |ink along the path.
Therefore, the downstreamrouter drops the packet and send an
Internet Control Message Protocol (1CWP) [RFC0792] [RFC4443] Packet
Too Big (PTB) nessage to the source node. The |CVMP PTB nessage

i ndi cates the MIU of the |ink through which the packet could not be
forwarded. The source node uses this information to refine its PMIU
esti mate.

PMIUD produces a running estimate of the PMIU between a source node
and a destination node. Because PMIU is dynam c, at any given tineg,
the PMIU estinmate can differ fromthe actual PMIU. |In order to
detect PMIU increases, PMIUD occasionally resets the PMIU estimate to
the MIU of the first link along path to the destination node. It
then repeats the procedure described above.

Furt hernmore, PMIUD has the follow ng characteristics:

0o It relies on the network’s ability to deliver |CVP PTB nessages to
t he source node.

0o It is susceptible to attack because | CMP nessages are easily
forged [ RFC5927].

FOOTNOTE: According to RFC 0791, every |Pv4 host nust be capabl e of
recei ving a packet whose length is equal to 576 bytes. However, the
IPv4 mnimumlink MU is not 576. Section 3.2 of RFC 0791 explicitly
states that the IPv4 mininumlink MU is 68 bytes.
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FOOTNOTE: In the paragraphs above, the term "non-fragmentabl e packet"
is introduced. A non-fragnmentable packet can be fragnented at its
source. However, it cannot be fragnented by a downstream node. An

| Pv4 packet whose DF-bit is set to zero is fragnentable. An |IPv4
packet whose DF-bit is set to one is non-fragnentable. Al |Pv6
packets are al so non-fragnentabl e.

FOOTNOTE: In the paragraphs above, the term"|CW PTB nessage" is

i ntroduced. The |ICVMP PTB nmessage has two instantiations. In |CWPv4
[ RFC0792], the I CVP PTB nessage is Destination Unreachabl e nessage
with Code equal to (4) fragnentati on needed and DF set. This nessage
was augnmented by [RFC1191] to indicates the MU of the |ink through
whi ch the packet could not be forwarded. In |ICWv6 [ RFC4443], the

| CMP PTB nessage is a Packet Too Big Message with Code equal to (0).
This message al so indicates the MU of the Iink through which the
packet could not be forwarded.

2.2. Upper-layer Protocols

When an upper-layer protocol subnmits data to the underlying IP
nmodul e, and the resulting I P packet’s length is greater than the
PMIU, I P fragnentation may be required. |P fragnentation divides a
packet into fragnents. Each fragnent includes an | P header and a
portion of the original packet.

[ RFCO791] describes I Pv4 fragnmentation procedures. |Pv4 packets
whose DF-bit is set to one cannot be fragnmented. |Pv4 packets whose
DF-bit is set to zero can be fragnmented at the source node or by any
downstreamrouter. [RFC8200] describes IPv6 fragnmentation
procedures. |Pv6 packets can be fragnented at the source node only.

I Pv4 fragnmentation differs slightly fromIPv6 fragnentation.
However, in both IP versions, the upper-layer header appears in the
first fragment only. It does not appear in subsequent fragnents.
Upper -1 ayer protocols can operate in the followi ng nodes:

0o Do not rely on IP fragnentation.

0 Rely on IP source fragnentation only (i.e., fragnentation at the
source node).

0 Rely on IP source fragnmentation and downstream fragnentation
(i.e., fragnentation at any node al ong the path).

Upper -1 ayer protocols running over | Pv4d can operate in the first and

third nodes (above). Upper-Ilayer protocols running over |Pv6 can
operate in the first and second nodes (above).
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Upper -1 ayer protocols that operate in the first two nodes (above)
require access to the PMIU estimate. In order to fulfil this
requi renent, they can

0o Estimate the PMIU to be equal to the IPv4 or IPv6 mnimumlink
MTU.

0 Access the estimate that PMIUD produced.
0 Execute PMIUD procedures thensel ves

0 Execute Packetization Layer PMIUD ( PLPMIUD) [ RFC4821]
[I-D.fairhurst-tsvwy-datagram pl pntud] procedures.

According to PLPMIUD procedures, the upper-Ilayer protocol maintains a
running PMIU estimate. |t does so by sending probe packets of
various sizes to its peer and receiving acknow edgenents. This
strategy differs fromPMIUD in that it relies of acknow edgenent of
recei ved nmessages, as opposed to | CMP PTB nessages concerni ng dropped
messages. Therefore, PLPMIUD does not rely on the network’s ability
to deliver |ICVMP PTB nmessages to the source

An upper-layer protocol that does not rely on |IP fragnentati on never
causes the underlying IP nodule to enit

o A fragnentable |IP packet (i.e., an |IPv4 packet with the DF-bit set
to zero)

0o An IP fragnent.
0 A packet whose length is greater than the PMIU esti nate.

However, when the PMIU estimate is greater than the actual PMIU, the
upper -1l ayer protocol can cause the underlying IP nodule to emt a
packet whose length is greater than the actual PMIU. Wen this
occurs, a downstreamrouter drops the packet and the source node
refines its PMIU estimate, enploying either PMIUD or PLPMIUD
procedures.

When an upper-layer protocol that relies on | P source fragnentation
only subnmits data to the underlying I P nodule, and the resulting
packet is larger than the PMIU estimate, the underlying |IP nodul e
fragments the packet and emits the fragnments. However, the upper-

| ayer protocol never causes the underlying IP nodule to enit

o A fragnentable | P packet.

0 A packet whose length is greater than the PMIU esti nate.
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When the PMIU estimate is greater than the actual PMIU, the upper-
| ayer protocol can cause the underlying IP nodule to enit a packet
whose length is greater than the actual PMIU. When this occurs, a
downstream router drops the packet and the source node refines its
PMIU estinmate, enploying either PMIUD or PLPMIUD procedures.

An upper -l ayer protocol that relies on | P source fragnentation and
downstream fragnmentati on can cause the underlying IP nodule to emt

o A fragnentable | P packet.

0 An IP fragnent.

0 A packet whose length is greater than the PMIU esti mate.

A protocol that relies on I P source fragnentati on and downstream
fragmentation does not require access to the PMIU estinmate. For

t hese protocols, the underlying | P nodul e:

o Fragnments all packets whose | ength exceeds the MIU of the first
link along the path to the destination

0 Sets the DF-bit to zero, so that downstream nodes can fragnent the
packet .

3. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here

4. | P Fragnentation Reduces Reliability

This section explains how I P fragnentation reduces the reliability of
I nt ernet conmuni cati on.

4. 1. M ddl e Box Fail ures

Many m ddl e boxes require access to the transport-Ilayer header
However, when a packet is divided into fragnents, the transport-Iayer
header appears in the first fragment only. |t does not appear in
subsequent fragments. This om ssion can prevent niddl e boxes from
delivering their intended services.

For exanple, assune that a router diverts selected packets fromtheir
normal path towards network appliances that support deep packet
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i nspection and lawful intercept. The router sel ects packets for
di versi on based upon the foll owi ng 5-tuple:

o | P Source Address.

o | P Destination Address.

o0 |Pv4d Protocol or IPv6 Next Header.
0 transport-layer source port.

0 transport-layer destination port.

I P fragmentation causes this selection algorithmto behave
suboptimal |y, because the transport-I|layer header appears only in the
first fragment of each packet.

I n another exanple, a niddl e box remarks a packet’s Differentiated
Servi ces Code Point [ RFC2474] based upon the above nentioned 5-tuple.
I P fragmentation causes this process to behave suboptimally, because
the transport-Ilayer header appears only in the first fragnment of each
packet .

In all of the above-nentioned exanples, the m ddl e box cannot deliver
its intended service wthout reassenbling fragnented packets.

4.2. Partial Filtering

I P fragments cause problens for firewalls whose filter rules include
deci si on naki ng based on TCP and UDP ports. As the port information
is not inthe trailing fragnents the firewall may elect to accept all
trailing fragnents, which may adnit certain classes of attack, or may
elect to block all trailing fragnents, which may bl ock ot herw se
legitimate traffic, or may elect to reassenble all fragnented
packets, which nay be inefficient and negatively affect perfornance.

4.3. Suboptinmal Load Bal anci ng

Many st atel ess | oad-bal ancers require access to the transport-|ayer
header. Assune that a | oad-bal ancer distributes flows anong parallel

links. In order to optinize |oad bal ancing, the | oad-bal ancer sends
every packet or packet fragnent belonging to a flow through the sane
l'i nk.

In order to assign a packet or packet fragnent to a |link, the | oad-
bal ancer executes an algorithm |If the packet or packet fragnent
contains a transport-layer header, the |oad bal ancing al gorithm
accepts the following 5-tuple as input:
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0 | P Source Address.

o | P Destination Address.

0 |Pv4 Protocol or |Pv6 Next Header.

o transport-layer source port.

0 transport-layer destination port.

However, if the packet or packet fragnent does not contain a
transport-layer header, the |oad bal ancing al gorithm accepts only the
followi ng 3-tuple as input:

o | P Source Address.

0 | P Destination Address.

0 |Pv4 Protocol or |Pv6 Next Header.

Theref ore, non-fragnented packets belonging to a flow can be assigned
to one link while fragnmented packets belonging to the same flow can
be divided between that |link and another. This can cause subopti nal

| oad bal anci ng.

4.4. Security Vulnerabilities

Security researchers have docunented several attacks that rely on IP
fragmentation. The follow ng are exanpl es:

0 Overlapping fragnent attack [RFC1858] [RFC5722]
0 Resource exhaustion attacks (such as the Rose Attack)

0 Attacks based on predictable fragnment Identification val ues
[ RFC7739]

0 Attacks based on bugs in the inplenmentation of the fragnent
reassenbly al gorithm

0 Evasion of Network Intrusion Detection Systens (N DS) [Ptacekl1998]

In the overl apping fragment attack, an attacker constructs a series
of packet fragnents. The first fragment contains an | P header, a
transport-|ayer header, and some transport-I|layer payload. This
fragment conplies with local security policy and is allowed to pass
through a stateless firewall. A second fragnment, having a non-zero
of fset, overlaps with the first fragment. The second fragment al so
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passes through the stateless firewall. When the packet is
reassenbl ed, the transport |ayer header fromthe first fragnent is
overwitten by data fromthe second fragnent. The reassenbl ed packet
does not conply with local security policy. Had it traversed the
firewall in one piece, the firewall would have rejected it.

A stateless firewall cannot protect against the overlapping fragnent
attack. However, destination nodes can protect against the

overl apping fragnment attack by inplementing the reassenbly procedures
described in RFC 1858 and RFC 8200. These reassenbly procedures
detect the overlap and di scard the packet.

The fragment reassenbly algorithmis a stateful procedure for an
otherw se statel ess protocol. As such, it can be exploited for
resource exhaustion attacks. An attacker can construct a series of
fragment ed packets, with one fragnent m ssing fromeach packet such
that the reassenbly process cannot conplete. Thus, this attack
causes resource exhaustion on the destination node, possibly denying
reassenbly services to other flows. This type of attack can be
mtigated by flushing fragment reassenbly buffers when necessary, at
the expense of possibly dropping legitimte fragnents.

An | P fragment contains an "ldentification" field that, together with
the I P Source Address and Destination Address of a packet, identifies
fragments that correspond to the sane original datagram such that
they can be reassenbl ed together by the receiving host. Mny

i mpl ement ati ons have enpl oyed predictable values for the
Identification field, thus naking it easy for an attacker to forge
mal i cious I P fragnents that woul d cause the reassenbly procedure for
legitimate packets to fail.

Over the years multiple IPv4 and |1 Pv6 inpl enentati ons have been found
to have flaws in their inplenmentation of the IP fragnment reassenbly
algorithm typically resulting in buffer overflows. These buffer
overfl ows have been exploitable for denial of service and renote code
execution attacks.

NIDS ainms at identifying malicious activity by anal yzi ng network
traffic. Anbiguity in the possible result of the fragment reasenbly
process may allow an attacker to evade these systens. Many of these
systens try to mtigate sone of these evasion techniques by e.qg.
computing all possible outcomes of the fragnent reassenbly process
at the expense of increased processing requirenents.
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4.5. Blackholing Due to | CMP Loss

As stated above, an upper-|ayer protocol requires access the PMIU
estimate if it:

o Does not rely on I P fragmentation

0 Relies on | P source fragnentation only (i.e., fragnentation at the
sour ce node).

In order to satisfy this requirenment, the upper-layer protocol can

0o Estimate the PMIU to be equal to the IPv4 or IPv6 mnimumlink
MTU.

0 Access the estimate that PMIUD produced.
0 Execute PMIUD procedures itself.
0 Execute PLPMIUD procedures.

PMIUD relies upon the network’s ability to deliver | CVMP PTB nessages
to the source node. Therefore, if an upper-layer protocol relies on
PMIUD for its PMIU estimate, it also relies on the networks ability
to deliver |ICMP PTB nessages to the source node

[ RFCA890] states that the PTB nessages must not be filtered.
However, | CMP delivery is not reliable. It is subject to transient
| oss and, in sone configurations, nore persistent delivery issues.

ICMP rate limting, network congestion and packet corruption can
cause transient loss. The effect of rate limting may be severe, as
RFC 4443 reconmends strict rate limting of IPv6 traffic.

Wil e transient | oss causes PMIUD to performless efficiently, it
does not cause PMIUD to fail conpletely. Wen the conditions
contributing to transient |oss abate, the network regains its ability
to deliver |ICVMP PTB nessages and PMIUD regains its ability to
function.

By contrast, nore persistent delivery issues cause PMIUD to fai
conpletely. Consider the follow ng exanpl e:

A DNS client sends a request to an anycast address. The network
routes that DNS request to the nearest instance of that anycast
address (i.e., a DNS Server). The DNS server generates a response
and sends it back to the DNS client. Wile the response does not
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exceed the DNS server’s PMIU estimate, it does exceed the actua
PMTU.

A downstream router drops the packet and sends an | CMP PTB nessage
the packet’s source (i.e., the anycast address). The network routes
the 1 CGvP PTB nessage to the anycast instance closest to the
downstreamrouter. Sadly, that anycast instance may not be the DNS
server that originated the DNS response. It may be anot her DNS
server with the same anycast address. The DNS server that originated
the response may never receive the | CvP PTB nessage and nmay never
updates it PMIU esti nate.

The probl em described in this section is specific to PMIUD. It does
not occur when the upper-|ayer protocol obtains its PMIU estinmate
from PLPMIUD or any ot her source.

Furt hernore, the problemdescribed in this section occurs when the
upper -1l ayer protocol does not rely on IP fragnentation, as well as
when t he upper-layer protocol relies on I P source fragnentation only.

4.6. Blackholing Due To Filtering

In RFC 7872, researchers sanpled Internet paths to deternine whether
they woul d convey packets that contain | Pv6 extension headers.
Sanpl ed paths terminated at popular Internet sites (e.g., popular
web, mail and DNS servers).

The study revealed that at |east 28% of the sanpled paths did not
convey packets containing the | Pv6 Fragnent extension header. In
nmost cases, fragnments were dropped in the destination autononous
system |In other cases, the fragnments were dropped in transit
aut ononbus syst ens.

Anot her recent study [Huston] confirnmed this finding. It reported
that 37% of sanpl ed endpoi nts used | Pv6-capabl e DNS resol vers that
were incapable of receiving a fragnented | Pv6 response.

It is difficult to determ ne why network operators drop fragnents
In sone cases, packet drop may be caused by m sconfiguration. In
ot her cases, network operators may consciously choose to drop |IPv6
fragments, in order to address the issues raised in Section 4.1

t hrough Section 4.5, above.

5. Alternatives to | P Fragnentation
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5.1. Transport Layer Sol utions

The Transport Control Protocol (TCP) [RFC0793]) can be operated in a
node that does not require | P fragnentation.

Applications submit a streamof data to TCP. TCP divides that stream
of data into segnments, with no segnment exceedi ng the TCP Maxi num
Segrment Size (MSS). Each segment is encapsulated in a TCP header and
submitted to the underlying I P nodule. The underlying |IP nodule
prepends an | P header and forwards the resulting packet.

If the TCP MSS is sufficiently small, the underlying | P nodul e never
produces a packet whose length is greater than the actual PMIU
Therefore, IP fragmentation is not required.

TCP offers the follow ng mechani sns for MSS nanagenent

0 Manual configuration

o PMIuUD

o PLPMIUD

For | Pv6 nodes, nmanual configuration is always applicable. If the
MSS is manual Iy configured to 1220 bytes and the packet does not
contain extension headers, the IP layer will never produce a packet

whose length is greater than the I1Pv6 mininmumlink MU (1280 bytes).
However, nmanual configuration prevents TCP fromtaki ng advant age of
|arger link MU s.

RFC 8200 strongly recommends that |1Pv6 nodes inplement PMIUD, in
order to discover and take advantage of path MIUs greater than 1280
bytes. However, as nentioned in Section 2.1, PMIUD relies upon the
network’s ability to deliver |CVWP PTB nessages. Therefore, PMIUD is
applicable only in environnents where the risk of ICMP PTB loss is
accept abl e.

By contrast, PLPMIUD does not rely upon the network’s ability to
deliver ICVMP PTB nessages. However, in many | oss-based TCP
congestion control algorithns, the dropping of a packet nay cause the
TCP control algorithmto drop the congestion control w ndow, or even
re-start with the entire slow start process. For high capacity, |ong
RTT, large volunme TCP streams, the deliberate probing with |arge
packets and the consequent packet drop may inpose too harsh a penalty
on total TCP throughput for it to be a viable approach. [RFC4821]
defines PLPMIUD procedures for TCP
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While TCP will never cause the underlying IP nodule to enit a packet
that is larger than the PMIU estimate, it can cause the underlying IP
modul e to enmit a packet that is larger than the actual PMIU. If this
occurs, the packet is dropped, the PMIU estinmate i s updated, the
segnent is divided into snaller segnents and each snaller segnent is
subnitted to the underlying | P nodul e.

The Dat agram Congesti on Control Protocol (DCCP) [RFCA340] and the
Stream Control Protocol (SCP) [ RFC4960] al so can be operated in a
node that does not require |P fragmentation. They both accept data
froman application and divide that data into segnents, with no
segrment exceedi ng a naxi mum size. Both DCCP and SCP of fer nanual
configuration, PMIUD and PLPMIUD as mechani sms for nanagi ng t hat
maxi mum si ze. [|-D.fairhurst-tsvwg-datagram pl pntud] proposes
PLPMIUD procedures for DCCP and SCP

5.2. Application Layer Solutions

[ RFCB8085] recogni zes that | P fragnentation reduces the reliability of
I nternet communication. Therefore, it offers the follow ng advice
regardi ng applications the run over the User Data Protocol (UDP)

[ RFCO768] .

"An application SHOULD NOT send UDP datagrans that result in IP
packets that exceed the Maxi mum Transmi ssion Unit (MIU) al ong the
path to the destination. Consequently, an application SHOULD either
use the path MIU i nformati on provided by the I P |layer or inplenent
Path MIU Di scovery (PMIUD) itself to determi ne whether the path to a
destination will support its desired nessage size without
fragmentation. "

RFC 8085 conti nues:

"Applications that do not follow the recommendation to do PMIU
PLPMIUD di scovery SHOULD still avoid sending UDP datagrans that woul d
result in I P packets that exceed the path MIU.  Because the actua
path MrU i s unknown, such applications SHOULD fall back to sending
messages that are shorter than the default effective MIU for sending
(EMIU_S in [RFC1122]). For IPv4, EMIU S is the smaller of 576 bytes
and the first-hop MIU. For IPv6, EMIU S is 1280 bytes. The
effective PMIU for a directly connected destination (with no routers
on the path) is the configured interface MIU, which could be |ess
than the maxi mum | ink payl oad size. Transm ssion of nininmmsized
UDP datagranms is inefficient over paths that support a |arger PMIU
which is a second reason to inplement PMIU di scovery."

RFC 8085 assunes that for I1Pv4, an EMIU S of 576 is sufficiently
smal |, even though the IPv4 nmininumlink MU is 68 bytes.
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6

6

6

This advice applies equally to application that run directly over IP

Applications That Rely on I Pv6 Fragnentation

The following applications rely on IPv6 fragnmentation

o DNS [ RFC1035]

0 OsSPFv3 [ RFC5340]

o | P Encapsul ations

Each of these applications relies on |IPv6 fragnmentation to a varying
degree. In sone cases, that reliance is essential, and cannot be
broken wi t hout fundanentally changing the protocol. |In other cases,
that reliance is incidental, and nost inplenentations already take
appropriate steps to avoid fragnentation.

This list is not conprehensive, and other protocols that rely on | Pv6
fragmentation may exist. They are not specifically considered in the
context of this docunent.
1. DNS

DNS can obtain transport services fromeither UDP or TCP. Superior
performance and scaling characteristics are observed when DNS runs
over UDP

DNS Servers that execute DNSSEC [ RFC4035] procedures are nore likely
to generate |l arge responses. Therefore, when running over UDP, they
are nore likely to cause the generation of IPv6 fragments. DNS' s
reliance upon | Pv6 fragnentation is fundanental and cannot be broken
wi t hout changi ng the DNS specification.

DNS is an essential part of the Internet architecture. Therefore,
this issue is for further study and nust be resol ved before DNSSEC
can be depl oyed successfully in I Pv6 only networks.
2. OsSPFv3

OSPFv3 i npl enentati ons can enit nessages | arge enough to cause | Pv6
fragmentation. However, in keeping with the recommendati ons of
RFC8200, and in order to optinize performance, nost OSPFv3

i mpl ementations restrict their maxi mum nmessage size to the | Pv6

m ni num |i nk MIu
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6.3. | P Encapsul ations

In this docunent, |P encapsulations include IP-in-1P [RFC2003],
Generic Routing Encapsul ation (GRE) [ RFC2784], GRE-in-UDP [ RFC8086]
and Generic Packet Tunneling in IPv6 [RFC2473]. The fragnmentation
strategy described for GRE in [ RFC7588] has been depl oyed for all of
t he above-nentioned | P encapsul ations. This strategy does not rely
on | Pv6 fragnentation except in one corner case. (see Section 3.3.2.2
of RFC 7588 and Section 7.1 of RFC 2473). Section 3.3 of [RFC7676]
further describes this corner case.

7. Reconmendati on
7.1. For Application Devel opers

Application devel opers SHOULD NOT devel op applications that rely on
| Pv6 fragnentation.

Application-1ayer protocols then depend upon |IPv6 fragnmentation
SHOULD be updated to break that dependency.

7.2. For Network Operators
As per RFC 4890, network operators MJST NOT filter |ICwvWPv6 PTB
messages unl ess they are known to be forged or otherw se
illegitimate. As stated in Section 4.5, filtering |CMPv6 PTB packets
causes PMIUD to fail. Many upper-layer protocols rely on PMIUD.

8. | ANA Consi derati ons
Thi s docunent nakes no request of | ANA

9. Security Considerations

This docunment nitigates sone of the security considerations
associated with I P fragnentation by discouraging the use of IP

fragmentation. It does not introduce any new security
vul nerabilities, because it does not introduce any new alternatives
to IP fragnentation. Instead, it recomrends well-understood

alternatives
10. Acknow edgenent s

TBD
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