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1. Introduction

End-to-end security is a requirenment for instant nessagi ng systens
and is comonly deployed in many such systens. In this context,

"end-t o-

end" captures the notion that users of the system enjoy sone
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| evel of security - with the precise | evel depending on the system
design - even when the messaging service they are using perforns
unsati sfactorily.

Messagi ng Layer Security (MS) specifies an architecture (this
docunent) and an abstract protocol [ M.SPROTQ for providing end-to-

end security in this setting. MS is not intended as a full instant
messagi ng protocol but rather is intended to be enbedded in a
concrete protocol such as XMPP [RFC3920]. 1In addition, it does not

specify a conplete wire encoding, but rather a set of abstract data
structures which can then be mapped onto a variety of concrete

encodi ngs, such as TLS [I-D.ietf-tls-tlsl13], CBOR [RFC7049], and JSON
[ RFC7159]. I nplenmentations which adopt conpati bl e encodi ngs shoul d
be able to have sone degree of interoperability at the message |evel
though they may have inconpatible identity/authentication

i nfrastructures.

This docunent is intended to describe the overall nessaging system
architecture which the M.S protocol fits into, and the requirenents
which it is intended to fulfill.

2. Ceneral Setting

A Group using a Messaging Service (MS) conprises a set of
participants called Menbers where each Menber is typically expected
to owmn multiple devices, called Cients. A group nmay be as small as
two menbers (the sinple case of person to person nessaging) or as

| arge as thousands. |In order to comuni cate securely, G oup Menbers
initially use services at their disposal to obtain the necessary
secrets and credentials required for security.

The Messaging Service (MS) presents as two abstract services that
al | ow Menbers to prepare for sending and receiving nessages securely:

0 An Authentication Service (AS) which is responsible for
mai ntai ni ng user long termidentities, issuing credentials which
allow themto authenticate each other, and potentially allow ng
users to discover each others long-termidentity keys.

0o A Delivery Service (DS) which is responsible for receiving and
redi stributing nessages between group nenbers. |In the case of
group nessaging, the delivery service nay al so be responsible for
acting as a "broadcaster" where the sender sends a single nessage
to a group which is then forwarded to each recipient in the group
by the DS. The DS is also responsible for storing and delivering
initial public key material required in order to proceed with the
group secret key establishnment process.
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In many systens, the AS and the DS are actually operated by the same
entity and may even be the sane server. However, they are logically
distinct and, in other systems, may be operated by different
entities, hence we show them as being separate here. O her
partitions are al so possible, such as having a separate directory
server.

A typical group nessaging scenario might ook Iike this:

1. Alice, Bob and Charlie create accounts with a nmessagi ng service
and obtain credentials fromthe AS.

2. Alice, Bob and Charlie authenticate to the DS and store sone
initial keying material which can be used to send encrypted
messages to themfor the first tine. This keying material is
authenticated with their long termcredentials.

3. Wen Alice wants to send a nessage to Bob and Charlie, she
contacts the DS and | ooks up their initial keying material. She
uses these keys to establish a new set of keys which she can use
to send encrypted nmessages to Bob and Charlie. She then sends
the encrypted nessage(s) to the DS, which forwards themto the
recipients.

4. Bob and/or Charlie respond to Alice’s nessage. Their nessages
nmght trigger a new key derivation step which allows the shared
group key to be updated to provi de post-conpronise security
Section 3.2.2.1.

Clients may wish to do the foll ow ng:

Omara, et al. Expi res August 11, 2018 [ Page 4]



Internet-Draft M.S Architecture February 2018

O create a group by inviting a set of other nenbers;
0 add one or nore nenbers to an existing group

0 renove one or nore nenbers from an existing group
0 join an existing group;

o |leave a group

0 send a nessage to everyone in the group

0 receive a nessage from soneone in the group

At the cryptographic level, Cients in groups (and by extension
Menbers) are peers. For instance, any Cient should be able to add a
menber to a group. This is in contrast so sone designs in which
there is a single group controller who can nodify the group. MSis
conmpatible with having group administration restricted to certain
users, but we assunme that those restrictions are enforced by

aut hentication and access control. Thus, for instance, while it

m ght be technically possible for any nenber to send a nessage addi ng
a new nenber to a group, the group m ght have the policy that only
certain nmenbers are allowed to nmake changes and thus other nenbers
can ignore or reject such a nmessage from an unauthorized user

2.1. Goup, Menbers and dients

In M.S a Goup is defined as a set of Menbers who possibly use
mul ti pl e endpoint devices (Cients) to interact with the Messaging
Service. These Cients will typically correspond to end-user devices
such as phones, web clients or other devices running MS.

Each nenber device owns a long termidentity key pair that uniquely
defines its identity to other Menbers of the G oup. Because a single
Menber may operate multiple devices sinmultaneously (e.g., a desktop
and a phone) or sequentially (e.g., replacing one phone with
another), the formal definition of a Goup in M.Sis the set of
Clients that has legitimte know edge of the shared (Encryption)

G oup Key established in the group key establishnment phase of the

pr ot ocol

In sone nessagi ng systens, Clients belonging to the same Menber nust
all share the sanme identity key pair, but M.S does not assume this.
The M.S architecture considers the nore general case and allows for
i mportant use cases, such as a Menber adding a new dient when al
their existing clients are offline.
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M.S has been designed to provide sinmilar security guarantees to al
Clients, for all group sizes, even when it reduces to only two
Cients.

2.2. Authentication Service

The basic function of the Authentication Service is to provide a
trusted mapping fromuser identities (usernames, phone nunbers,
etc.), which exist 1:1 with Menbers, to identity keys, which may
either be one per dient or may be shared anobngst the Cients
attached to a Menber.

o Acertificate authority or sinmilar service which signs some sort
of portable credential binding an identity to a key.

o A directory server which provides the key for a given identity
(presumably this connection is secured via sone form of transport
security such as TLS)

By definition, the ASis invested with a |arge amount of trust. A
mal i ci ous AS can inpersonate - or allow an attacker to inpersonate -
any user of the system This risk can be mitigated by publishing the
bi ndi ng between identities and keys in a public |og such as Key

Transparency (KT) [KeyTransparency]. It is possible to build a
functional M.S system wi thout any kind of public key |ogging, but
such a systemw ||l necessarily be somewhat vulnerable to attack by a

mal i ci ous or untrusted AS.
2.3. Delivery Service

The Delivery Service (DS) is expected to play multiple roles in the
Messagi ng Service architecture:

0 To act as a directory service providing the keying materi al
(authentication keys and initial keying material) for Cients to
use. This allows a Cient to establish a shared key and send
encrypted nmessages to other Clients even if the other Cient is
of fline.

0 To route nessages between Cients and to act as a nessage
broadcaster, taking in one nessage and forwarding it to nmultiple
Clients (al so known as "server side fanout")

Depending on the level of trust given by the Goup to the Delivery

Service, the functional and security guarantees provided by M.S may
differ.
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2.3.1. Key Storage

Upon joining the system each Cient stores its initial cryptographic
key material with the DS. This key naterial represents the initial
contribution fromeach nmenber that will be used in the establishnent
of the shared group key. This initial keying material MJST be

aut henticated using the Client’'s identity key. Thus, the dient
stores:

o0 Acredential fromthe Authentication service attesting to the
bi ndi ng between the Menber and the Cient’'s identity key.

0 The menber’s initial keying material signed with the Client’'s
identity key.

As noted above, Menbers nay have nultiple Cients, each with their
own keying material, and thus there may be nultiple entries stored by
each Menber.

2.3.2. Key Retrieval

When a Cient wishes to establish a group and send an initial nessage
to that group, it contacts the DS and retrieves the initial key
materi al for each other Menmber, verifies it using the identity key,
and then is able to forma joint key with each other dient, and from
those fornms the group key, which it can use for the encryption of
nmessages.

2.3.3. Delivery of nessages and attachnents

The DS's nmain responsibility is to ensure delivery of messages.
Specifically, we assume that DSs provide:

0 Reliable delivery: when a nessage is provided to the DS, it is
eventual ly delivered to all group nenbers.

0 In-order delivery: nessages are delivered to the group in the
order they are received froma given Cient and in approxi mtely
the order in which they are sent by Cients. The latter is an
appr oxi mat e guar antee because nultiple dients nmay send nessages
at the sane tine and so the DS needs sone latitude in reordering
between Cients.

0 Consistent ordering: the DS nmust ensure that all Cients have the
same vi ew of nmessage ordering.

Omara, et al. Expi res August 11, 2018 [ Page 7]



Internet-Draft M.S Architecture February 2018

Note that the DS rmay provide ordering guarantees by ensuring in-order
delivery or by providing nessages with sonme kind of sequence
information and allowing clients to reorder on receipt.

The M.S protocol itself should be able to verify these properties.

For instance, if the DS reorders nessages froma Cient or provides
different Cients with inconsistent orderings, then dients should be
able to detect this m sconduct. However, MS need not provide
mechani sms to recover froma m sbehavi ng DS

Note that sone forns of DS misbehavior are still possible and
difficult to detect. For instance, a DS can sinply refuse to relay
messages to and froma given Client. Wthout some sort of side

i nformati on, other Cients cannot generally distinguish this form of
Deni al of Service (DoS) attack fromthe Cient being actually

of fline.

2.3.4. Menbership know edge

G oup nmenmbership is itself sensitive information and M.S i s desi gned
so that neither the DS nor the AS need have static know edge of which
Clients are in which Goup. However, they may learn this information
through traffic analysis. For instance, in a server side fanout
nmodel , the DS learns that a given Cient is sending the sanme nessage
to a set of other Cients. |In addition, there may be applications of
M.S in which the Group nenbership list is stored on sonme server
associated with the M5

2.3.5. Menbership and offline nmenbers

3.

3.

Because Forward Secrecy (FS) and Post-Conprom se Security (PCS) rely
on the deletion and repl acenent of keying material, any Cient which
is persistently offline may still be holding old keying material and
thus be a threat to both FS and PCS if it is |ater conprom sed. MS
doesn’'t inherently defend against this problem but MS-using systens
shoul d enforce some nmechani smfor doing so. Typically this wll
consist of evicting Clients which are idle for too Ilong, thus
containing the threat of conpromi se. The precise details of such
mechani sms are a matter of |ocal policy.

Syst em Requi renents
1. Functional Requirenents

M.S is designed as a | arge scal e group nessagi ng protocol and hence
ains to provide performance and safety to its users. Messaging

systens that inplenment M.S nust provide support for conversations
involving two or nore participants, and aimto scale to approxi mately
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50,000 clients, typically including many Menmbers using nmultiple
devi ces.

3.1.1. Asynchronous Usage

No operation in MS should require two distinct users to be online
sinul taneously. In particular, clients participating in
conversations protected using M.S nust be able to update shared keys,
add or renove new nenbers, and send nmessages and attachments wi t hout
wai ting for another user’'s reply.

Messagi ng systens that inplenent M.S nmust provide a transport |ayer
for delivering nmessages asynchronously and reliably.

3.1.2. Recovery After State Loss

Conversation partici pants whose local M.S state is |ost or corrupted
nmust be able to reinitialize their state and continue participating
in the conversation. This may entail sonme |evel of nessage |oss, but
should not result in permanent exclusion fromthe group

3.1.3. Support for Multiple Devices

It is typically expected for Menbers of the G oup to own different
devi ces.

A new device can join the group and will be considered as a new
Client by the protocol. This Cient will not gain access to the
history even if it is owned by soneone who is already a Menber of the
Goup. Restoring history is typically not allowed at the protoco

| evel but applications may el ect to provide such a nechani sm out si de
of M.S.

3.1.4. Extensibility / Pluggability

Messages that don't affect the group state can carry an arbitrary
payl oad with the purpose of sharing that payl oad between group
menbers. No assunptions are nmade about the format of the payl oad.

3.1.5. Privacy

The protocol is designed in a way that linmts the server-side (AS and
DS) nmetadata footprint. The DS nmust only persist data required for
the delivery of nessages and avoid Personally ldentifiable
Information (PIl) or other sensitive netadata wherever possible. A
Messagi ng Service provider that has control over both the AS and the
DS, will not be able to correlate encrypted nessages forwarded by the
DS, with the initial public keys signed by the AS.
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3.1.6. Federation

The protocol ains to be conpatible with federated environnments.
Whi |l e this docunent does not specify all necessary nechani sns
required for federation, nultiple M.S inplenentations should be able
to interoperate and to formfederated systens.

3.1.7. Conpatibility with future versions of MS

It is inportant the nmultiple versions of M.S be able to coexist in
the future. Thus, MS nust offer a version negotiation mechani sm

t hi s nechani sm nust prevent version downgrade attacks where an
attacker would actively rewite nmessages nessages with a | ower
protocol version than the ones originally offered by the endpoints.
When multiple versions of M.S are avail able, the negotiation protoco
must guarantee that the version agreed upon will be the highest
versi on supported in comopn by the group

3.2. Security Requirenents
3.2.1. Connections between Cients and Servers (one-to-one)

We assune that all transport connections are secured via sone
transport |ayer security mechani smsuch as TLS [I-D.ietf-tls-tlsl13].
However, as noted above, the security of MS should generally survive
comprom se of the transport |ayer.

3.2.2. Message Secrecy and Aut hentication

The trust establishnent step of the ML.S protocol is followed by a
conversation protection step where encryption is used by clients to
transmt authenticated nmessages to other clients through the DS
This ensures that the DS doesn’t have access to the Goup’s private
content.

M.S ainms to provide Secrecy, Integrity and Authentication for al
nessages.

Message Secrecy in the context of MS nmeans that only intended

reci pients (current group nenbers), should be able to read any
message sent to the group, even in the context of an active adversary
as described in the threat nodel.

Message Integrity and Aut hentication nean that an honest dient
shoul d only accept a nessage if it was sent by a group nenmber and
that one Client nust not be able to send a nessage which other
Clients accept as being fromanother Cient.
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A corollary to this statenent is that the AS and the DS can't read
the content of nmessages sent between Menbers as they are not Menbers
of the Goup. MS is expected to optionally provide additiona
protections regarding traffic analysis so as to reduce the ability of
adversaries, or a conprom sed nenber of the nessagi ng system to
deduce the content of the nessages depending on (for exanple) their
size. One of these protections includes paddi ng nessages in order to
produce ci phertexts of standard length. Wile this protection is

hi ghly recommended it is not mandatory as it can be costly in terns
of performance for clients and the M5

Message content can be deniable if the signature keys are exchanged
over a deni able channel prior to signing nessages.

3.2.2.1. Forward and Post - Conproni se Security

M.S provi des additional protection regarding secrecy of past nessages
and future nessages. These cryptographic security properties are
Forward Secrecy (FS) and Post-Conprom se Security (PCS).

FS means that access to all encrypted traffic history conbined with
an access to all current keying material on clients will not defeat
the secrecy properties of nessages ol der than the ol dest key of the
client. Note that this neans that clients have the extrenely

i mportant role of deleting appropriate keys as soon as they have been
used with the expected nessage, otherw se the secrecy of the nessages
and the security for M.S is considerably weakened.

PCS neans that if a group nenber is conpronised at sone tinme t but
subsequently perforns an update at sone tinme t’', then all MS

guar antees shoul d apply to nessages sent after time t’'. For exanple,
if an adversary learns all secrets known to Alice at time t,
including both Alice’ s secret keys and all shared group keys, but
Alice perforns a key update at tinme t’, then the adversary should be
unable to violate any of the M.S security properties after tinme t’.

Both of these properties nust be satisfied even agai nst conpromn sed
DSs and ASs.

3.2.2.2. Menbership Changes

M.S ainms to provide agreenent on group nenbership, neaning that all
group nenbers have agreed on the list of current group nenbers.

Sone applications may wish to enforce ACLs to |limt addition or

renoval of group nenbers, to privileged users. Ohers may wish to
require authorization fromthe current group nenbers or a subset
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thereof. Regardless, MS does not allow addition or renoval of group
menbers wi thout informng all other nenbers.

Once a Menber is part of a Goup, the set of devices controlled by
the menber should only be altered by an authorized nenber of the
group. This authorization could depend on the application: some
applications might want to allow certain other nmenbers of the group
to add or renove devices on behal f of another nenber, while other
applications mght want a nore strict policy and allow only the owner
of the devices to add or renove them at the potential cost of weaker
PCS guar ant ees.

Menbers who are renoved froma group do not enjoy special privileges:
conmprom se of a renoved group nenber should not affect the security
of messages sent after their renoval

3.2.2.3. Security of Attachnments

The security properties expected for attachnments in the M.S protoco
are very simlar to the ones expected from nessages. The distinction
bet ween messages and attachnents stens fromthe fact that the typica
average tinme between the downl oad of a nessage and the one fromthe
attachnents nay be different. For nany reasons (a typical reason
being the | ack of high bandwi dth network connectivity), the lifetine
of the cryptographic keys for attachments is usually higher than for
messages, hence slightly weakening the PCS guarantees for
attachnents.

3.2.2.4. Denial of Service

In general we do not consider Denial of Service (DoS) resistance to
be the responsibility of the protocol. However, it should not be
possi bl e for anyone to performa trivial Denial of Service (DoS)
attack fromwhich it is hard to recover.

3.2.2.5. Deniability

As described in Section 4.4, M.S ains to provide data origin

aut hentication within a group, such that one group nenber cannot send
a nmessage that appears to be from anot her group nenber.

Additionally, it is a requirenent of some services that a recipient
be able to prove to the nessaging service that a nessage was sent by
a given dient, in order to report abuse. M.S should support both of
these use cases. |In sonme deploynents, these services may be provided
by mechani snms which allow the receiver to prove a nessage’s origin to
athird party (this if often called "non-repudiation"), but it should
al so be possible to operate M.S in a "deni abl e nbde where such proof
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is not possible. [[OPEN | SSUE: Exactly how to supply this is still a
prot ocol question.]]

4. Security Considerations

M.S adopts the Internet threat nodel [RFC3552] and therefore assunes

that the attacker has conplete control of the network. It is
intended to provide the security services described in in the face of
such attackers. 1In addition, these guarantees are intended to

degrade gracefully in the presence of conprom se of the transport
security links as well as of both dients and el enents of the
messagi ng system as described in the renai nder of this section

4.1. Transport Security Links

[ TODO. Mostly DoS, nessage suppression, and | eakage of group
menber shi p. ]

4.2. Delivery Service Conprom se

M.S is intended to provide strong guarantees in the face of
conpromi se of the DS. Even a totally conprom sed DS shoul d not be
abl e to read nessages or inject nessages that will be acceptable to
legitimate dients. |t should also not be able to undetectably
renove, reorder or replay nessages.

However, a DS can nount a variety of DoS attacks on the system
including total DoS attacks (where it sinply refuses to forward any
messages) and partial DoS attacks (where it refuses to forward
messages to and fromspecific Cients). As noted in Section 2.3.3,
these attacks are only partially detectable by clients. Utinately,
failure of the DS to provide reasonabl e service nust be dealt with as
a custonmer service matter, not via technol ogy.

Because the DS is responsible for providing the initial keying
material to Clients, it can provide stale keys. This doesn’t

i nherently lead to conpronmi se of the nessage stream but does all ow
it to attack forward security to a limted extent. This threat can
be mtigated by having initial keys expire.

4.3. Authentication Service Conpromn se

A conpromised AS is a serious matter, as the AS can provide incorrect
or adversarial identities to clients. As noted in Section 2.2,
mtigating this formof attack requires some sort of transparency/

| oggi ng nmechanism Wthout such a nechanism MS will only provide
limted security against a conprom sed AS.
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4.4. dient Conprom se

In general, M.S only provides limted protection against conproni sed
Clients. Wen the dient is conprom sed, then the attacker wll
obviously be able to decrypt any nessages for groups in which the
Client is a nenmber. It will also be able to send nessages

i npersonating the conpronised Client until the dient updates its
keying material (see Section 3.2.2.1). MS attenpts to provi de sone
security in the face of client conprom se.

In addition, a dient should not be able to send a nessage to a group
whi ch appears to be fromanother dient with a different identity.
Note that if Clients fromthe sane Menber share keying material, then
one will be able to inpersonate anot her.

Finally, dients should not be able to perform denial of service
attacks Section 3.2.2.4.

5. Contributors

o Katriel Cohn-CGordon
Uni versity of Oxford
me@atriel.co. uk

o Cas Creners
Uni versity of Oxford
cas. cremers@s. ox. ac. uk

o Thyla van der Merwe
Royal Hol | oway, University of London
t hyl a. van. der @rer we. t ech

o Jon MIllican
Facebook
jmllican@b.com

0 Raphael Robert
Wre
raphael @Gu re. com
6. Informative References
[I-Dietf-tls-tls13]
Rescorla, E., "The Transport Layer Security (TLS) Protocol

Version 1.3", draft-ietf-tls-tlsl13-23 (work in progress),
January 2018.

Omara, et al. Expi res August 11, 2018 [ Page 14]



Internet-Draft M.S Architecture February 2018

[ KeyTr anspar ency]
Google, ., "Key Transparency", n.d.,
<htt ps:// KeyTransparency. or g>.

[ MLSPROTQ
Barnes, R, Mllican, J., Orara, E., Cohn-Gordon, K, and
R Robert, "Messaging Layer Security Protocol", 2018.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<https://ww. rfc-editor.org/info/rfc2119>.

[ RFC3552] Rescorla, E. and B. Korver, "Cuidelines for Witing RFC
Text on Security Considerations”, BCP 72, RFC 3552,
DO 10.17487/ RFC3552, July 2003,
<https://ww. rfc-editor.org/info/rfc3552>.

[ RFC3920] Saint-Andre, P., Ed., "Extensible Messaging and Presence
Protocol (XWMPP): Core", RFC 3920, DA 10.17487/ RFC3920,
Cct ober 2004, <https://ww.rfc-editor.org/info/rfc3920>.

[ RFC7049] Bormann, C. and P. Hof frman, "Concise Binary bject
Representation (CBOR)", RFC 7049, DA 10.17487/ RFC7049,
Cct ober 2013, <https://www. rfc-editor.org/info/rfc7049>.

[ RFC7159] Bray, T., Ed., "The JavaScript Object Notation (JSON) Data
I nterchange Format", RFC 7159, DO 10.17487/ RFC7159, March
2014, <https://ww.rfc-editor.org/info/rfc7159>.

Aut hors’ Addresses

Enmad Omar a
Googl e

Emai | : enmadormar a@oogl e. com

Benj am n Beur douche
I NRI' A

Emai | : benj ami n. beur douche@nria. fr
Eric Rescorla
Mozill a

Enail: ekr@tfmcom

Omara, et al. Expi res August 11, 2018 [ Page 15]



Internet-Draft

Omara, et al.

Srinivas | nguva
Twitter

Enmai | : singuva@w tter.com
Al bert Kwon

MT

Emai |l : kwonal @i t. edu

Al an Duric

Wre

Email : alan@i re. com

MLS Architecture

Expi res August 11, 2018

February 2018

[ Page 16]



