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Abstract

Thi s docunent suggests the necessity of an architectural franmework
for network telemetry in order to neet the current and future network
operation requirenents. The defining characteristics of network
telemetry shows a clear distinction fromthe conventional network OAM
concept; hence the network telemetry demands new t echni ques and
protocols. This docunment clarifies the term nologies and cl assifies
the categories and conponents of a network telenetry framework. The
requi renents, challenges, existing solutions, and future directions
are di scussed for each category. The network telenetry framework and
the taxonony help to set a conmon ground for the collection of

rel ated works and put future techni que and standard devel opnents into
perspecti ve.

Requi renment s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
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1. Mbtivation

The advance of AI/M technol ogi es gives networks an unprecedented
opportunity to realize network autononmy with closed control | oops.

An intent-driven autononous network is the | ogical next step for
network evolution following SDN, aimng to reduce (or even elimnate)
human | abor, make the nost efficient use of network resources, and
provi de better services nore aligned with custoner requirements

Al t hough we still have a long way to reach the ultimte goal, the
journey has started neverthel ess.

The storage and conputing technol ogi es are already mature enough to
be able to retain and process a huge amobunt of data and nake real -
time inference. Tools based on nmachine | earning technol ogies and big
data anal ytics are powerful in detecting and reacting on network
faults, anonalies, and policy violations. |In turn, the network
policy updates for planning, intrusion prevention, optinzation, and
sel f-healing can be applied. Some tools can even predict future
events based on historical data.

However, the networks fail to keep pace with such data need. The
current network architecture, protocol suite, and systemdesign are
not ready yet to provide enough quality data. |In the renaining of
this section, first we identify a few key network operation use cases
that network operators need the nost. These use cases are also the
essential functions of the future autononous networks. Next, we show
why the current network OAM t echni ques and protocols are not
sufficient to neet the requirenents of these use cases. The

di scussi on underlines the need of a new brood of techniques and
protocol s which we put under an unbrella term- network telenetry.

1.1. Use Cases
Al these use cases involves the data extracted fromthe network data

pl ane and sonetines fromthe network control plane and nanagenent
pl ane.
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Intent and Policy Conpliance: Network policies are the rules that

constraint the services for network access, provide differentiate
within a service, or enforce specific treatment on the traffic.
For exanple, a service function chainis a policy that requires
the selected flows to pass through a set of network functions in
order. An intents is a high-level abstract policy which requires
a conpl ex translati on and mappi ng process before being applied on
networks. Wiile a policy is enforced, the conpliance needs to be
verified and nonitored continuously.

SLA Conpliance: A Service-Level Agreenent (SLA) defines the |level of

service a user expects froma network operator, which include the
metrics for the service nmeasurenent and renedy/penalty procedures
when the service | evel misses the agreenment. Users need to check
if they get the service as prom sed and network operators need to
eval uate how they can deliver the services that can neet the SLA

Root Cause Analysis: Network failure often involves a sequence of

chai ned events and the source of the failure is not
straightforward to identify, especially when the failure is
sporadic. \While nmachine [earning or other data anal ytics
technol ogi es can be used for root cause analysis, it up to the
network to provide all the relevant data for anal ysis.

Load Bal ancing, Traffic Engineering, and Network Planning: Network

operators are notivated to optimize their network utilization for
better RO or |ower CAPEX, as well as differentiation across
services and/or users of a given service. The first stepis to
know the real -tinme network conditions before applying policies to
steer the user traffic or adjust the |oad balancing algorithm In
some cases network mcro-bursts need to be detected in a very
short time-frane so that fine grained traffic control can be
applied to avoid possible network congestion. The long term
networ k capacity planning and topol ogy augnmentation also rely on
the accunul ated data of the network operation

Event Tracking and Prediction: Network visibility is critical for a

Song,

heal thy network operation. Nunerous network events are of
interest to network operators. For exanple, Network operators

al ways want to | earn where and why packets are dropped for an
application flow. They also want to be warned by sone early signs
that sonme conponent is going to fail so the proper fix or

repl acenent can be made in tine.
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1.2. Chall enges

The conventional OAM techni ques, as described in [RFC7276], are not
sufficient to support the above use cases for the follow ng reasons:

0 Mbst use cases need to continuously nonitor the network and
dynanically refine the data collection in real-tine and
interactively. The poll-based | owfrequency data collection is
ill-suited for these applications. Streanming data directly pushed
fromthe data source is preferred

0 Various data is needed fromany place ranging fromthe packet
processing engine to the QoS traffic manager. Traditional data
pl ane devi ces cannot provide the necessary probes. An open and
programmuabl e data plane is therefore needed.

o Many application scenarios need to correlate data fromnmultiple
sources (e.g., fromdistributed nodes or fromdifferent network
pl ane). A pieceneal solution is often lacking the capability to
consolidate the data frommultiple sources. The conposition of a
compl ete solution, as partly proposed by ARCA
[1-D. pedro-nnrg-anticipated-adaptation], will be enpowered and
gui ded by a conprehensive franmework

0 The passive neasurenent techni ques can either consune too nuch
networ k resources and render too nuch redundant data, or lead to
i naccurate results. The active measurenent techniques are
indirect, and they can interfere with the user traffic. W need
techni ques that can collect direct and on-dermand data from user
traffic.

1.3. dossary

Bef ore further discussion, we |list sone key term nol ogy and acronyns

used in this docunents. W make an intended distinction between

network telenetry and network OAM

Al: Artificial Intelligence. Use machine-I|earning based
technol ogi es to automate network operation

BMP. BGP Monitoring Protoco
DNP:  Dynani ¢ Network Probe
DPI: Deep Packet Inspection

gNM :  gPRC Network Managenent |nterface
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gRPC. gRPC Renote Procedure Call

IDN:  Intent-Driven Network

IPFIX: 1P Flow Informati on Export Protoco

| PFPM 1P Fl ow Performance Measurenent

IOAM  In-situ OAM

NETCONF:  Network Configuration Protoco

Net work Tel ermetry: A general termfor a new brood of network
visibility techniques and protocols, with the characteristics
defined in this docunent. Network telenmetry enables snooth
evol ution toward intent-driven autononous networks.

NMS:  Networ k Managenment System

QCAM  (Operations, Administration, and Miintenance. A group of
net wor k managenent functions that provide network fault
i ndication, fault localization, performance information, and data
and di agnosis functions. Mst conventional network nonitoring
techni ques and protocols belong to network OAM

SNMP:  Si npl e Networ k Managenent Prot ocol

YANG A data nodeling | anguage for NETCONF

YANG FSM A YANG nodel to define device side finite state machine

YANG PUSH: A nethod to subscribe pushed data fromrenote YANG
dat astore

1.4. Network Telenetry

For a long tine, network operators have relied upon protocols such as
SNMP [ RFC1157] to nonitor the network. SNWP can only provide linited
i nformati on about the network. Since SNW is poll-based, it incurs

| ow data rate and hi gh processi ng overhead. Such drawbacks nmake SNWP
unsuitabl e for today’'s automatic network applications.

Network telemetry has energed as a nmainstreamtechnical termto refer
to the newer techni ques of data collection and consunption

di stinguishing itself formthe convention techni ques for network QAM
It is expected that network telemetry can provide the necessary
network visibility for autononous networks, address the shortconi ngs
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of conventional OAM techni ques, and allow for the energence of new
techni ques bearing certain characterisitcs.

One key difference between the network telenetry and the network QOAM
is that the network telenetry assunes an intelligent machine in the
center of a closed control |oop, while the network OAM assunes the
human network operators in the nmddle of an open control |oop. The
network telenetry can directly trigger the automated network
operation; The conventional OAMtools only hel p human operators to
nmoni tor and di agnose the networks and gui de nanual network
operations. The different assunptions lead to very different

t echni ques.

Al t hough the network telemetry techni ques are just energing and
subj ect to continuous evolution, several defining characteristics of
network telenetry have been well accepted:

0 Push and Streaning: Instead of polling data from network devices,
the telenetry collector subscribes to the stream ng data pushed
fromthe data source in network devices.

o0 Volume and Velocity: The telenetry data is intended to be consuned
by machine rather than by human. Therefore, the data volune is
huge and the processing is often in realtine.

0 Normalization and Unification: Telenmetry ains to address the
overal|l network automation needs. The piecenmeal solutions offered
by the conventional OAM approach are no longer suitable. Efforts
need to be nade to nornmalize the data representation and unify the
pr ot ocol s.

0 Mbdel -based: The data is nodel -based which allows applications to
configure and consune data with ease.

o Data Fusion: The data for a single application can cone from
mul tiple data sources (e.g., cross donmin, cross device, and cross
| ayer) and needs to be correlated to take effect.

o Dynamic and Interactive: Since the network telenetry neans to be
used in a closed control loop for network automation, it needs to
run continuously and adapt to the dynam c and interactive queries
fromthe network operation controller.

In addition, the ideal network telemetry solution should al so support
the follow ng features

0 In-Network Custom zation: The data can be custonized in network at
run-time to cater to the specific need of applications. This
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2

needs the support of a programmabl e data pl ane which all ows probes
to be depl oyed at flexible |ocations.

o0 Direct Data Plane Export: The data originated fromdata plane can
be directly exported to the data consuner for efficiency,
especially when the data bandwidth is large and the real -tine
processing is required.

0 In-band Data Collection: In addition to the passive and active
data col |l ection approaches, the new hybrid approach allows to
directly collect data for any target flow on its entire forwarding
pat h.

0 Non-intrusive: The telenmetry systemshould not fall into the trap
of the "observer effect”. That is, it should not change the
net wor k behavi or or affect the forwardi ng performance.

The Necessity of a Network Tel enmetry Franmework

Bi g data anal yti cs and machi ne-| earni ng based Al technol ogies are
applied for network operation automation, relying on abundant data
fromnetworks. The single-sourced and static data acquisition cannot
meet the data requirements. It is desirable to have a franmework that
integrates multiple telenetry approaches fromdifferent |ayers, and
all ows flexible combinations for different applications. The
framework will benefit application devel opnent for the follow ng
reasons.

0 The future autononous networks will require a holistic view on
network visibility. Al the use cases and applications need to be
supported uniformy and coherently under a single intelligent
agent. Therefore, the protocols and nmechani sns should be
consolidated into a mnimumyet conprehensive set. A telenetry
framework can help to nornmalize the techni que devel opnents.

0 Network visibility presents multiple viewpoints. For exanple, the
devi ce viewpoint takes the network infrastructure as the
nmoni toring object from which the network topol ogy and device
status can be acquired; the traffic viewpoint takes the flows or
packets as the nonitoring object fromwhich the traffic quality
and path can be acquired. An application nmay need to switch its
vi ewpoi nt during operation. It nmay also need to correlate a
service and its network experience to acquire the conprehensive
i nformati on.

o0 Applications require network telemetry to be elastic in order to
efficiently use the network resource and reduce the perfornmance
i mpact. Routine network nonitoring covers the entire network with
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| ow data sanpling rate. When issues arise or trends energe, the
telemetry data source can be nodified and the data rate can be
boost ed.

o Efficient data fusion is critical for applications to reduce the
overall quantity of data and inprove the accuracy of analysis.

So far, some telenetry related work has been done within | ETF.
However, this work is fragnented and scattered in different working
groups. The lack of coherence nmakes it difficult to assenble a
conpr ehensi ve network telenetry system and causes repetitive and
redundant wor k

A formal network telenetry framework i s needed for constructing a
wor ki ng system The franework should cover the concepts and
conponents fromthe standardi zati on perspective. This docunent
clarifies the layers on which the telenetry is exerted and deconposes
the telenetry systeminto a set of distinct conponents that the

exi sting and future work can easily map to.

3. Network Tel emetry Franework
Tel emetry can be applied on the data plane, the control plane, and

t he managenent plane in a network, as well as other sources out of
the network, as shown in Figure 1.

Song, et al. Expi res January 3, 2019 [ Page 9]



Internet-Draft Net wor k Tel enetry Franewor k July 2018

|

| Net wor k Qper ati on | <------- ¥
| Appl i cati ons |
|

I
I
e + |
N N N |
I I I I
\Y [ \Y \Y
[ S I e L SR +
I | || I
| Control PI|ane| | | External |
| Telemetry | <---> | | Data and
I I | | Event I
| n V | Managenent | | Telenetry |
+o----- [-------- + Pl ane | [
| Y | Telemetry I +
I I I
| Data Plane <---> |
| Telemetry | |
I I I
S [ +

Figure 1: Layer Category of the Network Tel enetry FranmeworKk

Note that the interaction with the network operation applications can
be indirect. For exanple, in the managenent plane telenetry, the
managenent plane may need to acquire data fromthe data plane. On
the other hand, an application nmay involve nore than one plane

simul taneously. For exanple, an SLA conpliance application may
require both the data plane telenmetry and the control plane

telemetry

At each plane, the telenetry can be further partitioned into five
di stinct conponents:

Data Source: Determne where the original data is acquired. The
data source usually just provides raw data which needs further
processing. A data source can be considered a probe. A probe can
be statically installed or dynanically installed.

Data Subscription: Determnine the protocol and channel for
applications to acquire desired data. Data subscription is also
responsible to define the desired data that might not be directly
avai l abl e form data sources. The subscription data can be
described by a nodel. The npdel can be statically installed or
dynanically installed
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Data Generation: The original data needs to be processed, encoded,
and formatted in network devices to nmeet application subscription
requirenents. This may involve in-network conputing and
processing on either the fast path or the slow path in network
devi ces.

Dat a Export: Determine how the ready data are delivered to
appl i cations.

Data Analysis and Storage: |In this final step, data is consuned by
applications or stored for future reference. Data analysis can be
interactive. It may initiate further data subscription

Fom e e e e e e e e e m o +

Figure 2: Conponents in the Network Tel emetry Framewor k
Since nost existing standard-rel ated work belongs to the first four
conmponents, in the renai nder of the docunent, we focus on these
conponents only.
3.1. Existing Works Mapped in the Franmework
The follow ng tabl e provides a non-exhaustive |ist of existing works

(rmai nly published in IETF and with the enphasis on the | atest new
technol ogi es) and shows their positions in the franework.
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Figure 3: Existing Work
3.2. Managenent Plane Tel enetry
3.2.1. Requirenments and Chal |l enges

The managenent plane of the network el ement interacts with the

Net wor k Managenent System (NWVB), and provides information such as
performance data, network | oggi ng data, network warning and defects
data, and network statistics and state data. Sone |egacy protocols
are widely used for the managenent plane, such as SNMP and Sysl og,
but these protocols do not nmeet the requirenents of the automatic
net wor k operation applications.

New rmanagenent plane telenetry protocols shoul d consider the
foll owi ng requirenents:

Conveni ent Data Subscription: An application should have the freedom

to choose the data export nmeans such as the data types and the
export frequency.

Song, et al. Expi res January 3, 2019 [ Page 12]



Internet-Draft Net wor k Tel enetry Franewor k July 2018

3.

3.

Structured Data: For automatic network operation, nmachines wll
repl ace human for network data conprehension. The schena
| anguages such as YANG can efficiently describe structured data
and normal i ze data encodi ng and transfornation.

Hi gh Speed Data Transport: |In order to retain the information, a
server needs to send a | arge anount of data at high frequency.
Conpact encoding formats are needed to conpress the data and
i nprove the data transport efficiency. The push node, by
replacing the poll node, can al so reduce the interactions between
clients and servers, which help to inprove the server’'s
ef ficiency.

2. 2. Push Extensions for NETCONF

NETCONF [ RFC6241] is one popul ar network managenent protocol, which
is also recommended by | ETF. Although it can be used for data
collection, NETCONF is good at configurations. YANG Push
[I-D.ietf-netconf-yang-push] extends NETCONF and enabl es subscri ber
applications to request a continuous, custonized stream of updates
froma YANG datastore. Providing such visibility into changes nade
upon YANG configuration and operational objects enables new
capabilities based on the renmbte mirroring of configuration and
operational state. Myreover, distributed data collection nmechani sm
[1-D.zhou-netconf-nulti-streamoriginators] via UDP based publication
channel [I-D.ietf-netconf-udp-pub-channel] provides enhanced
efficiency for the NETCONF based tel enetry.

2.3. gRPC Network Managenent Interface

gRPC Net wor k Managenent Interface (gNM)

[1-D. openconfig-rtgwg-gnmi -spec] is a network nanagenent protoco
based on the gRPC [I-D. kumar-rtgwg-grpc-protocol] RPC (Renote
Procedure Call) framework. Wth a single gRPC service definition
both configuration and telenetry can be covered. gRPC is an HITP/ 2
[ RFC7540] based open source mcro service conmuni cation framework
It provides a nunber of capabilities that nakes it well-suited for
network telenetry, including:

0 Full-duplex stream ng transport nodel conbined with a binary
encodi ng nechani sm provi ded further inproved telemetry efficiency.

0 gRPC provides higher-1level features consistency across platforms
that common HTTP/2 libraries typically do not. This
characteristic is especially valuable for the fact that telemetry
data collectors normally reside on a large variety of platforns.

0 The built-in | oad-bal ancing and fail over mechani sm
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3.3. Control Plane Telenetry
3.3.1. Requirements and Chal | enges

The control plane telenmetry refers to the health condition nonitoring
of different network protocols, which covers Layer 2 to Layer 7
Keeping track of the running status of these protocols is beneficial
for detecting, localizing, and even predicting various network

i ssues, as well as network optimization, in real-tinme and in fine
granul arities.

One of the nost chall enging problens for the control plane telenetry
is howto correlate the E2E Key Performance Indicators (KPI) to a
specific layer’'s KPls. For exanple, an |IPTV user may describe his
User Experience (UE) by the video fluency and definition. Then in
case of an unusually poor UE KPI or a service disconnection, it is
non-trivial work to delinit and localize the issue to the responsible
protocol layer (e.g., the Transport Layer or the Network Layer), the
responsi ble protocol (e.g., I1SIS or BGP at the Network Layer), and
finally the responsible device(s) with specific reasons.

Tradi ti onal OAM based approaches for control plane KPlI neasurenent
include PING (L3), Tracert (L3), Y.1731 (L2) and so on. One common
i ssue behind these nethods is that they only neasure the KPIs instead
of reflecting the actual running status of these protocols, making
themless effective or efficient for control plane troubl eshooting
and network optim zation. An exanple of the control plane telenetry
is the BGP nonitoring protocol (BWMP), it is currently used to

nmoni toring the BGP routes and enabl es rich applications, such as BGP
peer analysis, AS analysis, prefix analysis, security analysis, and
so on. However, the nmonitoring of other |ayers, protocols and the
cross-layer, cross-protocol KPI correlations are still in their
infancies (e.g., the 1GP nonitoring is mssing), which require
substantial further research

3.3.2. BGP Mnitoring Protoco

BGP Monitoring Protocol (BWMP) [RFC7854] is used to nonitor BGP
sessions and intended to provide a convenient interface for obtaining
route views.

The BGP routing information is collected fromthe nonitored device(s)
to the BMP nonitoring station by setting up the BMP TCP session. The
BGP peers are nmonitored by the BMP Peer Up and Peer Down
Notifications. The BGP routes (including Adjacency R B In [RFC7854],
Adj acency RIB out [I-D.ietf-grow bnp-adj-rib-out], and Local R b
[I-D.ietf-growbnp-local-rib] are encapsulated in the BMP Route

Moni tori ng Message and the BMP Route Mrroring Message, in the form
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of both initial table dunp and real-tinme route update. 1In addition
BGP statistics are reported through the BMP Stats Report Message,
whi ch could be either tiner triggered or event driven. More BMW
ext ensions can be explored to enrich the applications of BGP
noni t ori ng.

3.4. Data Plane Telenetry
3.4.1. Requirements and Chal | enges

An effective data plane telenetry systemrelies on the data that the
net work devi ce can expose. The data’'s quality, quantity, and
timeliness nust neet sone stringent requirenments. This raises sone
chal  enges to the network data pl ane devices where the first hand
data originate.

0 A data plane device’'s nmain function is user traffic processing and
forwarding. While supporting network visibility is inportant, the
telemetry is just an auxiliary function and it should not inpede
normal traffic processing and forwarding (i.e., the performance is
not | owered and the behavior is not altered due to the telenetry
functions).

0 The network operation applications requires end-to-end visibility
fromvarious sources, which results in a huge volune of data.
However, the sheer data quantity should not stress the network
bandwi dt h, regardl ess of the data delivery approach (i.e., through
i n-band or out-of-band channel s).

0 The data plane devices nust provide the data in a tinely manner
with the mni mum possi ble delay. Long processing, transport,
storage, and anal ysis delay can inpact the effectiveness of the
control | oop and even render the data usel ess.

0 The data should be structured and | abel ed, and easy for
applications to parse and consune. At the sane tinme, the data
types needed by applications can vary significantly. The data
pl ane devi ces need to provide enough flexibility and
programmability to support the precise data provision for
appl i cations.

0 The data plane telenetry should support increnental deploynent and
wor k even though sonme devices are unaware of the system This
chal l enge is highly relevant to the standards and | egacy networKks.

The industry has agreed that the data plane progranmability is
essential to support network telenetry. Newer data plane chips are
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all equi pped with advanced telenetry features and provide flexibility
to support custom zed telenetry functions.

3.4.2. Technique Cassification

There can be nultiple possible dinmensions to classify the data pl ane
tel emetry techni ques

Active and Passive: The active and passive nethods (as well as the
hybrid types) are well docunented in [RFC7799]. The passive
met hods i nclude TCPDUMP, | PFI X [ RFC7011], sflow, and traffic
mrror. These nethods usually have | ow data coverage. The
bandwi dth cost is very high in oreder to inprove the data
coverage. On the other hand, the active nethods include Ping,
Traceroute, OMNMM [RFC4656], and TWAMP [ RFC5357]. These net hods
are intrusive and only provide indirect network neasurenent
results. The hybrid nmethods, including in-situ OAM
[I-D. brockners-inband- oamrequirenents], |PFPM[RFC8321], and
Mul ti point Alternate Marking
[I-D.fioccola-ippmmultipoint-alt-mark], provide a well-bal anced
and nore flexible approach. However, these methods are al so nore
conmpl ex to inplenent.

In-Band and Qut-of-Band: The telenetry data, before being exported
to some collector, can be carried in user packets. Such mnethods
are considered in-band (e.g., in-situ OGAM
[1-D. brockners-inband-oamrequirenents]). |If the telenetry data
is directly exported to sone collector w thout nodifying the user
packets, Such nothods are consi dered out-of-band (e.g., postcard-
based INT). It is possible to have hybrid nmethods. For exanpl e,
only the telemetry instruction or partitial data is carried by
user packets (e.g., |PFPM[RFC8321]).

E2E and I n-Network: Some E2E nethods start fromand end at the
network end hosts (e.g., Ping). The other nmethods work in
networ ks and are transparent to end hosts. However, if needed,
the in-network nmethods can be easily extended into end hosts.

Fl ow, Path, and Node: Depending on the telenetry objective, the
met hods can be fl ow based (e.g., in-situ OAM
[1-D. brockners-inband-oamrequirenents]), path-based (e.g.
Traceroute), and node-based (e.g., |PFI X [RFC7011]).
3.4.3. The | PFPM t echnol ogy

The Alternate Marking nmethod is efficient to perform packet |oss,
delay, and jitter neasurenents both in an | P and Overlay Networks, as
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presented in | PFPM [ RFC8321] and
[I-D.fioccola-ippmmultipoint-alt-mark].

This techni que can be applied to point-to-point and nmultipoint-to-
mul tipoint flows. Alternate Marking creates batches of packets by
alternating the value of 1 bit (or a label) of the packet header
These batches of packets are unanbi guously recogni zed over the
networ k and the conparison of packet counters for each batch all ows
the packet |oss calculation. The sane idea can be applied to del ay
measur enent by sel ecting ad hoc packets with a marking bit dedicated
for delay neasurenents.

Al ternate Marking nmethod needs two counters each marking period for
each flow under nmonitor. For instance, by considering n measurenent
points and mmnonitored flows, the order of magnitude of the packet
counters for each time interval is n*nr2 (1 per color).

Since networks offer rich sets of network performance neasurenent
data (e.g packet counters), traditional approaches run into
limtations. One reason is the fact that the bottleneck is the
generation and export of the data and the anount of data that can be
reasonably collected fromthe network. |n addition, nanagenent tasks
related to deternining and configuring which data to generate lead to
significant depl oynent chall enges.

Mul tipoint Alternate Marking approach, described in
[I-D.fioccola-ippmnmultipoint-alt-mark], ains to resolve this issue
and nakes the performance nonitoring nore flexible in case a detail ed
anal ysis is not needed.

An application orchestrates network performance measurenments tasks
across the network to allow an optim zed nmonitoring and it can
calibrate how deep can be obtained nonitoring data fromthe network
by configuring neasurenment points roughly or neticul ously.

Using Alternate Marking, it is possible to nonitor a Miltipoint

Net wor k wi t hout examining in depth by using the Network C ustering
(subnetworks that are portions of the entire network that preserve
the sane property of the entire network, called clusters). So in
case there is packet loss or the delay is too high the filtering
criteria could be specified nore in order to performa detailed
anal ysis by using a different conbination of clusters up to a per-
fl ow neasurenment as described in | PFPM [ RFC8321] .

In summary, an application can configure initially an end to end
nmoni toring between ingress points and egress points of the network.
If the network does not experinent issues, this approxinate
nmonitoring is good enough and is very cheap in terms of network
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resources. But, in case of problens, the application beconmes aware
of the issues fromthis approximate nmonitoring and, in order to

| ocalize the portion of the network that has issues, configures the
measur enent points nore exhaustively. So a new detail ed nonitoring
is perfornmed. After the detection and resolution of the problemthe
initial approxinmate nonitoring can be used again.

3.4.4. Dynanic Network Probe

Har dwar e based Dynami c Network Probe (DNP) [I-D.song-opsawg-dnp4i q]
provi des a programmbl e neans to custom ze the data that an
application collects fromthe data plane. A direct benefit of DNP is
the reduction of the exported data. A full DNP solution covers
several components including data source, data subscription, and data
generation. The data subscription needs to define the custom data
whi ch can be conposed and derived fromthe raw data sources. The
data generation takes advantage of the noderate in-network conputing
to produce the desired data.

Wil e DNP can introduce unforeseeable flexibility to the data pl ane
telemetry, it also faces sonme challenges. It requires a flexible
data plane that can be dynam cally reprogranmed at run-tinme. The
programm ng APl is yet to be defined.

3.4.5. |IP Flow Information Export (IPFIX) protoco

Traffic on a network can be seen as a set of flows passing through
network elenents. |P Flow Information Export (IPFIX) [RFC7011]
provides a neans of transmitting traffic flow information for

adm ni strative or other purposes. A typical |PFIX enabled system

i ncludes a pool of Metering Processes collects data packets at one or
nmore Observation Points, optionally filters them and aggregates

i nformati on about these packets. An Exporter then gathers each of
the Qbservation Points together into an Gbservation Donai n and sends
this information via the | PFI X protocol to a Collector

3.4.6. In-Situ OAM

Tradi tional passive and active nmonitoring and nmeasurenent techniques
are either inaccurate or resource-consuning. It is preferable to
directly acquire data associated with a fl ow s packets when the
packets pass through a network. In-situ OQAM (i OAM

[1-D. brockners-inband- oamrequirenents], a data generation technique,
enbeds a new instruction header to user packets and the instruction
directs the network nodes to add the requested data to the packets.
Thus, at the path end the packet’s experience on the entire
forwardi ng path can be collected. Such firsthand data is inval uable
to many network OAM appli cati ons.
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However, i OAM al so faces sonme chal |l enges. The issues on perfornmance
i mpact, security, scalability and overhead linmits, encapsulation
difficulties in some protocols, and cross-domain depl oynent need to
be addressed.

3.5. External Data and Event Telenetry

Events that occur outside the boundaries of the network system are
anot her inportant source of telenetry information. Correlating both
internal telemetry data and external events with the requirenments of
network systens, as presented in Exploiting External Event Detectors
to Anticipate Resource Requirenments for the Elastic Adaptation of
SDN/ NFV Systens [I|-D. pedro-nnrg-anticipated-adaptation], provides a
strategi c and functional advantage to managenent operations.

3.5.1. Requirenments and Chal |l enges

As with other sources of telenetry information, the data and events
must neet strict requirements, especially in terns of tineliness,
which is essential to properly incorporate external event information
to managenent cycles. Thus, the specific challenges are described as
fol | ows:

0 The role of external event detector can be played by multiple
el ements, including hardware (e.g. physical sensors, such as
sei snoneters) and software (e.g. Big Data sources that analyze
streanms of information, such as Twitter nessages). Thus, the
transmitted data nust support different shapes but, at the sane
time, follow a comon but extensible ontol ogy.

0 Since the main function of the external event detectors is
actually to performthe notifications, their tinmeliness is
assuned. However, once nessages have been di spatched, they nust
be quickly collected and inserted into the control plane with
variable priority, which will be high for inportant sources and/or
i nportant events and | ow for secondary ones.

o The ontol ogy used by external detectors nust be easily adopted by
current and future devices and applications. Therefore, it nust
be easily mapped to current information nodels, such as in terns
of YANG

Organi zi ng together both internal and external telenetry information
will be key for the general exploitation of the managenent
possibilities of current and future network systens, as reflected in
the incorporation of cognitive capabilities to new hardware and
software (virtual) el enents
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