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Abst r act

The International Civil Aviation O ganization (ICAO is investigating
mobil e routing solutions for a worl dwi de Aeronauti cal

Tel econmuni cati ons Network with Internet Protocol Services (ATNIPS).
The ATN'IPS will eventually replace existing conmunication services
with an | Pv6-based service supporting pervasive Air Traffic
Managenent (ATM) for Air Traffic Controllers (ATC), Airline
Operations Controllers (AOC), and all comrercial aircraft worl dwi de.
This informational docunment describes a sinple and extensible nobile
routing service based on industry-standard BGP to address the ATN | PS
requirenents.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on February 17, 2019.
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1. Introduction

The worldwide Air Traffic Managenent (ATM systemtoday uses a
servi ce known as Aeronautical Tel ecomruni cati ons Network based on
Open Systems |Interconnection (ATNNOSI). The service is used to
augrment controller to pilot voice comrunications with rudi mentary
short text command and control nessages. The service has seen
successful deploynent in a limted set of worldw de ATM domai ns

The International Cvil Aviation Oganization [ICAQ is now

undert aki ng the devel opnent of a next-generation replacement for ATN
OSlI known as Aeronautical Tel ecomuni cations Network with |nternet
Protocol Services (ATNIPS). ATNIPS will eventually provide an

| Pv6- based [ RFC8200] service supporting pervasive ATMfor Air Traffic
Controllers (ATC), Airline Qperations Controllers (ACC), and al
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comrercial aircraft worldwide. As part of the ATN I PS undertaking, a
new nobil e routing service will be needed. This docunment presents an
approach based on the Border Gateway Protocol (BGP) [RFC4271].

Aircraft communicate via wireless aviation data links that typically
support much lower data rates than terrestrial wreless and wred-

i ne communi cations. For example, some Very Hi gh Frequency (VHF)-
based data links only support data rates on the order of 32Kbps and
an energing L-Band data link that is expected to play a key role in
future aeronautical conmunications only supports rates on the order
of 1Mops. Although satellite data |inks can provide nuch higher data
rates during optimal conditions, |ike any other aviation data |ink
they are subject to errors, delay, disruption, signal intermttence,
degradation due to atnospheric conditions, etc. The well-connected
ground domain ATN/ I PS network should therefore treat each safety-of-
flight critical packet produced by (or destined to) an aircraft as a
precious commodity and strive for an optim zed service that provides
t he hi ghest possible degree of reliability.

The ATNIPS is an | Pv6-based overlay network that assumes a worl dw de
connected | nternetworking underlay for carrying tunnel ed ATM

communi cations. The Internetworking underlay could be mani fested as
a private collection of |ong-haul backbone |inks (e.g., fiber optics,
copper, SATCOM etc.) interconnected by high-performance networking
gear such as bridges, switches, and routers. Such a private network
woul d need to connect all ATN IPS participants worl dw de, and coul d
therefore present a considerable cost for a |arge-scal e depl oynent of
new i nfrastructure. Alternatively, the ATNIPS coul d be depl oyed as
a secured overlay over the existing global public Internet. For
exanpl e, ATN | PS nodes coul d be depl oyed as part of an SD-WAN or an
MPLS-WAN t hat rides over the public Internet via secured tunnels.
Furt her details of the Internetworking underlay design are out of
scope for this docunent.

The ATN/ I PS further assumes that each aircraft will receive an | Pv6
Mobil e Network Prefix (MNP) that acconpanies the aircraft wherever it
travels. 1CAOis further proposing to assign each aircraft an entire
/56 MNP for nunbering its on-board networks. ATCs and AOCs wil |

i kewi se receive | Pv6 prefixes, but they would typically appear in
static (not nobile) deploynents such as air traffic control towers
airline headquarters, etc. Throughout the rest of this docunent, we
therefore use the term"M\P" when di scussing an I Pv6 prefix that is
del egated to any ATN/ I PS end system including ATCs, AQOCs, and
aircraft. W also use the termMbility Service Prefix (MSP) to
refer to an aggregated prefix assigned to the ATNIPS by an Internet
assi gned nunbers authority, and fromwhich all M\Ps are del egated
(e.g., up to 2**32 | Pv6 /56 MNPs coul d be del egated froman |Pv6 /24
VBP)
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Connexi on By Boeing [CBB] was an early aviation nobile routing
service based on dynamic updates in the global public Internet BGP
routing system Practical experience with the approach has shown
that frequent injections and withdrawals of MNPs in the Internet
routing systemcan result in excessive BGP update nessagi ng, slow
routing table convergence tines, and extended outages when no route
is available. This is due to both conservative default BGP protoco
timng paraneters (see Section 6) and the conpl ex peering

i nterconnections of BGP routers within the gl obal Internet
infrastructure. The situation is further exacerbated by frequent
aircraft nobility events that each result in BGP updates that nust be
propagated to all BGP routers in the Internet that carry a ful
routing table.

We therefore consider an approach using a BGP overlay network routing
system where a private BGP routing protocol instance is naintained
bet ween ATN | PS Aut ononous System (AS) Border Routers (ASBRs). The
private BGP instance does not interact with the native BGP routing
systemin the connected Internetworking underlay, and BGP updates are
unidirectional from"stub" ASBRs (s-ASBRs) to a snall set of "core"
ASBRs (c-ASBRs) in a hub-and-spokes topology. No extensions to the
BGP protocol are necessary.

The s-ASBRs for each stub AS connect to a small nunber of c-ASBRs via
dedi cated hi gh speed links and/or tunnels across the Internetworking
underl ay using industry-standard encapsul ations (e.g., Generic
Routi ng Encapsul ation (GRE) [ RFC2784], |Psec [RFC4301], etc.). In
particul ar, tunneling nust be used when nei ghboring ASBRs are
separated by nmany | nternetworking underlay hops.

The s-ASBRs engage in external BGP (eBGP) peerings with their
respective c-ASBRs, and only maintain routing table entries for the
M\Ps currently active within the stub AS. The s-ASBRs send BGP
updates for MNP injections or withdrawals to c-ASBRs but do not
recei ve any BGP updates fromc-ASBRs. Instead, the s-ASBRs maintain
default routes with their c-ASBRs as the next hop, and therefore hold
only partial topology infornation.

The c- ASBRs connect to other c-ASBRs using internal BGP (i BGP)
peerings over which they collaboratively maintain a full routing
table for all active MNPs currently in service. Therefore, only the
c-ASBRs maintain a full BGP routing table and never send any BGP
updates to s-ASBRs. This sinple routing nodel therefore greatly
reduces the nunmber of BGP updates that need to be synchroni zed anong
peers, and the nunber is reduced further still when intradomain
routing changes within stub ASes are processed within the AS instead
of being propagated to the core. BGP Route Reflectors (RRs)

[ RFC4456] can al so be used to support increased scaling properties.
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The remai nder of this docunent discusses the proposed BGP-based ATN
I PS nobil e routing service.

2. Term nol ogy

The terns Autononous System (AS) and Aut ononpus System Border Router
(ASBR) are the same as defined in [ RFC4271].

The following ternms are defined for the purposes of this docunent:

Air Traffic Managenent (ATM
The worl dwi de service for coordinating safe aviation operations.

Air Traffic Controller (ATC
A governnent agent responsible for coordinating with aircraft
within a defined operational region via voice and/or data Command
and Control nessaging.

Airline Operations Controller (AQOC)
An airline agent responsible for tracking and coordinating with
aircraft within their fleet.

Aeronautical Tel ecommuni cations Network with Internet Protocol

Servi ces (ATN | PS)
A future aviation network for ATCs and ACCs to coordinate with all
aircraft operating worldwi de. The ATNIPS will be an |Pv6-based
overlay network service that connects access networks via
tunnel i ng over an |nternetworking underl ay.

I nt ernetworking underlay A connected w de-area network that supports
overlay network tunneling and connects Radi o Access Networks to
the rest of the ATN | PS.

Radi o Access Network (RAN)
An aviation radio data link service provider’s network, including
radio transmitters and receivers as well as supporting ground-
domai n infrastructure needed to convey a custoner’s data packets
to the outside world. The termRAN is intended in the same spirit
as for cellular operator networks and other radi o-based Internet
service provider networks. For sinplicity, we also use the term
RAN to refer to ground-domai n networks that connect AOCs and ATCs
wi t hout any avi ation radi o conmuni cati ons.

Core Autononous System Border Router (c-ASBR) A BGP router |ocated
in the hub of the ATN/ IPS hub-and-spokes overlay network topol ogy.

Core Autononous System The "hub" autononous system naintai ned by all
c- ASBRs.
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St ub Aut ononopus System Border Router (s-ASBR) A BGP router
configured as a spoke in the ATN I PS hub-and- spokes overl ay
net wor k t opol ogy.

St ub Aut ononous System A | ogical grouping that includes all dients
currently associated with a given s-ASBR

Client An ATC, ACC or aircraft that connects to the ATNIPS as a
| eaf node. The Cient could be a singleton host, or a router that
connects a nobil e network.

Proxy A node at the edge of a RAN that acts as an internediary
between Clients and s-ASBRs. Fromthe Cient’s perspective, the
Proxy presents the appearance that the Cient is comunicating
directly with the s-ASBR. Fromthe s-ASBR s perspective, the
Proxy presents the appearance that the s-ASBR i s conmunicating
directly with the dient.

Mobile Network Prefix (MNP) An IPv6 prefix that is delegated to any
ATN/ I PS end system including ATCs, ACCs, and aircraft.

Mobility Service Prefix (MSP) An aggregated prefix assigned to the
ATN/ I PS by an Internet assigned nunbers authority, and from which
all MNPs are delegated (e.g., up to 2**32 | Pv6 /56 MNPs coul d be
del egated froma /24 NMSP).

3. ATNIPS Routing System

The proposed ATN I PS routing system conprises a private BGP i nstance
coordinated in an overlay network via tunnels between nei ghboring
ASBRs over the Internetworking underlay. The overlay does not
interact with the native BGP routing systemin the connected
underlying Internetwork, and each c- ASBR advertises only a small and
unchangi ng set of MSPs into the Internetworking underlay routing
systeminstead of the full dynamically changing set of M\Ps. (For
exanpl e, when the Internetworking underlay is the global public
Internet the c-ASBRs advertise the MSPs in the public BGP I nternet
routi ng system)

In a reference depl oynent, one or nore s-ASBRs connect each stub AS
to the overlay using a shared stub AS Nunber (ASN). Each s-ASBR
further uses eBGP to peer with one or nore c-ASBRs. All c¢-ASBRs are
menbers of the same core AS, and use a shared core ASN. @ obally-
uni que public ASNs coul d be assigned, e.g., either according to the
standard 16-bit ASN format or the 32-bit ASN scheme defined in

[ RFC6793] .
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The c-ASBRs use i BGP to naintain a synchroni zed consi stent view of
all active M\Ps currently in service. Figure 1 below represents the
ref erence deploynment. (Note that the figure shows details for only
two s-ASBRs (s-ASBRL and s- ASBR2) due to space constraints, but the
ot her s-ASBRs shoul d be understood to have similar Stub AS, M\P and
eBGP peering arrangenents.) The solution described in this docunent
is flexible enough to extend to these topol ogi es.

(:::)-. <- Stub ASes -> (:::)-.

M\Ps-> . -(:::i1::000) (i) <-MNPs
() ()
Fomm oo - + Fomm oo - +
| s- ASBRL1+- - - - - + +----- +s- ASBR2|
+--+----+ eBGP\ |/ eBGP +----- +-+
\ \/ /
\ eBGP /I \ | eBGP
\ / \ /
Fomm oo - + Fomm oo - +
eBGP+- - - - - +c-ASBR | ...|c-ASBR +----- +eBGP
R + / e s +o- - +- + L +
| s- ASBR +/ i BGP\ (:::)- /i BGP \ +s- ASBR |
S + (i) o - +
S GRS
( Core AS )
D + RN (I I D +
| s- ASBR +\ iBGP/ - (:iiiiii-" Vi BGP / +s- ASBR |
R + \ R + s [ +------- +
eBGP+- - - - - +c-ASBR |...|c-ASBR +----- +eBGP
Fomme - I S +
/ \
| eBGP \ eBGP
/ \
oo+ +ommm - +-+
| s- ASBR | | s- ASBR |
oo + oo +
S e I nternetworking Underlay -------------- >

Figure 1: Reference Depl oynent

In the reference depl oynent, each s-ASBR maintains routes for active
MNPs that currently belong to its stub AS. In response to "Inter-
domai n" nobility events, each s-ASBR will dynanically announces new
M\Ps and wi thdraws departed MNPs in its eBGP updates to c- ASBRs.
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Since ATN IPS end systens are expected to remain within the sane stub
AS for extended timefranmes, however, intra-domain nobility events
(such as an aircraft handing off between cell towers) are handl ed
within the stub AS instead of being propagated as inter-donmain eBGP
updat es.

Each c- ASBR configures a black-hole route for each of its MSPs. By
bl ack-holing the MSPs, the c-ASBR will maintain forwarding table
entries only for the M\Ps that are currently active, and packets
destined to all other MNPs will correctly incur | CMPv6 Destination
Unr eachabl e nmessages [ RFC4443] due to the black hole route. (This is
the sane behavior as for ordinary BGP routers in the Internet when
they receive packets for which there is no route available.) The

c- ASBRs do not send eBGP updates for M\Ps to s-ASBRs, but instead
originate a default route. 1In this way, s-ASBRs have only parti al

t opol ogy know edge (i.e., they know only about the active M\Ps
currently within their stub ASes) and they forward all other packets
to c-ASBRs which have full topol ogy know edge.

Scaling properties of this ATNNIPS routing systemare limted by the
nunber of BGP routes that can be carried by the c-ASBRs. A 2015
study showed that BGP routers in the global public Internet at that
time carried nore than 500K routes with Iinear growth and no signs of
router resource exhaustion [BGP]. A nore recent network erul ation
study al so showed that a single c-ASBR can accompdate at |east 1M
dynani cal | y changi ng BGP routes even on a |lightweight virtua

machi ne. Conmmerci al | y-avai | abl e hi gh- perfornmance dedi cated router
har dware can support many mllions of routes.

Ther ef ore, assuming each c-ASBR can carry 1Mor nore routes, this
means that at least 1M ATN |IPS end system M\Ps can be serviced by a
single set of c-ASBRs and that nunber could be further increased by
using RRs and/or nore powerful routers. Another neans of increasing
scale would be to assign a different set of c-ASBRs for each set of
MSPs. |In that case, each s-ASBR still peers with one or nore c- ASBRs
fromeach set of c-ASBRs, but the s-ASBR institutes route filters so
that it only sends BGP updates to the specific set of c-ASBRs that
aggregate the MSP. In this way, each set of c-ASBRs naintains
separate routing and forwarding tables so that scaling is distributed
across nultiple c-ASBR sets instead of concentrated in a single
c-ASBR set. For exanple, a first c-ASBR set could aggregate an MsP
segrment A::/32, a second set could aggregate B::/32, a third could
aggregate C.:/32, etc. The union of all MSP segnents woul d then
constitute the collective MSP(s) for the entire ATN | PS.

In this way, each set of c-ASBRs services a specific set of MSPs that

they inject into the Internetworking underlay native routing system
and each s-ASBR configures MSP-specific routes that list the correct
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set of c-ASBRs as next hops. This design also allows for natural

i ncrenment al depl oynent, and can support initial mediumscale

depl oynents foll owed by dynam c depl oynent of additional ATN I PS
infrastructure el enments w thout disturbing the already-depl oyed base.
For exanple, a few nore c-ASBRs coul d be added if the MNP service
demand ever outgrows the initial deployment.

4. ATN I PS Radi o Access Network (RAN) Nbdel

Radi o Access Networks (RANs) connect end system dients such as
aircraft, ATCs, ACCs etc. to the ATNIPS routing system dients nmay
connect to nmultiple RANs at once, for exanple, when they have both
satellite and cellular data links activated sinultaneously. Cdients
may further nove between RANs in a manner that is perceived as a
network | ayer nobility event. Clients could therefore enploy a
multilink/nmobility routing service such as that discussed in
[I-D.tenplin-aerolink].

Clients register all of their active data link connections with their
serving s-ASBRs as discussed in Section 3. Cients may connect to
s-ASBRs either directly, or via a Proxy at the edge of the RAN

Figure 2 shows the ATN I PS RAN nodel where Cients connect to RANs
via aviation data links. dients register their RAN addresses with a
near by s-ASBR, where the registration process nay be brokered by a
Proxy at the edge of the RAN
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Data Link "A" Fooe- - + Data Link "B"
e | dient |----------- +
/ S + \
/ \
/ \
(:::)-. - (:::)-.
.-(:iiriiirr) < Radio Access Networks -> . -(:::i:::iir)
ﬂ_(...:)_i ﬂ_(:...)_i
Fom e - + Fom e - +
| Proxy | ..o | Proxy |
S + S +
NN NN
| | | |
|| oo + ||
::::::::::::>| S-ASBRI <============
Hom e e oo - +
| eBGP
(:::)-.
(i)
-(ir ATNIPS @::)-.
(::::: BGP Routing ::::)
‘“-(:: System::::)-’
SN I
S I nternetworking Underlay ------------- >

Figure 2: ATNIPS RAN Architecture

When a Cient logs into a RAN, it specifies a nearby s-ASBR that it
has selected to connect to the ATNIPS. The login process is
brokered by a Proxy at the border of the RAN, which then conveys the
connection request to the s-ASBR via tunneling across the

I nternetworking underlay. The s-ASBR then registers the address of
the Proxy as the address for the dient, and the Proxy forwards the
s-ASBR' s reply to the dient. |If the dient connects to multiple
RANs, the s-ASBR will register the addresses of all Proxies as
addresses through which the Cient can be reached.

The s-ASBR represents all of its active Clients as MNP routes in the
ATN/ I PS BGP routing system The s-ASBR s stub AS therefore consists
of the set of all of its active dients (i.e., the stub ASis a

| ogi cal construct and not a physical construct). The s-ASBR injects
the M\Ps of its active Cients and withdraws the M\Ps of its departed
Clients via BGP updates to c-ASBRs. Since Cients are expected to
remai n associated with their current s-ASBR for extended periods, the
| evel of MNP injections and withdrawals in the BGP routing system
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will be on the order of the numbers of network joins, |eaves and

s- ASBR handovers for aircraft operations (see: Section 6). It is

i mportant to observe that fine-grained events such as Cient nobility
and Quality of Service (QS) signaling are coordinated only by
Proxies and the dient’s current s-ASBRs, and do not involve other
ASBRs in the routing system In this way, intradomain routing
changes within the stub AS are not propagated into the rest of the
ATN/ I PS BGP routing system

5. ATNIPS Route Optim zation

ATN I PS end systens will frequently need to conmmunicate with
correspondents associated with other s-ASBRs. In the BGP peering
topol ogy di scussed in Section 3, this can initially only be
acconmodat ed by including rmultiple tunnel segnents in the forwarding
path. In many cases, it would be desirable to elininate extraneous
tunnel segnments fromthis "dogleg" route so that packets can traverse
a m ni num nunber of tunneling hops across the Internetworking
underlay. ATNIPS end systens could therefore enploy a route

optim zation service such as that discussed in
[I-D.tenplin-aerolink].

A route optinization exanple is shown in Figure 3 and Figure 4 bel ow
In the first figure, multiple tunnel ed segnents between Proxys and
ASBRs are necessary to convey packets between Cients associated with
different s-ASBRs. 1In the second figure, the optimzed route tunnels
packets directly between Proxys w thout involving the ASBRs.
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Fi gure 3: Dogleg Route Before Optinization

Tenplin, et al. Expi res February 17, 2019 [ Page 12]



Internet-Draft BGP for ATN | PS August 2018
I + I +
| dientl | | dient2 |
[y U + H-- - - - [AT—

* *
* *
(:::)-. (:::)-.
.-(:iiriiirr) < Radio Access Networks -> . -(:::i:::iit)
Ce(rii)- Ce(rii)-
Fom e e e - - + Fom e e e - - +
| Proxyl | ... | Proxy2
. V- + FouPeoaan +
* *
* *
Fomm e o + Fomm e o +
| s-ASBR1 | | s-ASBR2 |
e ppepep + S +-- -+
\ /
eBGP\ | eBGP
\ /
Fomm e o + Fomm e o +
| c-ASBR1 | | c-ASBR2 |
S R e + et
. +
i BGP
S I nternetworking Underlay ------------- >

Figure 4: Optinized Route

6. BGP Protocol Considerations

The nunber of eBGP peering sessions that each c-ASBR nust service is

proportional
emul ations with |ightweight virtua
c- ASBR can service at
advertise 10K MNP routes (i.e., 1M

to the nunber of s-ASBRs in the system

Net wor k
machi nes have shown that a single

| east 100 eBGP peerings froms-ASBRs that each

total). It is expected that

robust c-ASBRs can service many nore peerings than this -

possi bly by

mul tiple orders of magnitude

But even assuning a conservative

limt,

t he nunber of c-ASBRs.
i BGP, however,

the nunber of s-ASBRs coul d be increased by al so increasing

Since c-ASBRs al so peer with each other using
| arger-scal e c- ASBR depl oynments may need to enpl oy an

adjunct facility such as BGP Route Reflectors (RRs)[RFC4456].

The nunber of aircraft
likely to be significantly less than 1M but we will
number for a worst-case anal ysis.

Tenpl i n,

et al.

in operation at a given tinme worldwi de is
assume this
Assuming a worst-case average 1
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hour flight profile fromgate-to-gate with 10 service region
transitions per flight, the entire systemw |l need to service at
nmost 10M BGP updates per hour (2778 updates per second). This nunber
is within the real mof the peak BGP update nessagi ng seen in the

gl obal public Internet today [BGP2]. Assunming a BGP update nessage
size of 100 bytes (800bits), the total anpbunt of BGP control nessage
traffic to a single c-ASBR will be |less than 2.5Mps which is a

nom nal rate for nodern data |inks.

I ndustry standard BGP routers provide configurable paraneters with
conservative default values. For exanple, the default hold tine is
90 seconds, the default keepalive tinme is 1/3 of the hold tinme, and
the default M nRouteAdvertisenentinterval is 30 seconds for eBGP
peers and 5 seconds for i BGP peers (see Section 10 of [RFC4271]).

For the sinple nobile routing systemdescribed herein, these
paraneters can and should be set to nore aggressive values to support
faster neighbor/link failure detection and faster routing protoco
convergence tines. For exanple, a hold tine of 3 seconds and a

M nRout eAdverti sementinterval of 0 seconds for both i BGP and eBGP

Each c-ASBR will be using eBGP both in the ATN'IPS and the

I nternetworking Underlay with the ATN/ I PS uni cast |1 Pv6 routes

resol ving over Internetworking Underlay routes. Consequently,
c-ASBRs and potentially s-ASBRs will need to support separate |oca
ASes for the two BGP routing domains and routing policy or assure
routes are not propagated between the two BGP routing domains. From
a conceptual and operational standpoint, the inplenentation should
provi de isolation between the two BGP routing domains (e.g., separate
BGP i nstances).

7. Inplenmentation Status
The BGP routing topol ogy described in this document has been nodel ed
in realistic network emul ations showing that at least 1 million MPs
can be propagated to each c-ASBR even on |ightweight virtua
machi nes. No BGP routing protocol extensions need to be adopted.

8. | ANA Consi derations
Thi s docunent does not introduce any | ANA consi derations.

9. Security Considerations
ATN/ I PS ASBRs on the open Internet are susceptible to the sane attack
profiles as for any Internet nodes. For this reason, ASBRs shoul d

enpl oy physical security and/or |IP securing nechani sns such as | Psec
[ RFC4301], TLS [ RFC5246], etc.
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ATN/ | PS ASBRs present targets for Distributed Denial of Service
(DDoS) attacks. This concern is no different than for any node on
the open Internet, where attackers could send spoofed packets to the
node at high data rates. This can be mitigated by connecting ATN | PS
ASBRs over dedicated links with no connections to the Internet and/or
when ASBR connections to the Internet are only permtted through

wel | - managed firewalls.

ATN/ I PS s-ASBRs should institute rate limts to protect |ow data rate
aviation data |links fromreceiving DDoS packet fl oods.

Thi s docunent does not include any new specific requirenments for
nmtigation of DDoS.
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Appendi x A. Change Log
<< RFC Editor - renove prior to publication >>
Changes from-07 to -08:
0 Renoved suggestion to use private ASNs
o Ran spelling checker and corrected errors
0 Re-worked Section 3 final two paragraphs on scaling

0 Stated Internetwork underlay as being out of scope for this
docunent
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