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Abstract
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guidelines for further work at the IETF relating to virtualization

Thi s docunent al so provides a sunmary of | ETF technol ogi es t hat
relate to network virtualization. An understanding of what current
technol ogi es there exist and what they can or cannot do is the first
step in devel oping plans for possible extensions.
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I nt roduction

Network virtualization is network nanagenent pertaining to treating
different traffic categories in separate virtual networks, wth

i ndependent |ifecycle managenent and resource, technol ogy, and

t opol ogy choi ces.

Thi s docunent makes some observations on the effects of
virtualization on Internet architecture, as well as provides sone
guidelines for further work at the IETF relating to virtualization

Thi s docunent al so provides a sunmary of | ETF technol ogi es t hat
relate to network virtualization. An understanding of what current
technol ogi es there exist and what they can or cannot do is the first
step in devel oping plans for possibl e extensions.

In particular, many | ETF di scussions earlier in the sumrer of 2017
started froma top-down view of new virtualization technol ogi es, but
were often unable to explain the necessary delta to the wealth of
existing | ETF technology in this space. This docunent takes a
different, bottomup approach to the topic and attenpts to docunent
exi sting technol ogy, and then identify areas of needed devel opnent.
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In particular, whether one calls a particular piece of technol ogy
"virtualization", "slicing", "separation", or "network selection"
does not matter at the level of a system Any nodern systemw || use
several underlying technol ogy conponents that may use different terns
but provi de sonme separation or nmanagenent. So, for instance, in a

gi ven systemyou may use VLAN tags in an ethernet segnent, MPLS or
VPNs across the domain, NAls to select the right AAA instance, and
run all this top of virtualized operating system and software-based
switches. As new needs are being recognised in the devel opi ng
virtualization technol ogy, what should drive the work is the need for
specific capabilities rather than the need to distinghuish a
particular termfrom another term

2. Definitions
Network function virtualization is defined in Wkipedia as foll ows:

"Network function virtualization or NFV is a network architecture
concept that uses the technologies of IT virtualization to
virtualize entire classes of network node functions into building
bl ocks that may connect, or chain together, to create

communi cati on services

NFV relies upon, but differs from traditional server-
virtualization techni ques, such as those used in enterprise IT. A
virtualized network function, or VNF, may consist of one or nore
virtual machi nes running different software and processes, on top
of standard hi gh-vol une servers, switches and storage devices, or
even cloud conputing infrastructure, instead of having custom

har dwar e appliances for each network function."

We shoul d not confuse NFV and network virtualization, the fornmer, as
the nane suggests is about functions virtualization, and not the
net wor k.

The idea of network virtualization is alnost as old as the networking
technology itself. Network virtualization is hierarchical and
multilayer in its nature, fromlayer 1 up to services on top. Wen
tal ki ng about virtualization we usually define overlay to underlay
rel ati onship between different |ayers, bottomup. A VPN (Virtua
Private Network) [RFC4026] is the nbst comon form of network
virtualization. The general benefits and desirability of VPNs have
been described nmany times and in many places ([ RFC4110] and

[ RFC4664] ) .

The only imutable infrastructure is the "physical" nmedium that

could be dedicated or "sliced" to provide services(VPNs) in a nmulti-
tenant environnent.
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The termslicing has been used to describe a virtualization concept
in planned 5G networks. The 3GPP architecture specification

[ TS-3GPP. 23. 501] defines network slices as having potentially
different "supported features and network functions optim sations"
and spanning functions fromcore network to radi o access networKks.

[1-D. king-teas-applicability-actn-slicing] defined slicing as "an
approach to network operations that builds on the concept of network
abstraction to provide programmability, flexibility, and nodul arity.
It may use techniques such as Software Defined Networking (SDN) and
Net work Function Virtualization (NFV) to create nmultiple |ogica
(virtual) networks, each tailored for a set of services that are
sharing the sane set of requirenments, on top of a common network

And, [1-D.geng-cons-problemstatenment] defines slicing as a
managenent nechani smthat an service provider can use to allocate
dedi cat ed network resources fromshared network infrastructures to a
t enant .

3. General Observations
Sof tware vs. Protocols

Many of the necessary tools for using virtualization are software,
e.g., tools that enable running processes or entire machines in a
virtual environment decoupl ed from physi cal machi nes and isol ated
fromeach other, virtual switches that connect systens together
managenent tools to set up virtual environments, and so on. From
a conmuni cati ons perspective these tools operate largely in the
sane fashion as their real-world counterparts do, except that
there may not be wires or other physical communication channels,
and that connections can be made in the desired fashion

In general, there is no reason for protocols to change just
because a function or a connection exists on a virtual platform
However, sometimes there are useful underlying technol ogi es that
facilitiate connection to virtualized systens, or optinised or
additional tools that are needed in the the virtualized

envi ronnent .

For instance, many underlying technol ogi es enable virtualization
at hardware or physical networking level. For instance, Ethernet
networ ks have Virtual LAN (VLAN) tags and nobil e networks have a
choi ce of Access Point Names (APNs). These techniques allow users
and traffic to be put on specific networks, which in turn may
conprise of virtual conponents.

Arkko, et al. Expi res Septenber 6, 2018 [ Page 4]



Internet-Draft Network Virtualization March 2018

Se

O her exanpl es of protocols providing hel pful techniques include
virtual private networking nechani snms or managenent mechani sms and
data nodel s that can assist in setting up and adm ni stering
virtualized systens.

There nay al so be situations where scaling denmands changes in
protocols. An ability to replicate many instances may push the
limts of protocol mechanisns that were designed primarily or
originally for physical networks.

ection vs. Creation and O chestration

Two primary tasks in virtualization should be differentiated:

sel ection of a particular virtual instance, and the tasks rel ated
to how that virtual instance was created and continues to be
managed.

Sel ection invol ves choosing a particular virtual instance, or an

entrypoint to a virtual network. In its sinplest form a customer
could be hardwired by configuration to a particular virtua
instance. |In nore conmplex cases, the connecting devices may have
sonme settings that affect the choice. |In the general case, both

the connecting devices and the network they are connecting to it
have a say in the choice

The sel ection choice may even be dynanmic in sonme cases. For
instance, traffic pattern analysis may affect the sel ection

Typical ly, however, connecting devices do not have a say in what
the virtual instance does. This is directed by the network
operator and its custoners. An instance is specified, created,
and needs to be continously managed and orchestrated. The
creation can be manual and occur rarely, or be nore dynamc, e.g.
an instance can actually be instantiated automatically, and only
when the first connecting device connects to it.

Protocol s vs. Representations of Virtual Networks

Ar kko,

Sone of virtualization technol ogy benefits from protocol support
either in the data or control plane. But there are also
managenent constructs, such as data nodels representing virtua
services or networks and data nodels useful in the construction of
such services

There are al so conceptual definitions that may be needed when

constructing either protocols or data nodels or when discussing
service agreenents between providers and consuners.
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4.

Virtualization in 5G Networks

Goals for the support of virtualization in 5Grelate to both the use
of virtualized network functions to build the 5G network, and to
enabling the separation of different user or traffic classes into
separate network constructs called slices.

Slices enable a separation of concerns, allow the creation of

dedi cated services for special traffic types, allow faster evolution
of the network mechani sns by easing gradual migration to new
functionality, and enable faster tinme to nmarket for new new
functionality.

In 5G slice selection happens as a conbi nation of settings in the
User Equi pnent (UE) and the network. Settings in the UE include, for
i nstance, the Access Point Nane (APN), Dedi cated Core Network
Indicator (DCN-ID) [TS-3GPP. 23.401], and, with 5G a slice indicator
(Network Slice Selection Assistance Information or NSSAl)

[ TS-3GPP.23.501]. This information is conbined with the infornmation
configured in the network for a given subscriber and the policies of
the networks involved. Utinmately, a slice is selected.

A 5G access network carries a user’'s connection attenpt to the 5G
core network and the Access Managenent Function (AMF) networKk
function. This function collects information provided by the UE and
the subscri ber database from home network, and consults the Network
Slice Selection Function (NSSF) to make a decision of the slice

sel ected for the user. \When the sel ection has been nade, this may
al so nean that the connection is noved to a different AMF, enabling
separate networks to have entirely different network-I|evel service.

The creation and orchestration of slices does not happen at this
signalling plane, but rather the slices are separately specified,
created, and nmanaged, typically with the hel p of an orchestrator
functi on.

The exact mechani sms for doing this continue to evolve, but in any
case involve multiple |ayers of technol ogy, ranging from underlying
virtualization software to network conponent configuration mechani sns
and nodels (often in YANG to higher abstraction | evel descriptions
(often in TOSCA), to orchestrator software

Overview of I ETF Virtualization Technol ogi es
General networking protocols are |argely agnostic to virtualization.

TCP/ 1 P does not care whether it runs on a physical wire or on a
conmput er-created connection between virtual devices.
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As a result, virtualization generally does not affect TCP/IP itself
or applications running on top. There are some exceptions, though
such as when the need to virtualize has caused previously held
assunptions to break, and the Internet comunity has had to provide
new sol utions. For instance, early versions of the HITP protoco
assuned a single host served a single website. The advent of virtua
hosting and pressure to not use |arge nunbers of |Pv4 addresses |ead
to HTTP 1.1 adopting virtual hosting, where the identified web host
is indicated inside the HITP protocol rather than inferred fromthe
reception of a request at particular |IP address [Virtual Hosti ng]

[ RFC2616] .

But where virtualization affects the Internet architecture and

i npl ementations is at |lower |ayers, the physical and MAC | ayers, the
systens that deal with the delivery of |IP packets to the right
destination, nmanagenent franmeworks controlling these systens, and
data nodel s designed to help the creation, nonitoring, or nanagenent
of virtualized services.

What follows is an overview of existing technol ogi es and technol ogi es
currently under devel opment that support virtualization in its
various forns.

5.1. Selection of Virtual |nstances

Some L2 technology allows the identification of traffic belonging to
a particular virtual network or connection. For instance, Ethernet
VLAN t ags.

There are sonme | ETF technol ogies that also allow simlar
identification of connections setup with the help of | ETF protocols.
For instance, Network Access ldentifiers may identify a particul ar
custonmer or virtual service within AAA, EAP or | KEv2 VPN connecti ons.

5.2. Traffic Separation in VPNs

Technol ogi es that assist separation and engi neering of networks
i ncl ude bot h end-point and provider-based VPNs. End-point VPN
tehchnol ogi es include, for instance, |Psec-based VPNs [ RFC4301].

For providing virtualized services, however, provider-based sol utions
are often the nost relevant ones. L1VPN facilitates virtualization
of the underlying LO "physical" medium L2[| EEE802.1Q facilitates
virtualization of the underlying Ethernet network Tunneling over IP
(MPLS, GRE, VWXLAN, IPinlP, L2TP, etc) facilitates virtualization of
the underlying IP network - MPLS LSP's - either traffic engineered or
not belong here L2VPN facilitates virtualization of a L2 network
L3VPN facilitates virtualization of a L3 network.
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The I ETF has defined a multiplicity of technol ogies that can be used
for provider-based VPNs. The technol ogi es choi ces avail abl e can be
descri bed al ong two axes, control mechani sms and dat apl ane
encapsul ati on nechani sns. The two are not conpeltely orthogonal

In the data plane, for provider based VPNs, the first inportant
observation is that the nost obvious encapsul ation is NOT used.

Whil e I PSec could be used for provider-based VPNs, it does not appear
to be used in practice, and is not the focus for any of the avail able
control nechanisms. O ten, when end2end encryption is required it is
used as an overlay over MPLS based L3VPN

The conmon encapsul ation for provider-based VPNs is to use MPLS
This is particularly common for VPNs within one operator, and is
somet i mes supported across operators.

Keyed GRE can be used, particularly for cross-operator cases.
However, it seens to be rare in practice.

The usage of MPLS for provider-based VPNs generally follows a pattern
of using two (or nore) MPLS | abels, top (transport) label to
represent the renote end point/egress provider-edge device, and
bottom (service) label to signal the different VPNs on the renote end
point. Using TE nmight result in a deeper |abel stack

L2 VPNs could be signaled thru LDP[ RFC4762] or MP-BGP[ RFC4761], L3
VPN i s signal ed thru MP- BGP[ RFC4364]

The LDP usage to control VPN establishnment falls within the PALS
wor ki ng group, and is used to establish pseudo-wires to carry

Et hernet (or lower layer) traffic. The Ethernet cases tend to be
called VPLS (Virtual Private LAN Service) for nulti-point
connectivity and VPW5 (Virtual Private Wre Service) for point-to-
poi nt connectivity. These nmechani sm do augnent the data plane
capabilites with control words that support additional features. In
operation, LDP is used to signal the conmunicating end-points that
are interested in communicating with each other in support of
specific VPNs. [Information about the MAC addresses used behind the
provi der edges is exchanged using classic Ethernet fl ooding
technology. It has been proposed to use BGP to bootstrap the exchang
eof information as to who the comuni cati ng endpoints are.

BGP can be used to establish Layer 2 or Layer 3 VPNs. Originally,
the BGP based MPLS VPN technol ogy was devel oped to support |ayer 3
VPNs. the BGP exchanges uses several different features in MP-BGP
(specifically route distinguishers and route targets) to control the
di stribution of information about VPN end-points. The BGP
information carries the VPN I P address prefixes, and the MPLS | abel s
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to be used to represent the VPN. This technol goy conbination is
general Iy known as L3VPN.

This usage of BGP for VPNs has been extended to support Layer 2 VPNs.
This is known as EVPN. The BGP exchanges are used to carry the MAC
address reachability behind each provider edge router, providing an
Et hernet mul tipoint service without a need to flood unkown-
destination Ethernet packets.

In theory, the BGP nmechani sns can al so be used to support other
tunnel s such as keyed GRE. That is not widely practiced.

There are also hybrid variations, such as adding an ARP / ND proxy
service so that an L3VPN can be used with an L2 Access, when the only
desired service is IP

5.3. Traffic Engineering and QS

Traffic Engineering (TE) is the termused to refer to techni ques that
enabl e operators to control how specific traffic flows are treated
within their networks

The TEAS wor ki ng group works on enhancenents to traffic-engineering
capabilities for MPLS and GWPLS net wor ks:

TE is applied to packet networks via MPLS TE tunnels and LSPs.
The MPLS-TE control plane was generalized to additionally support
non- packet technol ogies via GWLS. RSVP-TE is the signaling
protocol used for both MPLS-TE and GWPLS

The TEAS WG i s responsible for:

* Traffic-engineering architectures for generic applicability
across packet and non-packet networKks.

* Definition of protocol-independent nmetrics and paraneters.

* Functional specification of extensions for routing (OSPF
ISI'S), for path conputation (PCE), and RSVP-TE to provide
general enablers of traffic-engineering systens.

* Definition of control plane nmechanisnms and extensions to all ow
the setup and mai ntenance of TE paths and TE tunnels that span
mul ti pl e dormai ns and/or switching technol ogi es.

A good exanple of work that is currently considered in the TEAS WG i s

the set of nodels that detail earlier |ETF-devel oped topol ogy nodel s
with both traffic engineering information and connection to what
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services are running on top of the network

[1-D. bryskin-teas-use-cases- sf-aware-topo-nodel ]

[1-D. bryskin-teas-sf-aware-topo-nodel]. These nodels enable
reasoni ng about the state of the network with respect to those
services, and to set up services with optiml network connectivity.

Traffic engineering is a common requirenent for many routing systens,
and al so di scussed, e.g., in the context of LISP

Servi ce Chai ni ng
The SFC working group has defined the concept of Service Chaining:

Today, common depl oynment nodel s have service functions inserted on
t he dat a-forwardi ng path between communi cati ng peers. (oing
forward, however, there is a need to nove to a different nodel
where service functions, whether physical or virtualized, are not
required to reside on the direct data path and traffic is instead
steered through required service functions, wherever they are

depl oyed.

For a given service, the abstracted view of the required service
functions and the order in which they are to be applied is called
a Service Function Chain (SFC). An SFCis instantiated through
sel ection of specific service function instances on specific
network nodes to forma service graph: this is called a Service
Function Path (SFP). The service functions may be applied at any
| ayer within the network protocol stack (network |ayer, transport
| ayer, application |ayer, etc.).

Managenment Framewor ks and Data Model s

There have been two working groups at the | ETF, focusing on data

nodel s describing VPNs. The |IETF and the industry in general is

currently specifying a set of YANG nodels for network el ement and
protocol configuration [ RFC6020].

YANG is a powerful and versatile data nodeling | anguage that was
designed fromthe requirenents of network operators for an easy to
use and robust nechani smfor provisioning devices and services across
networks. It was originally designed at the |Internet Engineering
Task Force (I ETF) and has been so successful that it has been adopted
as the standard for nodeling design in many other standards bodies
such as the Metro Ethernet Forum OpenDaylight, OpenConfig, and
others. The number of YANG nodul es being inplenmented for interfaces,
devices, and service is growi ng rapidly.
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(I't should be noted that there are al so other description formats,
e.g., Topology and Orchestration Specification for C oud Applications
(TCSCA) [TOSCA-1.0] [TOSCA-Profile-1.1], comon in nmany hi gher
abstract |evel network service descriptions. The ONAP open source
project plans to enploy it for abstract nobile network slicing
nodel s, for instance.)

A service nodel is an abstract nodel, at a higher |evel than network
el ement or protocol configuration. A service nodel for VPN service
describes a VPN in a nmanner that a custoner of the VPN service would
see it.

It needs to be clearly understood that such a service nodel is not a

configuration nodel. That is, it does not provide details for
configuring network el ements or protocols: that work is expected to
be carried out in other protocol-specific working groups. |Instead,

service nodels contain the characteristics of the service as

di scussed between the operators and their custoners. A separate
process is responsible for mapping this customer service nodel onto
the protocols and network el enents dependi ng on how t he networ k
operator chooses to realise the service

The L2SM WG specifies a service nodel for L2-based VPNs:

The Layer Two Virtual Private Network Service Mdel (L2SM working
group is a short-lived Wa It is tasked to create a YANG dat a
nmodel that describes a L2VPN service (a L2VPN custoner service
nodel ). The nodel can be used for communication between custoners
and network operators, and to provide input to automated contro
and configuration applications.

It is recognized that it would be beneficial to have a conmon base
nmodel that addresses multiple popul ar L2VPN service types. The
wor ki ng group derives a single data nodel that includes support
for the foll ow ng:

* point-to-point Virtual Private Wre Services (VPW5),

* multipoint Virtual Private LAN services (VPLS) that use LDP-
si gnal ed Pseudow res,

* multipoint Virtual Private LAN services (VPLS) that use a
Border Gateway Protocol (BGP) control plane as described in
[ RFC4761] and [ RFC6624],

* Ethernet VPNs specified in [ RFC7432].

Arkko, et al. Expi res Septenber 6, 2018 [ Page 11]



Internet-Draft Network Virtualization March 2018

O her L2VPN service types may be included if there is consensus in
t he wor ki ng group.

Simlarly, the L3SM WG specified a sevice nodel for L3-based VPNs.

The Layer Three Virtual Private Network Service Mdel (L3SM

wor king group is a short-lived W6 tasked to create a YANG data
nmodel that describes a L3VPN service (a L3VPN service nodel) that
can be used for comunicati on between custoners and network
operators, and to provide input to autonmated control and
configuration applications.

It needs to be clearly understood that this L3VPN service nodel is
not an L3VPN configuration nodel. That is, it does not provide
details for configuring network el enents or protocols. Instead it
contains the characteristics of the service

6. Architectural CObservations

Thi s section makes sone observations about architectural trends and
i ssues.

Rol e of Software

An obvious trend is that bigger and bigger parts of the
functionality in a network is driven by software, e.g.
orchestrati on or managenment tools that figure out howto contro
relatively sinple network el enent functionality. The software
conponents are where the intelligence is, and a smaller fraction
of the intelligence resides in network el enents, nor is the
intelligence encoded in the behaviour rules of the protocols that
the network el ements use to communi cate with each other.

Centralization of Functions

Ar kko,

An interesting architectural trend is that virtualization and data
/ software driven networking technol ogi es are driving network
architectures where functionality noves towards central entities
such as various controllers, path computation servers, and
orchestrati on systens.

A natural consequence of this is the sinplification (and perhaps
conmodi tization) of network el enents, while the "intelligent" or
hi gher value functions migrate to the center.

The benefits are largely in the nanageability, control, and speed

of change. There are, however, potential pitfalls to be aware of
as well. First off, networks need to continue to be operate even
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under partial connectivity situations and breakage, and it is key
that designs can handl e those situations as well.

And it is inportant that network users and peers continue to be
abl e to operate and connect in the distributed, voluntary nmanner
that we have today. Today’'s virtualization technology is
primarily used to manage single administrative domains and to

of fer specific service to others. One could inmagine centralised
nmodel s being taken too far as well, limting the ability of other
network owners to nanage their own networKks.

Tai l ored vs. general - purpose networking

The interest in building tailored solutions, tailored Quality-of-
Service offerings vs. building general -purpose "l ow touch”
networks seens to fluctuate over tinme.

It is inmportant to find the right balance here. Froman econonics
perspective, it may not be feasible to provide specialised service
-- at least if it requires human effort -- for large fraction of
use cases. Even if those are very useful in critica

appl i cations.

Need for descriptions

As networks deal nore and nore with virtual services, there arises
a need to have general |y understood, portable descriptions of
these service. Hence the creation of YANG data nodel s
representing abstract VPN services, for instance.

W can also identify some potential architectural principles, such
as:

Dat a nodel | ayering

G ven the heterogenuity of networking technol ogies and the
differing users that data nodel s are being designed for, it seens
difficult to provide a single-level nmodel. It seens preferable to
construct a layered set of nodels, for instance abstract, user-
facing nodels that specify services that can then be napped to
concrete configuration nodel for networks. And these can in turn
be mapped to individual network el ement configuration nodels.

Getting this layered design right is crucial for our ability to
evol ve a useful set of data nodels.

Ability to evolve nodelling tools and nmapping systens
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The networks and their nodels are conpl ex, and mappi ng from high
abstraction | evel specifications to concrete network
configurations is a hard problem

It is inportant that each of the conponents can evolve on its own.
It should be possible to plug in a new | anguage that represents
networ k nmodel s better. O replace a software conponent that
performs mappi ng between | ayers to one that works better.

While this should normally be possible, there’s roomto avoid too
tight binding between the different aspects of a system For

i nstance, abstraction layers within software can shield the
software frombeing too closely tied with a particul ar
representation | anguage.

Simlarly, it would be an advantage to devel op al gorithns and
mappi ng approaches separately fromthe software that actually does
that, so that another piece of software could easily follow the
same gui delines and provide an alternate inplenentation. Perhaps
there’s an opportunity for specification work to focus nore on
processing rul es than protocol behaviours, for instance.

General over specific

In the quick pace of inportant devel oprnents, it is tenpting to
focus on specific concepts and service offerings such as 5G
sl i ci ng.

But a preferrable approach seens to provi de general - purpose tools
that can be used by 5G and ot her networks, and whose |l ongetivity
exceeds that of a version of a specific offering. The quick
devel opment pace is likely driving the evolution of concepts in
any case, and building IETF tools that provide the ability to dea
with different technol ogies is nost useful

7. Further Wrk

There may be needs for further work in this area at the IETF. Before
di scussing the specific needs, it may be useful to classify the types
of useful work that mght come to question. And perhaps also outline
sonme types of work that is not appropriate for the | ETF.

The | ETF works primarily on protocols, but in many cases also with
data nodel s that hel p nanage systens, as well as operational guidance
docunents. But the |IETF does not work on software, such as
abstractions that only need to exist inside conputers or ones that do
not have an effect on protocols either on real or sinulated "wres".
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The | ETF al so does not generally work on system|evel design. |ETF
i s best at designing conponents, not putting those conponents
together to achieve a particular purpose or build a specific
appl i cation.

As a result, IETF s work on new systens enploying virtualization
techni ques (such as 5G slicing concept) is nore at the component

i mprovenent | evel than at the |level of the concept. There needs to
be a mappi ng between a vision of a systemand how it utilizes various
software, hardware, and protocol tools to achieve the particul ar
virtualization capabilities it needs to. Devel oping a new concept
does not necessarily nean that entirely new solutions are needed

t hrought out the stack. I|ndeed, systens and concepts are usually
built on top of solid, well defined conponents such as the ones
produced by the | ETF.

That mappi ng work is necessarily sonmething that those who want to
achi eve sonme new functionality need to do; it is difficult for others
to take a position on what the new functionality is. But at the same
time, | ETF working groups and participants typically have a
perspective on how their technol ogy should devel op and be extended.
Those two vi ewpoi nts nust neet.

The kinds of potential new work in this space falls generally in the
foll owi ng cl asses:

Virtualization selectors

Soneti nmes protocols need nechanisns that nake it possible to use
themas nultiple instances. E.g., VLAN tags were added to

Et hernet franes, NAls were added to PPP and EAP, and so on. These
cases are rare today, because nobst protocols and mechani sms have
some kind of selector that can be used to run nultiple instances
or connect to nultiple different networks.

Traffic engi neering

A big reason for building specific networks for specific purposes
is to provide an engi neered service | evel on delay and ot her
factors to the given custoner. There are a nunber of different
tools in the |ETF to hel p manage and engi neer networks, but it is
al so an area that continues to develop and will likely see new
functionality.

Virtual service data nodels
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Data nodels -- such as those described by L2SM or L3SM wor ki ng
groups can represent a "service" offered by a network, a setup
built for a specific customer or purpose.

Sone specific areas where work is |likely needed include:

o The ability to manage heterogenous technol ogies, e.g., across SDN
and traditionally built networks, or manage both general - purpose
and very technol ogy-specific paraneters such as those associ ated
wi th 5G radio.

0o The ability to specify "statistical" rather than hard perfornmance
paraneters. In sone networks -- notably with wirel ess technol ogy
-- recent advances have made very high peak rates possible, but
with increased bursty-ness of traffic and with potenti al
bottl enecks on the aggregation parts of the networks. The ability
to specify statistical perfornmance in data nodels and in VPN
configuration would be inportant, over different timescales and
probabilities.

o Mapping from high abstraction | evel specifications to concrete
net wor k confi gurati ons.

There is a ot of work on data nodels and tenplates at various
levels and in different representations. There are also many
systens built to nanage these nodels and orchestrate network
configuration. But the mapping of the abstract nodels to concrete
network configurations remains a hard problem and it certainly
will need nmore work.

There are even some questions about how to go about this. Is it
enough that we specify nodels, and | eave the mapping to "magic" of
the software? Are the connections sonething that different
vendors conpete in produci ng good products in? O are the mapping
al gorithnms sonething that needs to be specified together, and
their ability to work with different types of network equi pnent
verified in some manner?

0 Cross-domain: A big problemis that we have little tools for
cross-domai n nmanagenent of virtualized networks and resources.

Finally, there is a question of where all this work should reside.
There’s an argunent that | ETF-based virtualization technol ogies
deserve proper managenent tools, including data nodels.

And there’s another argunent that with the extensive use of

virtualization technol ogy, solutions that can manage nmany different
net wor ks shoul d be general, and as such, potential |ETF work
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material. Yet, the IETF is not and should not be in the space of
repl acing various tools and open source tool kits that have been
created for managing virtualization. It seenms though that work on
commonly usabl e data nodels at several |ayers of abstraction would be
good work at the |ETF.

Nevert hel ess, the | ETF shoul d understand where the broader community
is and what tools they use for what purpose, and try to help by

bui l di ng on those conponents. Virtualization and slicing are
sonmetinmes represented as issues needing a single solution. In
reality, they are an interworking of a nunber of different tools.
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