TEAS Wor ki ng G oup I gor Bryskin

Internet Draft Huawei Technol ogi es
I nt ended status: |nformational Vi shnu Pavan Beeram
Juni per Networks

Tarek Saad

Cisco Systens Inc

Xufeng Liu

Jabi |

Expi res: Septenber 5, 2018 March 5, 2018

TE Topol ogy and Tunnel Modeling for Transport Networks
draft-ietf-teas-te-topo-and-tunnel -nodeling-01

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunments as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/1lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm

This Internet-Draft will expire on Septenber 5, 2018.
Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunment authors. Al rights reserved.

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 1]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Abst ract
Thi s docunent describes how to nodel TE topol ogi es and tunnels for
transport networks, by using the TE topol ogy YANG nodel [I-D.ietf-
t eas-yang-te-topo] and the TE tunnel YANG nodel [I-D.ietf-teas-yang-
te].

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].
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1. Modeling Consi derations
1.1. TE Topol ogy Model

The TE Topol ogy Mddel is witten in YANG nodeling | anguage. It is
defined and devel oped by the | ETF TEAS WG and i s docunented as " YANG
Data Mbdel for TE Topol ogies" [I-D.ietf-teas-yang-te-topo]. The node
describes a TE network provider’s Traffic Engineering data store as
it is seen by aclient. It allows for the provider to convey to each
of its clients:

o information on network resources available to the client in the
form of one or several native TE topol ogies (for exanple, one for
each layer network supported by the provider);

0 one or several abstract TE topol ogies, custonized on per-client
basis and sorted according to the provider's preference as to how
the abstract TE topologies are to be used by the client;

0 wupdates with increnental changes happened to the previously
provi ded abstract/native TE topol ogy el enents;
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0 updates on telenmetry/state information the client has expressed
interest in;

o overlay/underlay rel ationshi ps between the TE topol ogi es provided
to the client (e.g. TE path conputed in an underlay TE topol ogy
supporting a TE link in an overlay TE topol ogy);

o client/server inter-layer adaptation relationshi ps between the TE
topol ogi es provided to the client in the formof TE inter-I|ayer
| ocks or transitional |inks;

The TE Topol ogy Mddel allows a network client to:

0 (Re-)configure/negotiate abstract TE topol ogies provided to the
client by a TE network provider, so that said abstract TE
topologies optinally satisfy the client’s needs, constraints and
optinmization criteria, based on the client’s network planning,
service forecasts, telenmetry information extracted fromthe
networ k, previous history of service provisioning and perfornmance
nmoni toring, etc.;

0 Obtain abstract/native TE topologies fromnultiple providers and
| ock them horizontally (inter-donmain) and vertically (inter-Ilayer)
into the client’s own native TE topol ogi es;

o0 Configure, with each provider the trigger, frequency and contents
of the TE topol ogy update notifications;

0 Configure, with each provider the trigger, frequency and contents

of the TE topology telenetry (e.g. statistics counters) update
notifications.
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1.2. TE Topol ogy Mddeling Constructs

Figure 1. TE Topol ogy

0 TE domain - a multi-layer traffic engi neered network under direct
and conplete control of a single authority, network provider. TE
domai n can be described by one or nore TE topol ogi es. For exanpl e,
separate TE topol ogi es can descri be each of the domain’s |ayer
networ ks. TE donmai n can hierarchically enconpass/parent other
(child) TE dommins, and can be enconpassed by its own parent.

o TE topology - a graphical representation of a TE domain. TE
topol ogy is conprised of TE nodes (TE graph vertices)
i nterconnected via TE links (TE graph edges).

/* TE topol ogy */
augrment / nw net wor ks/ nw: net wor k:
/* TE topol ogy global 1D */
+--rw provider-id? te-types:te-global-id
+-rwclient-id? te-types:te-global-id
+--rw te-topol ogy-id? te-types:te-topol ogy-id
/* TE topol ogy general paraneters */
| +--rw preference? uint8
| +--rwoptimzation-criterion? i dentityref
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/* TE topology list of TE nodes */

augrment / nw net wor ks/ nw. net wor k/ nw. node:

+--rw te-node-id? te-types:te-node-id
......... }%'fE'ibbbibgy'iiéi'bf'ft'iihké'%}'""'""""""""'
augrment / nw. net wor ks/ nw. net wor k/ nt: | i nk:
"""" /* TE topology list of TE link termination points */
augrment / nw net wor ks/ nw. net wor k/ nw. node/ nt : t erm nati on- poi nt:

+-rwte-tp-id? te-types:te-tp-id

Figure 2. TE Node
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0 TE node - an elenent of a TE topol ogy (appears as a vertex on TE
graph). A TE node represents one or several nodes (physica
switches), or a fraction of a node. A TE node belongs to and is
fully defined in exactly one TE topology. A TE node is assigned a
TE topol ogy scope-unique ID. TE node attributes include
information related to the data plane aspects of the associated
node(s) (e.g. TE node’s connectivity matrix), as well as
configuration data (such as TE node nane). A given TE node can be
reached on the TE graph, representing the TE topol ogy, over one of
TE links term nated by the TE node.

/* TE node */
augnment / nw. net wor ks/ nw:. net wor k/ nw. node:
/* TE node I D */
+--rw te-node-id? te-types:te-node-id
/* TE node general attributes */
| +--rwte-node-attributes */
/* TE node connectivity nmatrices */
| +--rw connectivity-matrices
/* TE node underlay TE topol ogy */
| +--rw under| ay-t opol ogy {te-topol ogy-hierarchy}?
[ +--rw network-ref? | eaf r ef
/* TE node information sources*/
| +--ro information-source-entry* [informtion-source]
/* TE node statistics */
+--ro statistics
/* TE node TTP list */
+--rw tunnel -termni nati on-point* [tunnel-tp-id]
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(o]

TE link - an elenent of a TE topol ogy (appears as an edge on TE
graph), TE link is unidirectional and its arrow indicates the TE
link’s direction. Edges with two arrows on the TE topol ogy graph
(see Figure 1) represent bi-directional conbinations of two
paral |l el oppositely directed TE links. A TE |ink represents one or
several physical links or a fraction of a physical link. A TE
link belongs to and is fully defined in exactly one TE topol ogy. A
TE link is assigned a TE topol ogy scope-unique ID. TE link
attributes include parameters related to the data pl ane aspects of
the associated link(s) (e.g. unreserved bandw dth, resource

maps/ pools, etc.), as well as the configuration data (such as
renmote node/link IDs, SRLGs, administrative colors, etc.) ATE
link is connected to a TE node, terminating the TE link via
exactly one TE link term nation point (LTP)

/* TE link */
augrment / nw networ ks/ nw. net wor k/ nt: | i nk:
/* TE l'ink bundle information */

| +--rw (bundl e-stack-1evel)?

| | | +--rw bundled-links

| +--rw conponent - | i nks
/[* TE l'ink general attributes */

| +--rwte-link-attributes

[* TE l'ink underlay TE topol ogy */
| +--rw underl ay! {te-topol ogy-hierarchy}?
| | +--rw primary-path
| | +--rw backup-path* [index]

/* TE link layer network */
| +--rw interface-sw tching-capability* [sw tching-
capability encodi ng]

/* TE link protection type */
| | +--rw protection-type? uintl16

[* TE link supporting TE tunnels */
| | +--rw tunnels
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[* TElink transitional link flag */
| +--rois-transitional? enpty

[* TE l'ink information sources */
| +--ro information-source? te-info-source

/* TE link statistics */
+--ro statistics

Intra-domain TE link - TE link connecting two TE nodes within the
same TE topology representing a TE network domain (e.g. L14 in
Figure 1). Fromthe point of view of the TE topol ogy where the
intra-domain TE link is defined, the TE link is close-ended, that
is, both local and renote TE nodes of the link are defined in the
same TE topol ogy.

Inter-domain TE link - TE Iink connecting two border TE nodes
that belong to separate TE topol ogi es descri bing nei ghboring TE
network donmains (e.g. L3x in Figure 1). Fromthe point of view of
the TE topol ogy where the inter-domain TE |link is defined, the TE
link is open-ended, that is, the renote TE node of the Iink is not
defined in the TE topol ogy where the local TE node and the TE |ink
itself are defined

[Note: fromthe point of view of a TE node term nating an inter-
domain TE link there is no difference between inter-domain and
access TE I|inks]

Access TE link - TE link connecting a border TE node of a TE

topol ogy describing a TE network domain to a TE node of a TE

t opol ogy describing a custoner network site (e.g. L1x in Figure 1)
Fromthe point of view of the TE topol ogy where the access TE link
is defined, the TE link is open-ended, that is, the renote TE node
of the Iink (t.e. TE node representing customer network

el ement(s)) is not defined in the TE topol ogy where the local TE
node and the TE link itself are defined.
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[Note: fromthe point of view of a TE node termi nating an access
TE link there is no difference between access and i nter-domain TE
I'i nks]

0o Dynamic TElink - a TE link that shows up in (and di sappears
from a TE topology as a result of nulti-layer traffic
engi neering. Dynamic TE link (supported by a hierarchy TE tunne
dynanmically set up in a server layer network) is automatically
(i.e. without explicit configuration request) added to a client
| ayer network TE topol ogy to augnent the topology with additiona
flexibility to ensure successful conpletion of the path
conputation for and provisioning of a client |ayer network
connection/LSP. For example, an ODUk hierarchy TE tunnel can
support a dynam c Ethernet |layer TE link to enabl e provisioning of
an Ethernet |ayer connection on a network that does not have
sufficient static Ethernet |ayer connectivity. Likew se, dynamc
TE link is automatically renoved fromthe TE topology (and its
supporting hierarchy TE tunnel released) as soon as the TE |ink
stops carrying client |ayer connections/LSPs.

o TE link termnation point (LTP) - a conceptual point of connection
of a TE node to one of the TE |links ternminated by the TE node (see
Figure 2a). Unlike TE link, LTP is bi-directional - an inbound TE
link and an oppositely directed outbound TE |ink have to be
connected to the TE node via the sanme LTP to constitute a bi -
directional TE |Iink conbination.

Figure 2a. Bi-directional TE link conbination (left), independent
uni -directional TE links (right)

/* LTP */
augrment / nw. net wor ks/ nw:. net wor k/ nw: node/ nt: t erm nati on- poi nt:
/[* LTP ID */

+--rwte-tp-id? te-types:te-tp-id
/* LTP network layer ID*/
| +--rwinterface-swtching-capability* [sw tching-
capability encodi ng]
| | +--rwswitching-capability i dentityref
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| | +--rw encoding i dentityref
[* LTP bandwi dth i nformation */
| | +--rw max-Isp-bandwi dth* [priority]
[ +--rwopriority uint8
| +--rw bandw dt h? t e- bandwi dt h
[* LTP inter-layer |ocks */
| +--rwinter-layer-1Iock-id? ui nt 32

0 TE tunnel termination point (TTP) - an el enment of TE topol ogy
representing one or several potential TE tunne
term nation/adaptation points (e.g. CCh |ayer transponder). A TTP
is hosted by exactly one TE node (see Figure 2). A TTP is assigned
a TE node scope-uni que | D. Depending on the TE node’s interna
constraints, a given TTP hosted by the TE node could be accessed
via one, several or all TE links originated/term nated froniby the
TE node. TTP's inportant attributes include Local Link
Connectivity List, Adaptation Cient Layer List, TE inter-Ilayer
| ocks (see below), Unreserved Adaptati on Bandw dth (announcing the
TTP s renmi ni ng adaptati on resources sharabl e between all
potential client LTPs), and Property Flags (indicating
m scel | aneous properties of the TTP, such as capability to support
1+1 protection for a TE tunnel term nated on the TTP)

[* TTP */
+--rw tunnel -termnation-point* [tunnel-tp-id]

/* TTP I D */

+--rw tunnel -tp-id bi nary
/* TTP layer network ID */

| +--rw switching-capability? i dentityref

| +--rw encodi ng? i dentityref
[1* Inter-layer-|ocks supported by TTP */

| +--rwinter-layer-1Iock-id? ui nt 32
[* TTP's protection capabilities */

| +--rw protection-type? i dentityref

[* TTP's list of client |ayer users */
| +--rwclient-layer-adaptation

[* TTP's Local Link Connectivity List (LLCL) */

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 11]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

| +--rwlocal-link-connectivities

o Label - in the context of circuit sw tched | ayer networks
identifies a particular resource on a TE link (e.g. Cch
wavel engt h, ODUK cont ai ner)

+--: (Il abel)
+--rw val ue? rt-types: generalized-I| abe

Figure 3. TTP Local Link Connectivity List
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0 TTP basic local link connectivity list (basic LLCL) - a list of TE
i nk/ 1 abel combinations term nated by the TTP-hosting TE node
(effectively the same as LTP/| abel pairs), which the TTP coul d be
connected to (see Figure 3, upper left). Fromthe point of view of
a potential TE path, basic LLCL provides a list of permssible
LTP/ |l abel pairs the TE path needs to start/stop on for a
connection, taking the TE path, to be successfully terninated on
the TTP in question.

0 TTP detailed local link connectivity list (detailed LLCL) - basic
LLCL extended to provide a set of costs (such as intra-node
summary TE netric, delay, SRLGs, etc.) associated with each LLCL
entry (see Figure 3, upper right)

/* TTP LLCL */
| +--rwlocal-link-connectivities
+--rw nunber-of-entri es? ui nt 16
/[* LLCL entry */

/* LLCL entry LTP */

| +--rw link-tp-ref | eaf r ef
/[* LLC entry | abel range */
| +--rw | abel -restriction* [inclusive-exclusive |abel-start]
| | +--rwinclusive-exclusive enuneration
| | +--rwlabel-start rt-types: generalized-I| abe
| +--rw | abel-end? rt-types: generalized-
| abel
[ | +--rw range-bitmp? bi nary

[* LLCL entry underlay TE path(s) */

| +--rw underl ay! {te-topol ogy-hierarchy}?
| | +--rw primary-path

| | +--rw backup-path* [index]

/* LLCL entry protection type */

| | +--rw protection-type? uintl16

/* LLCL entry supporting TE tunnels */

| | +--rwtunnels

/* LLCL entry bandwi dth paraneters */

| +--rw max-| sp-bandw dt h* [priority]
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* LLCL entry netrics (vector of costs) */
+--rw te-default-netric? ui nt 32

/
I
| +--rw te-delay-metric? ui nt 32
[ +--rw te-srlgs

| | +--rw val ue* te-types:srlg

| +--rwte-nsrlgs {nsrlg}?

/* LLCL entry ID */
[ |  +-rwid* ui nt 32

o TTP adaptation client layer list - alist of client |layers that
could be directly adopted by the TTP. This list is necessary to
describe conplex nulti-layer (nore than two |layer) client-server
| ayer hierarchies and, in particular, to identify the position of
the TTP in said hierarchies.

[* TTP adaptation client layer list */
| +--rwclient-layer-adaptation
| | +--rwswitching-capability* [switching-capability

encodi ng]
[* Cient layer ID */
| +--rw swi tching-capability i dentityref
| | +--rw encodi ng i dentityref
/* Adaptation bandwi dth available for the client |ayer */
| +--rw bandw dt h? t e- bandwi dt h
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Figure 4. TE Node Connectivity Matrix

0 TE node basic connectivity matrix - a TE node attribute descri bing
the TE node’s switching capabilities/limtations in the form of
perm ssi bl e switching conbinations of the TE node’s LTP/ | abe
pairs (see Figure 4, upper left). Fromthe point of view of a
potential TE path arriving at the TE node at a given inbound
LTP/ | abel, the node’s basic connectivity matrix describes
per m ssi bl e outbound LTP/| abel pairs for the TE path to | eave the
TE node.

0 TE node detailed connectivity matrix - TE node basic connectivity
matri x extended to provide a set of costs (such as intra-node
summary TE metric, delay, SRLGs, etc.) associated with each
connectivity matrix entry (see Figure 4, upper right).

/* TE node connectivity matrix */
| +--rw connectivity-matrix* [id]
[ +-rwid ui nt 32
| +-rwfrom /* left LTP */
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| | +--rwtp-ref? | eaf r ef

| +-rwto [* right LTP */

| | +--rwtp-ref? | eaf r ef

[ +--rwis-all owed? bool ean

/* Connectivity matrix entry | abel range */
+--rw | abel -restriction* [inclusive-exclusive
| abel -start]

| | +--rwinclusive-exclusive enumner ati on
| +--rwlabel-start rt-
types: general i zed- 1| abel
| +--rwlabel-end? rt-
types: general i zed-1 abel
| +--rw range-bitnmap? bi nary

/[* Connectivity matrix entry underlay TE path(s) */

| +--rw underl ay! {te-topol ogy-hierarchy}?

| | +--rwprimary-path

| | +--rw backup-pat h* [index]

/* Connectivity matrix entry protection type */

| | +--rw protection-type? uint16

[* Connectivity matrix entry supporting TE tunnels */
| | +--rw tunnels

/[* Connectivity matrix entry bandw dth parameters */
| +--rw nmax-| sp-bandwi dt h* [priority]

* Connectivity matrix entry netrics (vector of costs) */
+--rw te-default-metric? ui nt 32

/
I
| +--rw te-delay-netric? ui nt 32
| +--rw te-srlgs

| | +--rw val ue* te-types:srlg

| +--rwte-nsrlgs {nsrlg}?

/* Connectivity matrix entry ID */
| |  +--rwid* ui nt 32
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Figure 5. TE Path

o TE path - an ordered list of TE node/link IDs (each possibly
augrmented with | abels) that interconnects over a TE topology a
pair of TTPs and coul d be used by a connection (see Figure 5). A
TE path could, for exanple, be a product of a successful path
comput ation performed for a given TE tunnel

/* TE path */

/* TE topology the path is defined in */

| | | +--rw network-ref? | eaf r ef
/* Path type (1RO, XRO, ERO, RRO */
| | | +--rw path-type? i dentityref

/* TE path el ements */
| | +--rw path-elenent* [path-elenment-id]
| +--rw path-elenent-id ui nt 32
| +--rw i ndex? ui nt 32
|| +-rw (type)?
/* Numbered TE link path el ement */
| +--: (i p-address)
[ | +--rwip-address-hop
| [ +--rw address? i net:ip-address
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[ +--rw hop-type? te-hop-type
S nunber path el enent */

+--:(as-nunber)

| +--rw as-nunber-hop

| +--rw as- nunber? bi nary

+--rw hop-type? te- hop-type

nnunbered TE |ink path el ement */
+--: (unnunber ed- | i nk)
| +--rw unnunbered- hop

>—

c————

[ +--rw te-node-id? i net:ip-address
| +-rw tp-id? ui nt 32
| +--rw hop-type? te- hop-type
abel path el enment */
+--: (1 abel)

| +--rw | abel-hop
[ +--rw val ue? rt-types: generalized-| abel
| +--rw direction? bool ean
+--:(sid)
+--rw si d- hop
+--rw sid? rt-types: generalized-| abel

_—_——— Y

o TE path segnent - a contiguous fragnent of a TE path

Bryski n,

et al.

Figure 6. TE Inter-Layer Lock
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o TE inter-layer lock - a nodeling concept describing client-server
| ayer adaptation relationships inportant for rmulti-layer traffic
engineering. It is an association of Mclient layer LTPs and N
server layer TTPs, within which data arriving at any of the client
| ayer LTPs could be adopted onto any of the server |ayer TTPs. A
TE inter-layer lock is identified by inter-layer lock ID, which is
uni que across all TE topol ogi es provided by the same provider. The
client layer LTPs and the server layer TTPs associated by a given
TE inter-layer |ock share the sane inter-layer |ock |ID val ue.

In Figure 6 a TE inter-layer lock IL_1 associates six client |ayer
LTPs (C LTP_ 1 - CLTP 6) with two server layer TTPs (S TTP_1 and
S TTP_2). As mentioned, they all have the sane attribute -inter-

layer lock ID: 1L_1, which is the only paranmeter/val ue indicating
the association. A given LTP may have zero, one or nore inter-
|l ayer lock IDs. In the case of nmultiple inter-layer |ock IDs,

this inplies that the data arriving at the LTP can be adopted onto
any of TTPs associated with all specified inter-layer |ocks. For
exanple, CLTP_1 may be attributed with two inter-layer |ocks-
IL_1 and IL_2. This would nean that C LTP_1 for adaptation

pur poses can use not just TTPs associated with inter-layer |ock
IL1(i.e. STTP_.1 and S TTP 2 in the Figure), but any of TTPs
associated with inter-layer lock IL_2. Likewi se, a given TTP nay
have one or nore inter-layer |ocks, neaning that it can offer the
adaptation service to any client layer LTP having an inter-I|ayer

| ock mat ching one of its own.

LTPs and TTPs associated within the same TE inter-layer |ock may
be hosted by the sane (hybrid, nulti-layer) TE node or by nultiple
TE nodes defined in the sane or separate TE topol ogies. The latter
case is especially inportant because TE topol ogies of different

| ayer networks coul d be nodel ed by separate augnentations of the

basic (comon to all |ayers) TE topol ogy nodel
| +--rwinter-layer-Ilock-id? ui nt 32
o Transitional link - an alternative nethod of nodeling of client-
server adaptation relationship. Transitional link is a bi-
directional link connecting an LTP in a client layer to an LTP in

a server layer, which is associated (via TTP's LLCL) with a server
| ayer TTP capabl e of adopting of the client |ayer data onto a TE
tunnel terminated by the TTP. Inportant attributes pf a
transitional link are loca;/remote LTP IDs, TE netric and
avai | abl e adaptati on bandw dt h.
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Figure 7. Native and Abstract TE Topol ogi es

0 Native TE topology - a TE topology as it is known (to full extent
and unnodified) to the TE topol ogy provider (see | ower part of
Figure 7.). A native TE topol ogy night be discovered via various
routing protocols and/or subscribe/publish techniques. For
exanple, a first-level TE topology provider (such as a T-SDN
Domain Controller, DC) may auto-discover its native TE
topol ogy(ies) by participating in the domain s OSPF-TE protoco
i nstance; while a second-|evel TE topol ogy provider (such as a
Hi erarchical T-SDN Controller. HC) nornmally builds its native TE
topol ogy(i es) based on TE topol ogi es exposed by each of the
subordinate, first- level TE topol ogy providers.

o Underlay TE topology - a TE topology that serves as a base for
constructing overlay TE topol ogi es.

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 20]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

0 Overlay TE topology - a TE topol ogy constructed based on one or
nmore underlay TE topol ogi es. Each TE node of the overlay TE
topol ogy represents a separate underlay TE topology (that could be
mapped onto an arbitrary segnent of a native TE topology). Each TE
link of the overlay TE topol ogy represents, generally speaking, an
arbitrary TE path in one of the underlay TE topol ogies. The
overlay TE topol ogy and the supporting underlay TE topol ogi es may
represent separate |layer networks (e.g. OTN ODUk and WM OCh
respectively) or the sanme | ayer network.

0 Abstract TE topology - an overlay TE topol ogy created by a
provider to describe its network in sone abstract way. An abstract
TE topol ogy contains at |east one abstract TE topol ogy el ement,
such as TE node or TE link. An abstract TE topology is built based
on contents of one or nore of the provider’s native TE topol ogi es
(serving as underlay(s)), the provider’'s policies and the client’s
preferences (see upper part of Figure 7).

0 Customized TE topology - a TE topology tailored for a given
provider’s client. A custoni zed TE topology is usually but not
al ways an abstract TE topol ogy. For exanple, a given abstract TE
topol ogy coul d be exposed to a group or all provider’s clients (in
whi ch case the abstract TE topology is not a custonized TE
topol ogy). Likew se, a given naive TE topol ogy could be custonized
for a given client (for exanple, by removing high delay TE links
the client does not care about). So custoni zed TE topol ogy is not
an abstract TE topol ogy, because it does not contain abstract TE
t opol ogy el enents

o TE inter-domain plug - a TE link attribute neaningful for open-
ended inter-donmain/access TE links. It contains a network-w de
uni que value (inter-domain plug ID) that identifies in the network
a connectivity supporting the inter-domain/access TE link in
question. It is expected that a given pair of neighboring donain
TE topol ogi es (provided by separate providers) will have each at
| east one open-ended inter-domain/access TE link with a TE inter-
domai n plug matching to one provided by its neighbor, thus
allowing for a client of both domains to identify adjacent nodes
in the separate neighboring TE topol ogi es and resol ve the open-
ended i nter-domai n/access TE |links by connecting themregardl ess
of the Iinks respective local/renote node ID/link ID attributes
Inter-domain plug | Ds may be assigned and nanaged by a centra
network authority. Alternatively, inter-domain plug IDs could be
dynani cal | y auto-di scovered (e.g. via LMP protocol).
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+--rw external -domain

| +--rw network-ref? | eaf r ef

| +--rwrenote-te-node-id? te-types:te-node-id
| +--rwrenote-te-link-tp-id? te-types:te-tp-id

| +--rw plug-id? ui nt 32

1.3. Abstract TE Topol ogy Cal cul ation, Configuration and Mi ntenance

The TE Topol ogy Mbdel does not prescribe what and how abstract TE
topol ogi es are comput ed, configured, nmanipul ated and supported by a
TE network (e.g. transport network) provider. However, it is assumed
t hat:

o Al TE topologies, native or abstract, conveyed to the sanme or
different clients, are largely independent one from another. This
i mplies that each TE topol ogy, generally speaking, has an
i ndependent nanme space for TE node and link IDs, SRLGs, etc.
(possi bly overlapping with the nane spaces of other TE
t opol ogi es) ;

o Al abstract TE topol ogies are bound to the respective underl ay
native or abstract TE topol ogies only by the overlay/underl ay
rel ati onshi ps defined by the TE Topol ogy Mddel, but, otherw se,
the abstract TE topol ogies are decoupled fromtheir respective
underl ay TE topol ogi es.

It is envisioned that an original set of abstract TE topologies is
produced by a TE network provider for each of its clients based on
the provider’s local configurations and/or policies, as well as the
client-specific profiles. The original set of abstract TE topol ogies
offered to a client may be accepted by the client as-is.
Alternatively, the client my choose to negotiate/re-configure the
abstract TE topol ogies, so that the latter optimally satisfy the
client’s needs. In particular, for each of the abstract TE topol ogies
the client may request addi ng/renoving TE nodes, TE links, TTPs
and/ or nodifying re-configurable paraneters of the existing
components. The client nmay al so request different optimzation
criteria as conpared to those used for the original abstract TE
topol ogy optim zation, or/and specify various topol ogy-I|eve
constraints. The provider may accept or reject all or sone abstract
TE topol ogy re-configuration requests. Hence, the abstract TE

topol ogy negoti ati on process may take nmultiple iterations before the
provi der and each of its clients agree upon a set of abstract TE
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topol ogies and their contents. Furthernore, the negotiation process
could be repeated over tine to produce new abstract TE topol ogies
optimal to best suit evol ving circunstances.

Figure 8. Native Transport Network Domain TE Topol ogy as an Underl ay
for Abstract TE Topol ogi es

Let’s assune that a native transport network donmain TE topol ogy to be
as depicted in Figure 8. The popul ar types of abstract TE topol ogies

based on this native TE topol ogy as an underlay are described in the

foll owi ng secti ons.
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1.3.1. Single-Node Abstract TE Topol ogy

Figure 9. Bl ocking/Asymretrical TE Node with Basic Connectivity
Matrix Attribute

In Figure 9, the transport network domain is presented to a client as
a one-node abstract TE topol ogy, where the single TE node (ANl)
represents the entire donain and terninates all of the inter-
domai n/ access TE |inks connecting the donmain to its adjacent domains
(i.e. TE links L1...L8). Because ANl represents the entire domain the
node’ s Underlay TE Topol ogy attribute matches the 1D of one of the
domain’s native TE topol ogies (e.g. one presented in Figure 8).

[Note: all or sonme of the underlay TE topol ogies a given abstract TE
t opol ogy depends on could be catered to the client by the provider
along with the abstract TE topology in question or upon separate
request(s) issued by the client.]

One inportant caveat about abstract TE node ANl is that it should be
consi dered as an asymmetrical / bl ocki ng switch, because, generally
speaking, it is not guaranteed that a suitable TE path exists between
any given pair of inter-domain TE links into/out of the domain. This
means fromthe TE Topol ogy nodel point of view that there are certain
limtations as to how AN1’s LTPs coul d be interconnected

i nsi de/ across the TE node. The nodel allows for asymmetrical /bl ocking
swi tches by specifying for the associ ated TE nodes a non-enpty basic
connectivity matrix attribute describing pernissible inbound-out bound
TE link/1label sw tching conbinations. It is assumed that the
provider’s path conputer can conpute a set of optimal TE paths,
connecting i nbound TE |ink/|abel _x <=> outbound TE |ink/I abel _y

combi nations inside the abstract TE node over the TE node’ s underl ay
TE topol ogy. Based on the results of such conputations, ANl's
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connectivity matrix can be (re-)generated and (re-)conveyed to the
abstract TE topol ogy client.

A richer version of the basic connectivity matrix is the detailed
connectivity matrix. The latter not only describes permni ssible

i nbound TE link/label x <=> TE link/label TE |link/label _y swtching
conbi nati ons, but al so provides connectivity matrix entry specific
vectors of various costs/metrics (in terns of delay, bandw dth,
intra-node SRLGs and sunmary TE netrics) that a potential TE path
will accrue, should a given connectivity matrix entry be sel ected by
the path for crossing the TE node (see Figure 10).

Figure 10. Bl ocking/ Asymmetrical TE Node with Detail ed Connectivity
Matrix Attribute
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1.3.2. Full Mesh Link Abstract TE Topol ogy

Figure 11. Full Mesh Link Abstract TE Topol ogy

In Figure 11, the transport network donmain is abstracted in the
foll owi ng way.

(0]

Each of the underlay native TE topol ogy border TE nodes (i.e., the
TE nodes term nating at | east one inter-domain/access TE |ink
such as TE nodes S3 or S11 in Figure 8) is represented in the
abstract TE topol ogy as a separate abstract TE node, matchi ng one-
for-one to the respective border TE node of the underlay TE

topol ogy. For example, S3' of the abstract TE topol ogy represents
S3 of the underlay TE topology in Figure 8. [Note that such a

rel ationship is nodel ed via Supporting Node attribute of TE node
S3' specifying the ID of S3, as well as the ID of the TE topol ogy
where S3 is defined (i.e. TE topology in Figure 8)]. Likew se, S9
represents S9, S11' represents S11 and so forth;
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0 TE nodes S3', S5, S8, S9° and S11' are interconnected via a ful
mesh of abstract TE links. It is assumed that the provider’'s path
comput er can conpute a set of optinmal TE paths over one or nore of
underl ay TE topol ogies (such as presented in Figure 8)- one for
each of said abstract TE links; and the provider can set up the TE
tunnels in the network supporting each of the abstract TE |inks,
either during the abstract TE topol ogy configuration (in the case
of committed/pre-established abstract TE links), or at the tine
the first client’s connection is placed on the abstract TE link in
question (the case of uncommitted abstract TE links). [Note that
so (re-)conputed TE paths, as well as the | Ds of respective
underl ay TE topol ogies used for their conputation are nornally
catered to the client in the Underlay TE path attribute of the
associ ated abstract TE |inks]

The configuration paraneters of each of the abstract TE |links (such
as layer ID, bandwi dth and protection requirenents, preferred TE
pat hs across the underlay TE topology for the prinmary and backup
connections, etc.) are expected to be found in the abstract TE

topol ogy profiles/tenplates locally configured with the provider or
pushed to the provider by the client via the policy NBI. Each of the
abstract TE links may be later re-configured or renoved by direct
configuration requests issued by the client via TE Topol ogy NBI.

Li kewi se, additional abstract TE |links may be requested by the client
at any tine.

Sone possible variants/flavors of the Full Mesh Link Abstract TE
Topol ogy descri bed above are:

o Partial Mesh Link Abstract TE Topol ogy (where sone of the abstract
TE links fromthe full mesh are missing);

o Double Mesh Link Abstract TE Topol ogy (where each pair of abstract
TE nodes is connected via two diverse abstract TE |inks).
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1.3.3. Star-n-Spokes Abstract TE Topol ogy

Figure 12. Star-n-Spoke Abstract TE Topol ogy

The Full Mesh Link Abstract TE Topol ogy suffers fromthe n-squared
problem that is, the nunber of required abstract TE links is
proportional to square of the nunber of native TE topol ogy border TE
nodes. This problemcan be mitigated (i.e., the nunber of required
abstract TE links may be significantly reduced) by adding, to the
abstract TE topol ogy, an additional abstract TE node (the star)
representing one or several interconnected non-border TE nodes from
the native TE topol ogy. Abstract TE links in the Star-n-Spokes

Topol ogy connect the star with all other TE nodes of the topol ogy
(the spokes). For exanple, abstract TE node ANl in Figure 12 could
represent collectively TE nodes S7, S10 and S4 of the native TE
topol ogy (see Figure 8) with abstract TE links connecting ANl with
all other TE nodes in the Star-n-Spokes Abstract TE Topol ogy in
Figure 12.

In order to introduce a conposite abstract TE node, (e.g. ANl in
Figure 12) representing in a given abstract TE topology an arbitrary
segrment of another TE topology (e.g. TE nodes S7, S12 and S4 of the
TE topology in Figure 8) the TE topol ogy provider is expected to
performthe followi ng operations:

o Copy the TE topol ogy segnent to be represented by the abstract TE
node (i.e. TE nodes S7, S10 and S4 in Figure 8, as well as the TE
links interconnecting then) into a separate auxiliary TE topol ogy
(with a separate TE topol ogy |ID);
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(o]

Set for each TE node and TE Iink of the auxiliary TE topol ogy the
Supporting Node/Link attribute matching the original TE topol ogy
ID, as well as the ID of the respective original TE node/link of
the original TE topology. For exanple, if S7" of the auxiliary TE
topology is a copy of S7 of the original TE topol ogy, the
Supporting Node attribute of S7" will specify the ID of the
original TE topology (presented in figure 8 and the ID of S7

Set for the abstract TE node ANl the Underlay TE Topol ogy
attribute matching the auxiliary TE Topology ID

Furt hernmore, the Star-n-Spokes Abstract TE topol ogy provider is
expected to:

(0]

Conput e/ provi si on TE pat hs/tunnel s supporting each of the abstract
TE links in Figure 12 (i.e. abstract TE |links connecting the
spokes to the star, ANl) as described in 1.3.2;

Generate the ANl's Basic/Detailed Connectivity Matrix attribute
based on intra-node path conputations perfornmed on the ANl' s
underlay (i.e. auxiliary) TE topol ogy and descri bing permssible
i nbound TE link/label x. outbound TE link/label y switching
conbi nations as described in 1.3.1

1.3.4. Arbitrary Abstract TE Topol ogy

Figure 13. Arbitrary Abstract TE Topol ogy

To achieve an optimal tradeoff between the nunber of conponents, the
anount of information exposed by a transport network provider and the
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anount of path conputations required to keep said information up-to-
date, the provider may present the TE network donmain as an arbitrary
abstract TE topol ogy conprised of any nunber of abstract TE nodes

i nterconnected by abstract TE |links (see Figure 13). Each of the
abstract TE nodes can represent a single or several interconnected TE
nodes fromthe domain's underlay (native or |ower |evel abstract) TE
topol ogy, or a fraction of an underlay TE node. [Note that each of
the abstract TE nodes of the TE topology in Figure 13 is expected to
be introduced and mai ntai ned by the provider follow ng the
instructions as described in 1.3.3; |ikew se, each of the abstract TE
links of the topology is expected to be conputed, provisioned and

mai nt ai ned as described in 1.3.2]

1.3.5. Customi zed Abstract TE Topol ogi es

Figure 14. Custonized Abstract TE Topol ogy(i es)

A transport network/domain provider nmay serve nore than one client.
In such a case, the provider "slices" the network/donmain resources
and exposes a slice for each of the clients in the formof a

custom zed abstract TE topology. In Figure 14, the provider serves
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two clients (Blue and Red). Cient Blue is provided with the Bl ue
abstract TE topol ogy supported by the blue TE tunnels or paths in the
underl ay (native) TE topology (depicted in the Figure with blue
broken lines). Likewise, client Red is provided with the Red abstract
TE topol ogy supported by the red TE tunnels or paths in the underlay
TE topol ogy.

1.3.6. Hierarchical Abstract TE Topol ogi es

Fi gure 15. Hierarchy of Abstract TE Topol ogi es

As previously nmentioned, an underlay TE topol ogy for a given abstract
TE topol ogy conponent does not have to be one of the domain's native
TE topol ogies - another (lower level) donmain's abstract TTE topol ogy
can be used instead. This neans that abstract TE topol ogies are

hi erarchical in nature

Figure 15 provi des an exanpl e of abstract TE topol ogy hierarchy. In
this Figure the blue topology is a top |level abstract TE topol ogy
catered to by the provider to one of the donmain's clients. One of the
TE links of the blue topology - link EF - is supported by a TE path
E-MP-QNF conputed in the underlay TE topol ogy (red topol ogy),

whi ch happens to be domain’s (lower |evel) abstract TE topol ogy. .
Furthernore, as shown, the TE link PQ - one of the TE links
conprising the E-MP-QNF path - is supported by its own underl ay
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TE path, P -X-@ - conputed on one of the domain's native TE
t opol ogi es.

I nportantly, each TE |ink and TE node of a given abstract TE topol ogy
has, generally speaking, its individual stack/hierarchy of underlay
TE topol ogi es.

1.4. Merging TE Topol ogi es Provided By Miltiple Providers

A client may receive TE topol ogi es provided by nultiple providers,
each of which nanaging a separate donmain of an interconnected nulti-
domai n transport network. In order to nake use of said topol ogies,
the client is expected to nmerge (inter-connect) the provided TE
topol ogies into one or nore client’s native TE topol ogi es, each of
whi ch honogeneously representing the nulti-domain transport networKk.
This makes it possible for the client to select end-to-end TE paths
for its TE tunnel connections traversing nmultiple domains.

In particular, the process of merging TE topol ogi es incl udes:

o ldentifying neighboring TE domains and | ocking their TE topol ogi es
hori zontally by connecting their inter-donmain open-ended TE |i nks;

0 Renaning TE node, link, and SRLG IDs into ones allocated froma
separate name space; this is necessary because all TE topol ogies
are considered to be, generally speaking, independent with a
possibility of clashes anong TE node, link or SRLG IDs. Oiginal
TE node/link IDs along with the original TE topology ID are stored
in the Source attribute of the respective TE nodes/links of the
mer ged TE topol ogy;

0 Locking, TE topol ogies associated with different |ayer networks
vertically according to provided TE inter-layer locks; this is to
facilitate inter-layer path conputations across nultiple TE
t opol ogi es provided by the sane topol ogy provider
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Figure 16. Mergi ng Domai n TE Topol ogi es

Figure 16 illustrates the process of nerging, by the client, of TE
t opol ogi es provided by the client’s providers.

In the Figure, each of the two providers caters to the client a TE
topol ogy (abstract or native), describing the network domai n under
the respective provider’s control. The client, by consulting the
attributes of the open-ended inter-domain/access TE links - such as
TE inter-domain plugs or renote TE node/link IDs - is able to
determine that:

1. the two donmains are adjacent and are interconnected via three
inter-domain TE |inks, and;

2. each domain is connected to a separate custoner site, connecting

the left domain in the Figure to customer devices C-11 and C 12
and the right domain to custonmer devices C 21, G 22 and C 23.
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Therefore, the client interconnects the open-ended TE |inks, as shown
on the upper part of the Figure.

As nentioned, one way to interconnect the open-ended inter-
domai n/ access TE |inks of neighboring donmains is to nandate the
providers to specify renote nodelD/linklD attributes in the provided
i nter-domai n/access TE |links. This, however, may prove to be not
flexible. For example, the providers nay not be aware of the
respective renote nodel D |inked values. Mdre inportantly, this option
does not allow for the client to mx-n-nmatch nultiple (nore than one)
TE topol ogi es catered by the sane providers (see the next section).
Anot her, nore flexible, option to resolve the open-ended inter-

domai n/access TE links is by decorating themwi th the TE inter-domain
plug attribute. The attribute specifies inter-domain plug ID - a

net wor k- wi de uni que value that identifies on the network connectivity
supporting a given inter-domain/access TE link. Instead of specifying
renote node ID/link ID an inter-domain/access TE |link may provide a
non-zero inert-domain plug ID. It is expected that two nei ghboring
domai n TE t opol ogi es (provided by separate providers) will have each
at | east one open-ended inter-domain/access TE link with a TE inter-
domai n plug matching to one provided by its neighbor. For exanple,
the inter-domain TE link originating fromnode S5 of the Domain 1 TE
topol ogy (Figure 8) and the inter-donmain TE |link com ng from node S3
of Domai n2 TE topol ogy may specify matching TE inter-donain pl ugs
(i.e. carrying the sanme inter-domain plug ID). This would allow for
the client to identify adjacent nodes in the separate neighboring TE
topol ogi es and resolve the inter-domain/access TE |inks connecting
themregardl ess of their respective nodel Ds/linklDs (which, as

menti oned, could be allocated fromindependent nane spaces).

Inter-domain plug | Ds may be assigned and nanaged by a centra
network authority. Alternatively, inter-domain plug IDs could be
dynami cal | y auto-di scovered (e.g. via LMP protocol).

Furthernmore, the client renanes the TE nodes, |inks and SRLGs of fered
in the abstract TE topol ogies by assigning to themIDs allocated from
a separate nanme space nanaged by the client. Such renamng is
necessary, because the two abstract TE topol ogi es may have their own
nane spaces, generally speaking, independent one from anot her; hence,
I D overl aps/ cl ashes are possi ble. For exanple, both TE topol ogi es
have TE nodes naned S7, which, after renaning, appear in the nerged
TE topol ogy as S17 and S27 respectively. IDs of the original (i.e.
abstract TE topol ogy) TE nodes/links along with the ID of the
abstract TE topol ogy they belong to are stored in the Source
attribute of the respective TE nodes/links of the merged TE topol ogy.
For exanple, the Source attribute of S27 will contain S7 and the TE
topol ogy I D of the abstract TE topol ogy describing donmain 2.
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Once the nerging process is conplete, the client can use the nerged
TE topol ogy for path conputations across both domains, for exanple,
to conpute a TE path connecting C-11 to C 23.

1.4.1. Dealing Wth Miultiple Abstract TE Topol ogi es Provi ded By The Sane
Provi der

Figure 17. Multiple Abstract TE Topol ogi es Provided By TE Topol ogy
Provi ders

A given provider may expose nore than one abstract TE topology to the
client. For exanple, one abstract TE topol ogy could be optinized
based on a | owest-cost criterion, while another one could be based on
best possible delay netrics, while yet another one could be based on
maxi mum bandwi dth availability for the client connections.
Furthernore, the client may request all or some providers to expose
addi tional abstract TE topol ogies, possibly of a different type

and/ or optimzed differently, as conpared to al ready-provided TE
topol ogies. In any case, the client should be prepared for a provider
to offer to the client nore than one abstract TE topol ogy.

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 35]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

It should be up to the client to decide how to mix-and-match nmultiple
abstract TE topol ogi es provided by each of the providers, as well as
how to nerge theminto the client’s native TE topol ogies. The client
al so deci des how nany such nerged TE topologies it needs to produce
and nmaintain. For exanple, in addition to the nerged TE topol ogy
depicted on the upper part of Figure 16, the client nmay nerge the
abstract TE topol ogies received fromthe two providers, as shown in
Figure 17, into the client’s additional native TE topol ogi es, as
shown in Figure 18

[Note: allowing for the client nix-n-matching of nultiple TE
topol ogi es assunes that TE inter-domain plugs (rather than renote

nodel D/ | i nked) option is used for identifying neighboring domains and
i nter-domai n/access TE |ink resolution.]

Figure 18. Multiple Native (Merged) Cient’s TE Topol ogi es
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It is inportant to keep in mind that each of the three native
(merged) TE topol ogies could be used by the client for conputing TE
pat hs for any of the multi-domain connections. The choice as to which
topol ogy to use for a given connection depends on the
connection/tunnel paraneters/requirenments and the topology's style
and optimization criteria.

1.5. Configuring Abstract TE Topol ogi es

When a client receives one or nore abstract TE topol ogies fromone of
its providers, it nmay accept the topologies as-is and nerge then into
one or nore of its own native TE topol ogies. Alternatively, the
client may choose to request a re-configuration of one, sone or al
abstract TE topol ogi es provided by the providers. Specifically, with
respect to a given abstract TE topol ogy, sone of its TE nodes/|i nks
may be requested to be renoved, while additional ones may be
requested to be added. It is also possible that existing TE
nodes/links may be asked to be re-configured. For exanple, a set of
TE links may be requested to be disjoint fromeach other by
configuring the same Non Sharing Ri sk Link Goup (NSRLG attribute
for all links fromthe set. Such a configuration would force the
provider to place TE tunnels supporting the TE links fromthe set
onto sufficiently disjoint TE paths conputed in the tunnels underl ay
TE topol ogy. Furthernore, the topol ogy-wi de optimzation criteria may
be requested to be changed. For exanple, underlay TE paths supporting
the abstract TE links, currently optim zed to be shortest (I|east-
cost) paths, may be requested to be re-optim zed based on the m ni nal
delay criteria. Additionally, the client may request the providers to
configure entirely new abstract TE topol ogi es and/ or to renove

exi sting ones. Furthernore, future periodic or one tinme additions,
renoval s and/or re-configurations of abstract TE topol ogy el ements
and/or their attributes could be (re-)scheduled by the client ahead
of tinme.

It is the responsibility of the client to inplenent the |ogic behind
t he above-descri bed abstract TE topol ogy negotiation. It is expected
that the logic is influenced by the client’s |oca
configuration/tenplates, policies conveyed by client’s clients, input
fromthe network planning process, telenetry processor, analytics
systens and/or direct human operator conmmands. Figure 19 exenplifies
the abstract TE topol ogy negotiation process. As shown in the Figure,
the original abstract TE topol ogy exposed by a provider was requested
to be re-configured. Specifically, one of the abstract TE Iinks was
asked to be renoved, while three new ones were asked to be added to
the abstract TE topol ogy.
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Figure 19. Provider. Cdient Abstract TE Topol ogy Negoti ation

1.6. TE Tunnel Nbdel

The TE Tunnel Moddel is witten in YANG nodeling | anguage. It is
defined and devel oped by the | ETF TEAS WG and i s docunented as " YANG
Data Mobdel for Traffic Engineering Tunnels and Interfaces" [I-D.ietf-
teas-yang-te]. Anong ot her things the nodel describes a TE network
provider’s TE Tunnel data store as it is seen and influenced by a
client.

The TE Tunnel Model allows for the provider to convey to each of its
clients:

o information on TE tunnels provided to the client that are fully
contained within the controll ed network domai n,

o information on nmulti-donmain TE tunnel segnents across the network
domai n controlled by the provider;

o information on connections/LSPs, supporting TE tunnels and TE
tunnel segnents;

0 wupdates in response to changes to the client’s active TE
tunnel s/ segnents and the connections supporting them
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0 updates in response to the TE tunnel/segnent telenmetry/state
information the client has expressed an interest in.

The TE Tunnel Model allows for a TE network client to:

0 |Issue configuration requests to set up, tear down, replace, nodify
and mani pul ate end-to-end TE tunnels, as well as segnents of
mul ti-domain TE tunnels across the network controlled by the
provi der;

0 Request and obtain information on active TE tunnel s/ segnents and
connecti ons supporting them

0 Subscribe to and configure with the provider triggers, pace and
contents of the TE tunnel/segnment change update notifications;

0 Subscribe to and configure with the provider triggers, pace and
contents of the TE tunnel/segnment event notifications, such as
detected alarns, faults, protection/restoration actions, etc.

0 Subscribe to and configure with the provider triggers, pace and

contents of TE tunnel/segnent telenetry (e.g. statistics counters)
update notifications.
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1.7. TE Tunnel/Transport Service Mdeling Constructs

(0]

Fi gure 20. TE tunnel

TE tunnel - a connection-oriented service provided by a | ayer
network of delivery of a client’s data between source and
destination tunnel term nation points. A TE tunnel in a server

| ayer network may support a link in a client layer network (e.g.
CCh | ayer TE tunnel supporting ODW link). In Figure 20, a TE
tunnel interconnects tunnel termnation points resident on
switches CGR2 and CR3. A TE tunnel is realized via (supported by,
mapped onto) one or nore |ayer network connections/LSPs

/[* TE tunnel */
| +--rwtunnel* [nane]
| | +--rw nanme | eaf r ef
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+--rw source?
+--rw destination?
+--rw src-tp-id?
+--rw dst-tp-id?

i net:ip-address
i net:ip-address
bi nary
bi nary
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| | +--rwidentifier? | eaf r ef
/* TE tunnel configuration paraneters */
| | +--rweconfig
| | | +--rw name? string
| | | +--rwtype? i dentityref
| | | +--rwidentifier? ui nt 16
| | | +--rwdescription? string
| | | +--rwswtchcap? i dentityref
| | | +--rw encoding? i dentityref
| | | +--rwprotection-type? i dentityref
| | | +--rw admin-status? i dentityref
| | | +--rwpreference? uint8
| | | +--rwreoptimnze-tiner? ui nt 16
[ .
[ .
[
[ .
.

+--rw topol ogy-i d?

di sj oi nt ness

+--rw i gnore-overl oad?
+--rw bandw dt h- generic?
+--rw di sj oi nt ness?

+--rw setup-priority?
| | | +--rwhold-priority?
| | | +--rwsignaling-type?
/[* H erarchy TE tunnel paraneters */

[ | +--rwhierarchical-link-id
| | | +--rwlocal-te-node-id?
I |
| | | +--rwrenpte-te-node-id?
| | | +--rwte-topol ogy-id?

+--ro state

| +--ro name?

| +--ro type?

| +--roidentifier?

t opol ogy-id
/[* Bidirectional TE tunnel paraneters */
| | +--rw bidirectional
| | +--rw associ ati on
| | +-rwid?
| | +--rw source?
| | +--rw gl obal - source?
[ [ +--rw type?
| | +--rw provi sioi ng?
/* TE tunnel state */
I
I
|
I

I
I
I
I
I
|
C
I
I
I
I
|
I
I
n
I
I
|
I
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+--rw local -te-link-tp-id?

te-types:te-topol ogy-

bool ean
te-types:te-bandw dth
te-types:te-path-

uint8
ui nt 8
i dentityref

te-types:te-node-id
te-types:te-tp-id
te-types:te-node-id
te-types:te-

ui nt 16

i net:ip-address
i net:ip-address
i dentityref

i dentityref

string
i dentityref
ui nt 16
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/ *
I

| eaf r ef

addr es

I
|
I
I
I
I
S
|
I
I
I
I
I
n

types:

I
I
I
I
|
I
addr ess
I
I
I
|
I
I

{te-typ

I
|
I
t

i denti
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TE tunnel

|

I

I

I

I

I
amed

I
I
I
|
I
I
es:'n
|
I
I
I

I
yr ef

et al.

+- -rw namned- pat h-constrai nt ?

| eafref {te-
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| +--ro oper-status? i dentityref
primary path and LSP contai ner */
+--rw p2p-pri mary-pat hs
| +--rw p2p-prinmary-path* [ nane]
| +--rw hane
/* Configuration */
| +--rw config
| | +--rw name? string
[ | +--rw preference? uint8
| | +--rw path-setup-protocol ? i dentityref
| | +--rw path-conputation-nmethod? i dentityref
| | +--rw path-conputation-server? i net:ip-
| | +--rw conpute-only? enpty
[ | +--rw use-cspf? bool ean
| | +--rw verbatin® enpty
| | +--rwlockdown? enpty
| | +--rw naned-explicit-path? | eaf r ef
I I
-p

ath-constraints}?
/* state */

+--ro state

| +--ro nane?

| +--ro preference?
| +--ro path-setup-protocol ?
|
I

+--ro pat h-conput ati on- et hod?
+--ro pat h-conput ati on-server?
| | +--ro conpute-only?
| | +--ro use-cspf?
| | +--ro verbatin®
| | +--ro | ockdown?
[ | +--ro naned-explicit-path?

| | +--ro named-path-constraint?
amed- pat h-constrai nts}?
/* Computed path */

string

ui nt 8

i dentityref
i dentityref
i net:ip-

enmpty
bool ean
enpty
enpty
| eaf r ef
| eaf r ef

/* Computed path properties/metrics /

| +--ro conputed-path-properties

||
|
Conmputed path affinities */
| +--ro path-affinities
|

I I

+--ro netric-type

I
I
I
/ *
I
|
[ +--ro usage?
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+--ro accumul ati ve-val ue?

+--ro constraints* [usage]

| +--ro path-nmetric* [metric-type]

i dentityref
ui nt 64
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[ | +--ro (style)?
|1 | +--:(val ue)
I | | +--ro value? te-

[ . | +- -1 (naned)

I I
I I
| |
t ypes: adm n- groups
I
| 1 | +--ro affinity-nanes*

| +--ro constraint

| +--ro srlg-nanmes* [nane]

[ +--ro nane string
nmput ed path sub-objects */

+--ro pat h-conput ed-r out e-obj ects

/* LSP (provisioned path) */
I | +--ro | sp* [source destination tunnel-id

| sp-id extended-tunnel -id type]
/[* LSP paraneters */

[ nane]
| [ | +--1ro0 name string
/* Conmputed path SRLGs */

[ | | +--ro path-srlgs

[ | | | +--ro (style)?

I I +--1(val ues)

[ | [ | +--ro usage? i dentityref

[ [ | | +--ro val ues* te-
types:srlg

[ [ +- -1 (naned)

|| | [ +--ro constraints* [usage]

[ [ +--1r0 usage
i dentityref

|

|

||

—o——

+--rw candi dat e- p2p- secondar y- pat hs
+--rw candi dat e- p2p- secondar y- pat h*

| | +--ro0 source | eaf r ef
| | +--ro destination | eaf r ef
| | +--ro tunnel-id | eaf r ef
| | +--ro |lsp-id | eaf r ef
| [ +--ro extended-tunnel -id | eaf r ef
| | +--ro type | eaf r ef

| ] | +--ro signaling-type? i dentityref
|

(.

[ +--ro state
| +--ro secondary-path? | eaf r ef

y
| +--rw secondary-path | eaf r ef
| +--rw config
| ] | +--rw secondary-path? | eaf r ef
| ] | +--rwopriority? ui nt 16
| | +--rw path-setup-protocol ?
i dentityref
I
I
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|1 +--ro priority? ui nt 16
|1 +--ro pat h-set up- protocol ?

i dentityref
|| | +--ro active? bool ean

/* TE tunnel secondary path and LSP contai ner */

| | +--rw p2p-secondary-paths
| | | +--rw p2p-secondary-path* [nane]

I +--rw hane | eaf r ef
| 1 | +--rw config (sanme as for primary path )
|1 +--ro state (same as for primary, except for
di sj oi nt edness_state )
[ | +--ro disjointness_state? te-types:te-path-
i S OI ML NESS. .o e e
I . +--ro conput ed-pat h-properties (sanme as for

primary path)

| | +--ro path-affinities (sane as for primary
pat h)

""" | | | | +-ropath-srigs (same as for primary
pat h)

""" |11 ¥ lro path-conput ed- rout e- obj ect s

[* LSP (provisioned path) */
I . +-ro lsp (sane as for the prinmary LSP)
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0 Tunnel termination point (TTP) - a physical device inside a given
node/switch realizing a TE tunnel term nation function in a given
| ayer network, as well as the TE tunnel’s adaptation function
provided for client |ayer network(s). One exanple of tunne
termnation point is an OCh |ayer transponder. [Note: Tunne
term nation points are not to be confused with TE tunne
term nation points, which are TE representati ons of physica
tunnel termination points. Simlar to physical swtches and |inks
of the network, such as depicted in Figure 20, being represented
on a TE topol ogy describing the network as TE nodes and TE | i nks,
(physical) tunnel term nation points (TTPs) are represented as TE
tunnel termination points (TE TTPs, see 1.2) hosted by the TE
nodes. For exanple, a provisioned connection/LSP starts on a
source TTP, goes through a chain of physical |inks and stops on a
destination TTP. In contrast, TE path (e.g. result of a path
conputation) starts on a source TE TTP, goes through a chain of TE
I inks and stops on a destination TE TTP.]

| | | +--rw source? i net:ip-address
| | | +--rwdestination? i net:ip-address
| | | +--rwsrc-tp-id? bi nary
| | | +--rwdst-tp-id? bi nary

0 TE tunnel hand-off point - an access link or inter-domain |ink by
which a nulti-domain TE tunnel enters or exits a given network
domain, in conjunction with a | ayer network resource (such as a
wavel engt h channel or ODUk container) allocated on the
access/inter-domain link for the TE tunnel

0 TE tunnel segnment - a part of a multi-domain TE tunnel that spans
a given network domain and is directly and fully controlled by the
domain’s controller, DC. TE tunnel segnent is a fragnment of a
mul ti-domain TE tunnel between

1. the source tunnel termnation point and the TE tunnel hand- off
poi nt outbound fromthe TE tunnel’s first domain (head TE tunne
segment) ;

2. inbound and outbound TE tunnel hand-off points into/froma given
domain (transit TE tunnel segnent);
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3. inbound TE tunnel hand-off point into the TE tunnel’s | ast
domai n and the destination tunnel termnation point (tail TE
tunnel segnent);

0 Transport service - the sane as TE tunnel segnent
0 Hierarchy TE tunnel - a server layer TE tunnel that supports a

dynanmically created TE link in the client |ayer network topol ogy
(e.g. see 1.2)

[* H erarchy TE tunnel paraneters */

| | | +--rwhierarchical-link-id
| | | | +--rwlocal-te-node-id? te-types:te-node-id
| | | | +--rwlocal-te-link-tp-id? te-types:te-tp-id
| | | | +--rwrenote-te-node-id? te-types:te-node-id
| | | | +--rwte-topology-id? te-types:te-
t opol ogy-i d
0 Hierarchy transport service - the first or the last segment of a

mul ti-domain hierarchy TE tunne

0 Dependency TE tunnel - a hierarchical TE tunnel provisioned or to
be provisioned in an i medi ayel y adj acent server |ayer a given
client layer TE tunnel depends on (i.e. carried or to be carried
wi t hin)

o Potential TE tunnel/segnment - a TE tunnel/segnent configured in
COVPUTE_ONLY node. For such a TE tunnel /segnent TE paths to be
taken by supporting connection(s) is/are conputed and nonitored,
but the connection(s) are not provisioned

[ | +--rw path-conputation-nmethod? identityref

[ | +--rw path-conputation-server? inet:ip-
addr ess

[ | | +--rw conpute-only? enpty

[ | +--rw use-cspf? Bool ean
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(0]

Fi gure 20a. TE Tunnel Connecti ons/LSPs

Layer networ k connection/connection/LSP - a |ayer network path
supporting a TE tunnel by realizing its inplied forwarding
function. Said path is provisioned in a given | ayer network’s data
pl ane over a chain of links and cross-connected over switches
termnating the links. It interconnects the supported TE tunnel’s
source and destination termination points (in the case of end-to-
end connection) or TE tunnel’s hand-off points (in the case of
transport service connection) or the TE tunnel’s two split-nerge
points (in the case of segnment protection connection

Exanpl e: ODU2 connection supporting an CDU2 TE tunnel
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/* LSP (provisioned path) */
|1 | +--ro | sp* [source destination tunnel-id
| sp-id extended-tunnel -id type]
[* LSP paraneters */

[ | +--r0 source | eaf r ef
I | +--ro destination | eafr ef
I | +--ro tunnel-id | eaf r ef
[ | | +--ro Isp-id | eaf r ef
I | +--ro extended-tunnel-id | eaf r ef
[ | +--ro type | eaf r ef
[ | +--ro signaling-type? i denti tyref
[ | +--ro priority? ui nt 16

| +--ro pat h-set up- protocol ?
i dentityref
171 +--ro active? Bool ean

0 Wrking connection - the primary connection of the supported TE
tunnel or transport service (see Figure 20a).

o End-to-end protection connection - a secondary end-to-end
connection of the supported TE tunnel (e.g. end-to-end 1+1
protection connection, see Figure 20a).

0 Segnent protection connection - a secondary connection of the
supported transport service protecting the service over a given
network donmain (e.g. 1+1 segnent protection connection, see Figure
20a)

0 Restored connection - a connection after successful network
failure restorationrestoration procedures

0 Current connection - the sane as restored connection

o Nomi nal connection - a connection as (re-)provisioned upon a
client configuration request (i.e. a connection before any
automatic network failure restoration re-configurations are
carroed out, also a connection after restoration reversion
procedures are successfully conpl et ed)

0 Unprotected TE tunnel/transport service - TE tunnel/transport
service supported by a single (working/primry) connection/LSP
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0 Protected TE tunnel/transport service - TE tunnel/transport
servi ce supported by one working connection/LSP and at | east one
prot ecti on/ secondary connecti on/LSP

0 Restorable TE tunnel/transport service - TE tunnel/transport
service with pre-configured automatic network failure restoration
capabilities

o TE tunnel/transport service automatic protection sw tchover - a
process of switching of carrying user payload fromthe
tunnel 's/service’'s affected by a network failure working
connection onto one of the tunnel’s/service' s healthy protection
connecti on

o TE tunnel/transport service automatic protection reversion - a
process of switching of carrying user payload fromthe
tunnel ' s/ service's protection connection back onto the
tunnel ' s/ service’'s working connection after the latter was
repaired fromnetwork failure

o TE tunnel/transport service protection external command - a
command, typically issued by an operator, which influences the
automatic protection swi tchover and reversion.

Ext ernal commands are defined in [ITUT G 800] and [ RFC 4427]:

Freeze: A tenporary configuration action that prevents any
switch action to be taken and as such freezes the current
state.

Clear Freeze: An action that clears the active Freeze state.

Lockout of Normal: A tenporary configuration action that
ensures that the normal traffic is not allowed to use the
protection transport entity.

As described in [ITUT G 808], this command should be issued
at both ends.

Cl ear Lockout of Normal: An action that clears the active
Lockout of Normal state.

Lockout of Protection: A temporary configuration action that
ensures that the protection transport entity is tenporarily
not available to transport a traffic signal (either normal or
extra traffic).
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Forced Switch: A switch action that swithes the extra traffic
signal, the normal traffic signal, or the null signal to the
protection transport entity, unless an equal or higher
priority switch conmand is in effect.

Manual Switch: A switch action that switches the extra
traffic signal, the normal traffic signal #i, or the nul
signal to the protection transport entity, unless a fault
condition exists on other transport entities or an equal or
hi gher priority switch command is in effect.

Exercise: An action to start testing if the APS conmuni cation
is operating correctly. It is lower priority than any other
state or command.

Clear: An action that clears the active near-end | ockout of
protection, forced switch, manual switch, WR state, or
exerci se conmand

o TE tunnel/transport service protection Hold-off tine - a
configured period of time to expire between the nonment of
detecting of the first network failure affecting the
tunnel ' s/ service’'s working connection and the begi ning of the
tunnel ' s/ service’'s automatic protection sw tchover procedures

o0 TE tunnel/transport service protection WIRtine - a configured
period of tine to expire between the noment of repairing the |ast
network failure affecting the tunnel’s/service's working
connection and the begining of the tunnel’s/service' s automatic
protection reversion procedures

0 TE tunnel/transport service automatic network failure restoration
- a process of replacing of the tunnel’s/service’ s connection(s)
af fected by one or nore network failures away fromthe point(s) of
failue

0o TE tunnel/transport service restoration reversion- a process of
repl acing of the tunnel’s/service's connection(s) back onto the
nom nal connection paths after all network failures affecting the
tunnel ' s/ service’'s nom nal connection(s) are repaired

0 TE tunnel/transport service restoration Hold-off tine - a
configured period of time to expire between the nonent of
detecting of the first network failure affecting the
tunnel ' s/ service’s nom nal or current connection and the begi nning
of the automatic connection restoration procedures
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0 TE tunnel/transport service restoration WIRtime - a configured
period of tine to expire between the noment of repairing the |ast
network failure affecting the tunnel’s/service’ s nom na
connection and the begining of the connection automatic
restoration reversion procedures

0 Configured restoration path - a TE path specified by the client to
be used during the automatic network failure restoration operation
on one of the TE tunnel’s/transport service’'s nom nal or current
connecti ons

0 Pre-conputed restoration path - a configured restoration path to
be validated by a path conputer during the TE tunnel/transport
service setup or client triggered nodification

0 Pre-provisioned restoration path - a pre-conputed restoration path
to be pre-provisioned/pre-signaled in the network (with al
associ ated network resources allocated but not necessarily bound
into cross-connects) during the TE tunnel/transport service setup
or client triggered nodification

0 Connection configured path - a TE path (see 1.2) over a TE
t opol ogy describing a | ayer network/domain that specifies (loosely
or strictly) the client’s requirements with respect to an ordered
list of network nodes, |inks and resources on the links a given
connection shoul d go through

| | +--rw explicit-route-object* [index]

| +--rw i ndex | eaf r ef

| +--rw explicit-route-usage? i dentityref

EXCLUDE)

| | +--rwindex? ui nt 32

I | +--rw (type)?

| | +--: (nunber ed)

| | | +--rw nunbered- hop

| | | +--rw address? te-types:te-tp-
id

| | +--rw hop-type? t e- hop-type
| +--: (as-nunber)

| | +--rw as-nunber-hop

| | +--rw as- nunber ? bi nary

| +--rw hop-type? t e- hop-type
[ +--: (unnunber ed)

I

|
(1 NCLUDE/

I

I

I

I

I

I

I

I

|

| | +--rw unnunbered- hop
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node-i d

(. I I
tp-id

|| I

||

||

(.

types: general i zed- | abel

| | +-

types: general i zed-1 abel
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+--rw node-id? te-types:te-

+--rw link-tp-id? te-types:te-

+--rw hop-type? t e- hop-type

+--: (1 abel)

+--rw | abel - hop
+--rw val ue? rt-

-1 (sid)

+--rw sid-hop
+--rw sid? rt-

0 Connection exclusion path - a TE path over a TE topol ogy
describing a layer network/domain that specifies the client’s
requirenents with respect to an unordered |list of network nodes,
I'inks and resources on the links to be avoided by a given

connection

| +--rw route-object-exclude-al ways* [i ndex]

I
node-i d
I [ I
tp-id
I |
I [ I
I | I

types: general i zed- 1| abel
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+--rw i ndex

| +--rwindex?
+--rw (type)?

+--: (nunber ed)

I
I
I
| +--: (unnunber ed)
|
|+
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| eaf r ef
ui nt 32

+--rw nunber ed- hop

+--rw address? te-types:te-tp-

+--: (as-nunber)

+--rw as- nunber - hop
+--rw as- nunber ? bi nary
+--rw unnunber ed- hop

+--rw node-id? te-types:te-

+--rw link-tp-id? te-types:te-
- (label)
+--rw | abel - hop
+--rw val ue? rt-
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I ||
I ||
| (.

ed- |

types: generalized

| +--:(sid)

| +--rw sid-hop

| +--rw sid? rt-
e

abel

o Connection conputed path - a TE path over a TE topol ogy descri bi ng
a |l ayer network/donmain as conputed (subject to all configured
constraints and optimzation criteria) for a given connection to
take. Conputed connection path could be thought as the TE path
i ntended to be taken by the connection

/* Conputed path */

/* Conputed path properties/nmetrics /

| +--ro conputed-path-properties
| +--ro path-metric* [netric-type]
| | +--ro netric-type i dentityref
| | +--ro accunul ative-val ue? ui nt 64

I
| |
I I
I I
[* Conputed path affinities */
I
I
|

|
|
||
(.

[ .

[ .

| |
i dentityref

[ | | | +--ro (style)?

[ | +--: (val ue)

. . I | +--ro value? te-
types: adm n- groups

[ . [ . | +--: (naned)

(I (I | +--ro affinity-names*

| +--ro path-affinities
| | +--ro constraints* [usage]
| | +--ro usage?

[ nane]
I I | +--ro name string
/* Conmputed path SRLGs */
[ | | +--ro path-srlgs
[ | | | +--ro (style)?
[ [ . +--: (val ues)
[ [ | +--ro usage? i dentityref
[ [ | +--ro val ues* te-
types:srlg
[ [ +--: (named)
[ [ | | +--1r0 constraints* [usage]
I I +--r0 usage
i dentityref
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+--ro constraint
+--ro srlg-names* [nane]
+--ro nane string
uted path sub-objects */
--ro path-conput ed-rout e-obj ects

S
-

0 Connection actual path - an active connection’s path as
provisioned in the layer network’s data plane in the formof a TE
path over a TE topol ogy describing the | ayer network/ domain

1.8. Transport Service Mpping

Figure 21. Transport Service Mapping

Let's assune that a provider has exposed to a client its network
domain in the formof an abstract TE topol ogy, as shown on the |eft
side of Figure 21. Fromthen on, the provider should be prepared to
receive fromthe client, a request to set up or manipul ate a
transport service with TE path(s) conputed for the service
connection(s) based on and expressed in terns of the provided
abstract TE topology (as, for exanple, displayed in red broken line
on the right side of Figure 21). When this happens, the provider is
expected to set up the TE tunnels supporting all yet uncommitted
abstract TE links (e. g, TEIlink S3'-S8 in the Figure).

Furthernore, it is the responsibility of the provider to:
o Performall the necessary abstract-to-native translations for the

specified TE paths (i.e. the transport service connection
configured paths);
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o Provision working and protection connections supporting the
transport service; as well as replace/nodify/delete themin
accordance with subsequent client’s configuration requests;

o Performall the requested recovery operations upon detecting
network failures affecting the transport service;

o Notify the client about all paraneter changes, events and ot her
telemetry information the client has expressed an interest in,
with respect to the transport service in question.

1.9. Multi-Domain Transport Service Coordination

A client of multiple TE network domains may need to
orchestrate/coordinate its transport service setup/ mani pul ation
across sone or all the domains. One exanple of such a client is a

Hi erarchical T-SDN Controller, HC, managing a connected nulti-donain
transport network where each of the domains is controlled by a
separate Domain T-SDN Controller, DC. Said DCs are expected to expose
TE Topol ogy and TE Tunnel North Bound Interfaces, NBls,, supported
respectively by I ETF TE Topol ogy and TE Tunnel nodels (and their
network | ayer specific augnentations). HC is assuned to establish
client-provider relationship with each of the DCs and nake use of
said NBls to extract fromthe domains various information (such as TE
topol ogies and telenetry), as well as to convey instructions to
coordinate across multiple domains its transport services set up and
mani pul ati on.
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Fi gure 22. Two-Donmi n Transport Network

Let’s consider, for exanple, a two-domain transport network as
represented in Figure 22. Suppose that HC is requested to set up an
unprotected transport service to provide connectivity between
custoner network elements CGR1L and CGR6. It is assuned that by the
tinme the request has arrived, the two DCs have al ready provided
abstract TE topol ogi es describing their respective donains, and that
HC has nmerged the provided TE topol ogies into one that honogeneously
describes the entire transport network (as shown in Figure 23).
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Fi gure 23. Two-Dormai n Transport Network (Abstracted View)

Consi der that HC, using the nerged TE topol ogy, selected a TE path to
be taken by the requested transport service connection as shown on
the upper part of Figure 24.

The multi-domain transport service set up coordination includes:

o Splitting selected for the transport service TE path(s) into
segnents - one set of segnents per each domain involved in the
service setup;

0 |Issuing a configuration request to each of the involved DCs to set
up the transport service across the respective domain. Note that
the connection configured paths are required to be expressed in
terns of respective abstract TE topol ogi es as exposed to HC by DCs
(see lower part of Figure 24).
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0 Waiting for the set up conplete confirmation fromeach of the
i nvol ved DCs. In case one of the DCs reports a failure, HCis
responsible to carry out the cl eanup/roll back procedures by
requesting all involved DCs to tear down the successfully created
segnent s

Figure 24. Transport Service Placenent Based on Abstract TE Topol ogy

Whi | e processing the received fromHC configuration request to set up
the transport service, each DCis expected to carry out the transport
servi ce mappi ng procedures (as described in 1.8) resulting in the set
up of all the necessary underlay TE tunnels, as well as one or nore
connections supporting the transport service. As a result, the
requested transport service will be provisioned as shown in Figure
25.

The multi-domain transport service tear down coordination entails
i ssuing to each of the involved DCs a configuration request to delete
the transport service in the controlled by the DC domain. DCs are
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expected in this case to release all network resources allocated for
the transport service

The nmulti-donmain transport service nodify coordination inplies

i ssuing to each of the involved DCs a configuration request to
replace the transport service connections according to the newy

provi ded paths and/or nodify the connection paraneters according to
the newly provided configuration

Figure 25. Multi-domain transport service is provisioned

2. Use Cases

2.1. Use Case 1. Transport service control on a single layer nmulti-
domai n transport network

Configuration (Figure 26):
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0 Three-domain nulti-vendor ODUk/Cch transport network;

0 The donmins are interconnected via ODUk inter-domain |inks;

o0 Each of the donmains is conprised of ODUk/Cch network el enents
(switches) froma separate vendor and is controlled by a single
(vendor specific) T-SDN Domain Controller (DC)

o Al DCs expose | ETF TE Topol ogy and TE Tunnel nodel based NBIs;

0 The transport network as a whole is controlled by a single
hi erarchi cal T-SDN controller (HO;

0 HC makes use of the NBIs to set up client-provider relationship
with each of the DCs and controls via the DCs their respective
net wor kK domai ns

0 Three custoner |P/MPLS sites are connected to the transport
network via ODUk access |inks;

o0 The custonmer |P/MPLS routers and the router transport ports

connecting the routers to the transport network are nanaged
aut ononously and i ndependently fromthe transport network.
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Fi gure 26 Three-domain ODUk/ Cch transport network with ODUk access
and inter-donain |inks

bj ective: Set up/manipul ate/ del ete a shortest delay unprotected or
protected transport service to provide connectivity between customner
network elements GR2 and C-R5

1) TE Topol ogy di scovery

Al DCs provide to HC respective domain ODUk | ayer abstract TE

topol ogies. Let’s assune that each such topology is a single-node TE
topol ogy (as described in 1.3.1, abstract TE topology of this type
represents the entire donain as a single asymmetrical /bl ocking TE
node). Let's further assune that the abstract TE nodes representing
the donains are attributed with detailed connectivity nmatrices
optinized according to the shortest delay criterion. [Note: single-
node abstract TE topol ogies are assuned for sinplicity sake.

Al ternatively, any DC could have provided an abstract TE topol ogy of
any type described in 1.3].
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HC nerges the provided TE topologies into its own native TE topol ogy
(the TE topol ogy nerging procedures are discussed in 1.4). The merged
TE topol ogy, as well as the TE topol ogi es provided by DCs, are
depicted in Figure 27. The nerged TE topol ogy honbgeneously descri bes
the entire transport network and hence is suitable for path

comput ations across the network. Note that the dotted Iines in the

Fi gure connecting the topol ogy access TE links with custoner devices
illustrate that HC in this use case has neither control nor

i nformati on on the custoner devices/ports and, therefore, can only
provide a connectivity between the requested transport service

i ngress and egress access |links (on assunption that the customner
transport ports are provisioned i ndependently)

Fi gure 27. Three-domain single |ayer transport network abstract TE
t opol ogy
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2) Transport service path computation

Using the nerged TE topol ogy (Figure 27, upper part) HC sel ects one
or nore optimal and sufficiently disjoint fromeach other TE path(s)
for the requested transport service connection(s). Resulting TE paths
for the requested end-to-end protected transport service, for
exanpl e, could be as marked on the upper part of Figure 28.

It is inmportant to keep in mnd that HC s path conputer is capable of
perform ng the necessary path selection only as long as the nerged TE
topol ogy provides the necessary TE visibility for the path selection
both intra-domain (e.g. by virtue of provided by the abstract TE
nodes detail ed connectivity matrices) and inter-domain (because of
provided inter-domain TE link attributes). In case one or nore DCs
is/are not capable of or willing to provide the detailed connectivity
matrices (that is, DCs expose the respective domains as bl ack boxes -
unconstrai ned TE nodes term nating the inter-domain TE links), HC
will not be able to select the end-to-end TE path(s) for the
requested transport service on its own. In such a case HC may opt for
maki ng use of the Path Conputation NBlI, exposed by the DCs to

expl ore/ eval uate intra-domain TE path availability in real tine. |ETF
TE Tunnel nodel supports the Path Conputation NBI by allowi ng for the
configuration of transport services in COVWUTE ONLY node. In this
nmode the provider is expected to conpute TE paths for a requested
transport service connections and return the paths in the request’s
response without triggering the connection provisioning in the

net wor k.

Consi der, for exanple, the case when none of the DCs has provided the
detailed connectivity matrix attribute for the abstract TE nodes
representing the respective domain. In such a case HC may:

1. Request the ingress domain DC (i.e. DCl) to conpute intra-domain
TE pat hs connecting the ingress access TE link (i.e. the link
facing GR2) with each of the inter-domain TE links (i.e. |inks
connecting Domain 1 to Domain 2 and Donmain 3 respectively);

2. Gowthe TE paths returned by DC1 in (1) over the respective
out bound inter-domain TE |inks;

3. Request the neighboring DC(s) (e.g. DC3) to conpute all intra-
domai n TE pat hs connecting across the domain all inbound into
the domain inter-domain TE |links reached by the path grow ng
process in (2) with all other (outbound) domain’s inter-domain
TE | i nks;
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4. Augnent the TE paths produced in step (2) with the TE paths
determined in step (3);

5. Repeat steps (2), (3) and (4) until the resulting TE paths reach
the egress domain (i.e. Domain 2);

6. Request the egress donmain DC (i.e. DC2) to grow each of the TE
pat hs across the domain to connect themto the egress access TE
link (i.e. the link facing G R5);

7. Select one (or nore) nost optinmal and sufficiently disjoint from
each other TE path(s) fromthe list produced in step (6).

[ Note: The transport service path selection nethod based on Path
Conput ati on NBl s exposed by DCs does not scale well and the nore
domai ns conprise the network and the nore inter-domain |inks

i nterconnect them the worse the nethod works. Realistically, this
approach will not work sufficiently well for the networks with nore
t han 3 donai ns]
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Fi gure 28. TE paths conputed for the protected transport service

3) Transport service setup coordi nation

HC carries out the nmulti-domain transport service setup coordination
as described in 1.9. In particular, HC splits the conputed TE path(s)
into 3 sets of TE path segnments - one set per domain (as shown on the
| ower part of Figure 28), and issues a TE tunnel configuration
request to each of the DCs to set up the requested transport service
across the domain under the DC' s control. The primary (and
secondary) connection explicit path(s) is/are specified in the
requests in terns of respective domain abstract TE topol ogi es.

Whi | e processing the configuration request, each DC perforns the
transport service mapping (as described in 1.8). In particular, the
DC transl ates the specified explicit path(s) fromabstract into
native TE topol ogy terns, sets up supporting underlay TE tunnels
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(e.g. Cch TE tunnels), and, then, allocates required ODUk containers
on the selected links and provisions the ODUk cross-connects on the
switches terminating the |inks.

If the setup is successfully conpleted in all three domains, the
transport service connection(s) will be provisioned as depicted in
Figure 29. If one of the DCs fails to set up its part, all
successful ly provisioned segnments will be asked by HC to be rel eased.
4) Transport service teardown coordination

HC i ssues to each of DCs a configuration request to rel ease the

transport service over the controlled domain, as well as the server
| ayer TE tunnels supporting dynamcally created |inks.

Fi gure 29. Transport service is provisioned
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2.2. Use Case 2. End-to-end TE tunnel control on a single layer nulti-
domai n transport network

Configuration (Figure 26): the sane as in use case 1, except that HC
in this use case controls custoner devices/ports by extracting
informati on fromand pushing configuration to the custoner site SDN
controller(s) managing the custonmer devices directly.

Ohj ective: Set up//delete an unprotected shortest delay TE tunne
i nterconnecting end-to-end CGR2 and G R5

1) TE Topol ogy di scovery

As in use case 1 all DCs provide to HC dormain ODUk | ayer abstract TE
topol ogies. Additionally in this use the three custoner site
control |l ers expose the TE Topol ogy and Tunnel nodel based NBlIs to HC
Usi ng the TE Topol ogy NBI each custoner controller provides to HC the
respective custonmer site domain abstract TE topol ogy. Custoner site
abstract TE topol ogi es contain abstract TE nodes representing the
devices which are directly connected to the transport network. Said
abstract TE nodes host TE tunnel term nation points, TTPs,
representing the ports over which the custoner devices are connected
to the transport network, and terminate access TE |links the TTPs are
accessible from (see Figure 30).
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Fi gure 30. Abstract TE topol ogies provided by all network donmai ns and
customer sites
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HC nerges the provided topologies into its own native TE Topol ogy
(the TE topol ogy nerging procedures are discussed in 1.4). The merged
TE topology is depicted in Figure 31. It honbgeneously describes end-
to-end not only the entire transport network, but al so the custoner
sites connected to the network and hence is suitable for TE tunne

end to end path conputations.

Figure 31. Abstract TE topol ogy describing transport network and
connected to it customer sites

2) TE tunnel path conputation

Using the nerged TE topol ogy (Figure 31) HC selects an optimal TE
path for the requested TE tunnel connecting end-to-end the specified
TE tunnel termnation points, TTPs. The resulting TE path, for
exanpl e, could be as marked on the upper part of Figure 32
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Figure 32. TE path conputed for the TE tunne

3) TE tunnel setup coordination

HC carries out the multi-domain TE tunnel setup coordi nation as
described for use case 1, except that in this use case HC
additionally initiates and controls the setup of the TE tunnel’s head
and tail segnents on the respective custoner sites. Note that the
customer site controllers behave exactly as transport network domain
DCs. In particular, they receive issued by HC configuration requests
to set up the TE tunnel’s head and tail segnments respectively. Wile
processing the requests the custoner site controllers performthe
necessary provisioning of the TE tunnel’s source and destination
term nation points, as well as of the | ocal sides of the selected
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segrments are successfully provisioned on

access links. If all
connection will be

custoner sites and network domains, the TE tunne
provi sioned as marked in Figure 33.

4) TE tunnel teardown coordination

HC i ssues to each of DCs and customer site controllers a
configuration request to rel ease respective segnents of the TE
tunnel, as well as the server |layer TE tunnels supporting dynamcally

created |inks.

Figure 33. TE tunnel is provisioned

2.3. Use Case 3. Transport service control on a ODUk/ Cch nulti-donain
transport network with Ethernet access links

the sane as in use case 1, except that al

Configuration (Figure 34):
| ayer links (depicted as

access links in this use case are Ethernet
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blue lines in the Figure), while all inter-domain links remain to be
ODWk | ayer 1inks.

Fi gure 34. Three-domai n ODUk/ Cch transport network with Ethernet
| ayer access |inks

bj ective: Set up//delete an unprotected shortest delay transport
servi ce supporting connectivity between CGR2 and C R5

1) TE Topol ogy di scovery

In order to nmake possible for the necessary in this use case multi-

| ayer path conputation, each DC exposes to HC two (ODUk | ayer and

Et hernet |ayer) abstract TE topologies, Additionally, the |ower

| ayer (ODWk) TE nodes announce hosted by them TE tunnel term nation
poi nts, TTPs, capable of adopting the payload carried over the

Et hernet |ayer access links, Fromthe TE Topol ogy nodel point of view
this means that said TTPs are attributed with TE inter-|ayer |ocks
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mat chi ng ones attributed to Ethernet TE links (i.e. TE links provided
within Ethernet |ayer abstract TE topol ogies).

Et hernet and ODUk | ayer single node abstract TE topol ogies catered to
HC by each of the DCs are presented in Figure 35.

HC nerges the provided TE topologies into its own native TE Topol ogy
(the merging procedures are described in 1.4). Inportantly in this
case HC | ocks the provided TE topol ogi es not only horizontally, but
vertically as well, thus producing a two-1layer TE topol ogy
honbgenously describing both layers of the entire transport network,
as well as the client-server |ayer adaptation rel ationships between
the two layers. This nmakes the nmerged TE topol ogy suitable for nulti-
| ayer/inter-layer mnulti-domain transport service path conputations.
The merged TE topology is presented in Figure 36

Figure 35. ODUk and Et hernet |ayer abstract TE topol ogi es exposed by
DCs
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Fi gure 36. Two-layer three-donmain transport network abstract TE
t opol ogy

2) Transport service path conputation

Using the nerged TE topology (Figure 36) HC selects an optinmal TE
path for the requested transport service.

Note that if HC s path conputer considered only Ethernet |ayer TE
nodes and |inks, the path conputation would .fail. This is because
the Ethernet |ayer TE nodes (i.e. Dl-e, D2-e and D3-e in the Figure)
are di sconnected fromeach other. However, the inter-|ayer
associations (in the formof the TE inter-layer |ocks) nake possible
for the path conputer to select TE path(s) in the |ower (ODWK) |ayer
that can be used to set up hierarchy TE tunnel (s) supporting
additional dynamc TE link(s) in the upper (Ethernet ) layer in order
for the requested transport service path conputation to succeed.
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Let’s sssune that the resulting TE path is as marked in Figure 37.
The red line in the Figure marks the TE path sel ected for the ODUk
| ayer hierarchy TE tunnel supporting the required Ethernet |ayer
dynanmic TE li nk.

Figure 37. Multi-layer TE path conputed for the transport service

3) Transport service setup coordi nation

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 75]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

HC sets up the requested Ethernet |ayer transport service in two
stages. First, it coordinates the end-to-end setup of the ODUk | ayer
hi erarchy TE tunnel between the selected TTPs. If this operation
succeeds, a new Ethernet layer dynamic TE link (blue |ine connecting
TE nodes Dl-e and D2-e in Figure 38) is automatically added to the
merged abstract TE topology. Inportantly, as a part of the hierarchy
transport service setup both DC1 and DC 2 add a new open-ended

Et hernet layer inter-domain dynamic TE link to their respective
abstract TE topol ogi es. Second, HC coordinates the setup of the
requested (Ethernet |ayer) transport service. The required TE path
for the second stage is narked as fat blue Iine in the Figure. Note
that DC3 controlling domain 3 is only involved in the first stage,
but is oblivious to the second stage.

Figure 38. A new Ethernet layer TE link supported by ODUK |ayer TE
tunnel is added to the provided and nerged abstract TE topol ogies
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IF all involved DCs confirm successful setup conpletion, the
requested transport service, as well as the supporting server |ayer
hi erarchy TE tunnel, will be provisioned as depicted in Figure 39. If
one of the DCs fails to set up its segnent in either of the |ayers,
al |l successfully provisioned segnents will be requested by HC to be

rel eased.

Figure 39. Ethernet transport service and supporting ODUk TE tunne
are provisioned

4) Transport service teardown coordination

First, HC issues to DC1 and DC2 a configuration request to rel ease
the Ethernet |ayer transport service in the respective donmins. After
that, all three DCs are requested to rel ease the segnents of the
supporting ODUK |ayer hierarchy TE tunnel. \Wile processing the
request DCl and DC2 al so renove the dynamic Ethernet |ayer TE |inks
supported by the respective hierarchy TE tunnel’s segnents, thus the
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network’s abstract TE topol ogies are reverted back to the state as
shown in Figures 35 and 36.

2. 4. Use Case 4. Transport service control on a ODUk/ Cch nulti-domain
transport network with rmulti-function access |inks

Configuration (Figure 40): the sanme as in use case 3, except that all
access links in this use case are multi-function links (depicted in
the Figure as blue conpound lines). Let’s assume that, depending on
configuration, the multi-function access links in this use case can
carry either Ethernet or SDH STML6 | ayer payl oad.

bj ective: Set up//delete an unprotected shortest delay SDH STML6
| ayer transport service interconnecting GR2 and G R5

Fi gure 40. Three-domai n ODUk/ Cch transport network with mnulti-
function access |inks
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1) TE Topol ogy di scovery

The TE Topol ogy nodel considers nulti-function |links as parall el

mut ual |y exclusive TE links each belonging to a separate |ayer
networ k. For this use case each DC exposes to HC t hree (ODUk-,

Et hernet- and SDH STML6-| ayer) abstract TE topol ogies (generally
speaki ng, one abstract TE topol ogy per each |layer network supported
by at |east one access or inter-domain link). Like in use case 3,
the | ower |ayer (ODUk) TE nodes announce hosted by them TE tunne
term nation points, TTPs, capable in this case of adopting Ethernet,
SDH STML6 or both | ayer payl oads, The TTPs are attributed with TE
inter-layer |ocks matching ones specified for Ethernet and/or

SDH STML6 TE | i nks.

Et hernet, SDH STML6 and ODUk | ayer single-node abstract TE topol ogies
catered to HC by each of the DCs are presented in Figure 41.

HC nmerges the provided topologies into its own native TE Topol ogy
(the merging procedures are described in 1.4). As in use case 3 HC

| ocks the provided TE topol ogies not only horizontally (i.e. between
domai ns), but vertically (between |layers) as well, thus producing a
three-layer TE topol ogy honpgenously describing the three | ayers of
the entire transport network, as well as the client-server |ayer
adaptation rel ationshi ps between the layers. This nmakes the nerged TE
topol ogy suitable for multi-layer/inter-layer multi-domain transport
service path conmputations. The merged TE topology is presented in

Fi gure 42.
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Figure 41. ODWk, Ethernet and SDH STML6 | ayer abstract TE topol ogies
exposed by DCs

Fi gure 42. Three-layer three-domain transport network abstract TE
t opol ogy

2) Transport service path conputation
Using the nerged TE topol ogy (Figure 42) HC s path conputer selects a
TE path for the requested transport service. For exanple, for the

SDH/ STML6 | ayer unprotected transport service the resulting TE path
could be determ ned as marked in Figure 43.
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Figure 43. Multi-layer TE path conputed for SDH STML6 | ayer transport
service
3) Transport service setup coordi nation
Same as in use case 3.
4) Transport service teardown coordination
Same as in use case 3.

2.5. Use Case 5. Real tinme updates of IP/MPLS |layer TE link attributes
that depend on supporting transport connectivity (e.g. transport
SRLGs, propagation delay, etc.)

Configuration (Figure 26): the sanme as in use case 1,
bj ective: A transport service interconnecting transport ports of two

IP routers across a transport network is likely to serve a link in
| P/ MPLS | ayer network, which is usually controlled by a client of the

Bryskin, et al. Expi res Septenber 5, 2018 [ Page 81]



Internet-Draft TE Topol ogy and Tunnel Mbdeling March 2018

transport network, such as | P/MPLS Controller. Perfornmance of TE
applications (e.g. path conputer) running on the IP/MPLS Controller
depends on the accuracy of |IP/MPLS |ayer TE link attributes. Sone of
these attributes can change over tine and are known real-tinme only to
a transport network controller, such as HC. Exanples of said
attributes are transport SRLGs, propagation delay netric, protection
capacities and status, etc. The objective of this use case is to
ensure up-to-date state of said attributes in the | P/ MPLS
Controller’s internal TED via necessary updates provided in a tinely
manner by the controller (e.g. HC nmanagi ng transport connectivity
supporting | P/ MPLS | ayer |inks.

Real i zati on:

0 HC exposes and supports | ETF TE Topol ogy and TE Tunnel nodel based
NBl s (the sane NBls that are exposed by DCs serving HC) ;

o | P/ MPLS Controller nakes use of the exposed NBlIs to set up the
respective client-provider relationships with HC

o0 |P/MPLS Controller uses the TE Tunnel NBI to configure with HC a
transport service interconnecting transport ports of a pair of IP
routers desired to be adjacent in the | P/MPLS | ayer network. The
TE Tunnel nodel allows for specifying in the transport service
configuration request the TE topology and link I Ds of the | P/ MPLS
TE link the requested transport service will be serving;

0 |P/MPLS Controller uses the TE Topology NBI to subscribe with HC
on the IP/MPLS TE link notifications with respect to changes in
the TE link’s attributes, such as SRLGs, propagation del ay,
protection capabilities/status, etc.

0 HC uses the TE Topol ogy NBI to convey the requested notifications
when HC | earns the attributes | P/MPLS has expressed interest in or
detects any changes since previous notifications (for exanple, due
to network failure restoration/reversion procedures happened to
the transport connectivity that supports the failure affected
I P/ MPLS | i nks)

2.6. Use Case 6. Virtual Network Service
Configuration (Figure 26): the sanme as in use case 1,
bj ective: Set up two Virtual Networks for the client, with Virtua

Network 1 interconnecting custoner IP routers CGRl, GR7 and CR4
over a single-node abstract TE topology, and Virtual Network 2
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i nterconnecting customer IP routers GR2, CGR3, CGR8, CR5 and CGR6
over a full mesh link abstract TE topol ogy as depicted in Figure 44.

[Note: Aclient of a transport network may want to linmit the
transport network connectivity of a particular type and quality
within distinct subsets of its network el enents interconnected across
the transport network. Furthernore, a given transport network may
serve nore than one client. In this case sone or all clients may want
to ensure the availability of transport network resources in case
dynanmic (re-)connecting of their network el ements across the
transport network is envisioned. In all such cases a client may want
to set up one or nore Virtual Networks over provided transport

net wor k]

1) Virtual Network setup

Fromthe client’s point of viewa Virtual Network setup includes the
foll owi ng procedures:

o0 ldentifying the Virtual Network nenbership - a subset of the
client’s network el ements/ports to be interconnected over the
abstract TE topol ogy configured for the Virtual Network. Note that
fromthe transport network provider’s point of viewthis
effectively deternines the |ist of abstract TE topol ogy’ s open-
ended access TE |inks;

0 Deciding on the Virtual Network' s abstract TE topol ogy type (e.qg.
singl e-node vs. link nesh), optimzation criterion (e.g. shortest
del ay vs. snmallest cost), bandw dth, |ink disjointedness,
adaptation capabilities and other requirenments/constraints, as
wel|l as, whether the TE tunnels supporting the abstract TE
topol ogy need to be pre-established or established on demand (i.e.
when respective abstract TE topol ogy el enents are selected for a
client transport service);

o Using the | ETF TE Topol ogy nodel based NBlI exposed by the
transport network controller (i.e. HC), configure the Virtua
Net work’ s abstract TE topology. Let’s assunme that in this use case
the abstract TE topology for Virtual Network 1 is configured as a
si ngl e-node abstract TE topol ogy (see section 1.3.1) with the
abstract TE node’s detail ed connectivity matrix optinized
according to the shortest delay criteria. Likew se, the abstract
TE topology for Virtual Network 2 is configured as a full-nesh
Iink abstract TE topol ogy (see section 1.3.2) optimzed according
to the smallest cost criteria with each of the abstract TE |inks
to be supported by pre-established end-to-end protected TE
tunnel s.
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[Note: Virtual Network's abstract TE topol ogy (re-
)configuration/negotiation process is no different fromone that
happens, for exanmple, between HC and its providers, DCs, and is
described in section 1.5]
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Figure 44. Virtual Networks provided for a transport network client

2) Using Virtual Network

Recal | that use case 1 was about setting up a transport service

i nterconnecting customer network elenments GR2 and C-R5 across the
transport network. Wth the Virtual Network 2 in place, the client
coul d have used the Virtual Network’s TE topology to select a TE path
for the service. The TE Tunnel nodel based NBI allows for the client
to specify the Virtual Network’s TE topology ID, as well, as the

sel ected TE path (for exanple, as marked in Figure 45) as a
configured path attribute in the transport service configuration
request to ensure that the intended transport network resources are
used for the service

Fi gure 45. Transport service TE path is selected on Virtual Network’s
TE t opol ogy

3. Security Considerations

Thi s docunent does not define networking protocols and data, hence
are not directly responsible for security risks.
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4. | ANA Consi derati ons
Thi s docunent has no actions for | ANA
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Appendi x A Dat a Exanpl es

This section contains exanples of an instance data in the JSON
encodi ng [ RFC7951] .

A.1l. Use Case 1

In the use case described in Section 2.1. , there are three provider
net wor k domai ns, each of themis represented as an abstract TE

topol ogy. The JSON encoded exanpl e data configurations for the three
domai ns are:

A.1.1. Domain 1

"networks": {
"network": [

"net wor k-types": {
"te-topol ogy": {}
}

"network-id": "otn-donmi nl-abs",

"provider-id": 201,

“client-id": 300,

"te-topol ogy-id": "te-topol ogy: ot n-domai nl-abs",
"node": |

"node-id": "D1",
"te-node-id": "2.0.1.1",

"te": {
"te-node-attributes": {
"domai n-id" : 1,
"is-abstract": [null],
"under | ay-t opol ogy": "domai nl-och",

"connectivity-matrices": {
"is-all owed": true,
"pat h-constraints": {
"bandw dt h-generic": {
"te-bandwi dth": {
"otn": [
{
"rate-type": "odul",
"counter": 2
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}
}

}
]
}

Mobdel i ng

"connectivity-matrix": [

{

}

"id": 10302
"front: "1-0-3",
"to": "1-2-0"
"id": 10203,
"fromt: "1-0-2",
"to": "1-3-0"
"id": 10311,

"front: "1-0-3",
"to": "1-11-0"

"id": 11103,
"fromt: "1-0-11",
Ilt oll : n 1- 3- OII
"id": 10903,
“fronf: "1-0-9",
"to": "1-3-0"
"id": 10309,
"fromt: "1-0-3",
"to": "1-9-0"
"id": 10910,

"front: "1-0-9",
"to": "1-10-0"
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{
"id": 11009,
"fron': "1-0-10",
"to": "1-9-0"
b
{
"id": 20910,
"fronm: "1-1-9",
"to": "1-10-0"
b
{
"id": 21009,
"fron': "1-0-10",
"to": "1-9-1"
H
{
"id": 20911,
"from: "1-1-9",
"to": "1-11-0"
},
{
"id": 21109,
"fronm': "1-0-11",
"to": "1-9-1"
}
]
}
}
1
"term nation-point": |
"tp-id": "1-0-3",
"te-tp-id": 10003
"te": {
"interface-sw tching-capability":
"swi tchi ng-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
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H
{
“"tp-id': "1-3-0",
"te-tp-id": 10300
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
“"tp-id": "1-0-9",
"te-tp-id": 10009
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id': "1-9-0",
"te-tp-id": 10900
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk”
}
]
}
H
{

"tp-id': "1-1-9",
"te-tp-id": 10109
"te": {
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"interface-sw tching-capability": [

"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{
"tp-id": "1-9-1",
"te-tp-id": 10901
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{
"tp-id": "1-0-2",
"te-tp-id": 10002
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{

"tp'id": ||1_2_0||,
"te-tp-id": 10200
lltell: {

"interface-sw tching-capability": [

"switching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"

}
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]
}
H
{
"tp-id": "1-0-10",
"te-tp-id": 10010
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-10-0",
"te-tp-id": 11000
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-0-11",
"te-tp-id": 10011
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{

"tp-id*: "1-11-0",
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"te-tp-id": 11100

"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id': "1-1-11",
"te-tp-id": 10111
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "swi tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id': "1-11-1",
"te-tp-id": 11101
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
}
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A.1.2. Domain 2

{

"networks": {
"network": [

"net wor k-types": {
"te-topol ogy": {}
}

"’etmork—id": "ot n- domai n2- abs",
"provider-id": 202,
"client-id": 300,

"te-topol ogy-id": "te-topol ogy: ot n-domai n2- abs"

"node": |

"node-id": "D2",
"te-node-id": "2.0.2. 2",
"te": {

"te-node-attributes": {
"is-abstract": [null],
"under| ay-t opol ogy": "domai n2-och"
"connectivity-matrices": {

"is-allowed": true
"pat h-constraints": {
"bandw dt h-generic": {
"te-bandwi dth": {
"otn": [
{
"rate-type": "odul",
"counter": 2
}
]
}
}
}

"connectivity-matrix": [

"id": 12125,

"fromt: "1-0-21",

"to": "1-25-0"
}1
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"id": 12521,
"fromf: "1-0-25",
"to": "1-21-0"

} L]

"id": 12128,
"fromt: "1-0-21",
"to": "1-28-0"

"id": 12821,
"from: "1-0-28",
"to": "1-21-0"

"idU: 12231,
"fromt: "1-0-22",
Ilt oll : n 1- 31- OII

}l

"id: 13122,

"from': "1-0-31",
"to": "1-22-0"

"id": 22228,
"fromt: "1-1-22",
"to": "1-28-0"
"id": 22822,

"fronmt: "1-0-28",
"to": "1-22-1"

"id": 12528,
"from: "1-0-25",
"to": "1-28-0"

Mobdel i ng
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"id": 12825,
"from: "1-0-28",
"to": "1-25-0"
}
]
}
}

erm nation-point”: [

}

"tp-id": "1-0-21",
"te-tp-id": 10021

Iltell: {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
}l
{ .
"tp-id": "1-21-0",
"te-tp-id": 12100
Iltell: {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
}l
{

"tp-id": "1-0-22",
"te-tp-id": 10022
"te": {
"interface-sw tching-capability": [

"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
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}
]
}
b
{
"tp-id": "1-22-0",
"te-tp-id": 12200
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-1-22",
"te-tp-id": 10122
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-22-1",
"te-tp-id": 12201
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "switching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
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nt p_ | dn " 1_ 0_ 25|| ,
"te-tp-id": 10025

"te": {
"interface-sw tching-capability": |
{
"swi tching-capability": "switching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-25-0",
"te-tp-id": 12500
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "switching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-1-25",
"te-tp-id": 10125
"te": {
"interface-sw tching-capability": |
"swi tchi ng-capability": "switching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{

"tp-id": "1-25-1",
"te-tp-id": 12501
"te": {
"interface-sw tching-capability": |

{
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"swi tchi ng-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-0-28",
"te-tp-id": 10028
"te": {
"interface-swi tching-capability": [
"swi tchi ng-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-28-0",
"te-tp-id": 12800
"te": {
"interface-sw tching-capability": [
"swi tchi ng-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
b
{
"tp-id": "1-0-31",
"te-tp-id": 10031
"te": {
"interface-swi tching-capability": [
"swi tchi ng-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
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H
{
"tp-id": "1-31-0",
"te-tp-id": 13100
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
}

A 1.3. Domain 3

"networks": {
"network": [

"networ k-types": {
"te-topol ogy": {}
}

"network-id": "otn-domai n3-abs",

"provider-id": 2083,

"client-id": 300,

"te-topol ogy-id": "te-topol ogy: ot n-domai n3-abs"
"node": |

"node-id": "D3",
"te-node-id": "2.0.3.3",
"te": {
"te-node-attributes": {
"is-abstract": [null],
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"under| ay-t opol ogy": "domai n3-och",
"connectivity-matrices": {
"is-allowed": true,
"pat h-constraints": {
"bandw dt h-generic": {
"te-bandw dth": {
"otn": [
{
"rate-type": "odul",
“counter": 2
}
]
}
}
}
"connectivity-matrix": [

"id": 13638,
"from: "1-0-38",
"ton: "1.38.0"

}l

{
"id": 13836,
"fronm': "1-0-38",
Ilt 0II : " 1_ 36_ OII

}l

{

"id": 13639,
"fron': "1-0-36",

"to": "1-39-0"
1
{
"id": 13936,
"front: "1-0-39",
"to": "1-36-0"
1
{
"id": 23636,
"fromf: "1-0-36",
"to": "1-36-1"
}
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{
"id": 33636,
"fron': "1-1-36",
"to": "1-36-0"

},

{
"id": 13739,
"fron': "1-0-37",
"to": "1-39-0"

},

{
"id": 13937,
"fronm': "1-0-39",
"to": "1-37-0"

}

{
"id": 23737,
"from': "1-0-37",
"to": "1-37-1"

},

{
"id": 33737,
"from': "1-1-37",
"to": "1-37-0"

}

]
}
}

ermnation-point": [

}

"tp-id": "1-0-36",
"te-tp-id": 10036
"te": {
"interface-swi tching-capability": [

"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
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H
{
"tp-id": "1-36-0",
"te-tp-id": 13600
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-0-37",
"te-tp-id": 10037
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-37-0",
"te-tp-id": 13700
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk”
}
]
}
H
{

"tp-id": "1-1-37",
"te-tp-id": 10137
"te": {
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"interface-sw tching-capability": [

"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{
"tp-id": "1-37-1",
"te-tp-id": 13701
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{
"tp-id": "1-0-39",
"te-tp-id": 10039
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
},
{

ut p_ | du : " 1_ 39_ Ou ,
"te-tp-id": 13900
llt ell . {

"interface-sw tching-capability": [

"switching-capability": "swtching-otn",
"encodi ng": "I sp-encodi ng- oduk"

}
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]
}
H
{
"tp-id": "1-0-36",
"te-tp-id": 10036
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-36-0",
"te-tp-id": 13600
"te": {
"interface-sw tching-capability": [
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{
"tp-id": "1-0-38",
"te-tp-id": 10038
"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
H
{

"tp-id": "1-38-0",
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"te-tp-id": 13800

"te": {
"interface-sw tching-capability": [
{
"swi tching-capability": "sw tching-otn",
"encodi ng": "I sp-encodi ng- oduk"
}
]
}
}
]
}
]
}
]
}
}
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