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Abst ract

Thi s docunent descri bes sone use cases that benefit fromthe network
topol ogy nodel s that are service and network function aware.
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1. Introduction

Normal |y network connectivity services are discussed as a nmeans to
i nter-connect various abstract or physical network topol ogica

el ements, such as ports, link ternination points and nodes
[I-D.ietf-teas-yang-te-topo] [I-D.ietf-teas-yang-te]. However, the
connectivity services, strictly speaking, interconnect not the

net wor k topol ogy el enents per-se, rather, |ocated on/associated wt
the various network and service functions [ RFC7498] [RFC7665]. In
many scenarios it is beneficial to decouple the servicel/network
functions fromthe network topol ogy el enents hosting them describe
themin sonme unanbi guous and identifiable way (so that it would be
possi bl e, for exanple, to auto-discover on the network topol ogy
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service/network functions with identical or simlar functionality and

characteristics) and engi neer the connectivity between the service/
networ k functions, rather than between their current topol ogical

| ocations. The purpose of this docunent is to describe sone use
cases that could benefit from such an approach.
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Ter ni nol ogy

Net wor k Function (NF): A functional block within a network
infrastructure that has well-defined external interfaces and well -
defined functional behaviour [ETSI-NFV-TERM. Such functions

i ncl ude nmessage router, CDN, session border controller, WAN
cceleration, DPlI, firewall, NAT, QoE nonitor, PE router, BRAS, and
radi o/ fi xed access network nodes.

Net wor k Servi ce: Conposition of Network Functions and defined by
its functional and behavi oural specification. The Network Service
contributes to the behaviour of the higher |ayer service, which is
characterized by at |east performance, dependability, and security
specifications. The end-to-end network service behaviour is the
result of the conbination of the individual network function
behavi ours as well as the behaviours of the network infrastructure
conposi tion nechani sm [ ETSI - NFV- TERM .

Service Function (SF): A function that is responsible for specific
treatment of received packets. A service function can act at
various |ayers of a protocol stack (e.g., at the network |ayer or
other OSlI layers). As a logical conponent, a service function can
be realized as a virtual elenent or be enbedded in a physica
network elenent. One or nore service functions can be enbedded in
the sane network element. Miltiple occurrences of the service
function can exist in the same administrative domain. A non-
exhaustive list of service functions includes: firewalls, WAN and
application acceleration, Deep Packet Inspection (DPl), server

| oad bal ancers, NAT44 [ RFC3022], NAT64 [ RFC6146], HITP header
enrichnent functions, and TCP optim zers. The generic term"L4-L7
services" is often used to describe many service functions

[ RFC7498] .

Service Function Chain (SFC): A service function chain defines an
ordered or partially ordered set of abstract service functions and
ordering constraints that nust be applied to packets, frames, and/
or flows selected as a result of classification. An exanple of an
abstract service function is a firewall. The inplied order may
not be a linear progression as the architecture allows for SFCs
that copy to nore than one branch, and also allows for cases where
there is flexibility in the order in which service functions need
to be applied. The term"service chain" is often used as

short hand for "service function chain" [RFC7498].

Connectivity Service: Any service between |layer 0 and | ayer 3
aimng at delivering traffic anong two or nore end custoner edge
nodes connected to provider edge nodes. Exanples include L3VPN,
L2VPN et c.
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0 Link Termination Point (LTP): A conceptual point of connection of
a TE node to one of the TE links, term nated by the TE node.
Cardinality between an LTP and the associated TE link is 1:0..1
[I-D.ietf-teas-yang-te-topo].

0 Tunnel Termination Point (TTP): An el enent of TE topol ogy
representing one or several of potential transport service
term nation points (i.e. service client adaptation points such as
WDM OCh transponder). TTP is associated with (hosted by) exactly
one TE node. TTP is assigned with the TE node scope uni que | D.
Dependi ng on the TE node’s internal constraints, a given TTP
hosted by the TE node could be accessed via one, several or all TE
links terminated by the TE node [I-D.ietf-teas-yang-te-topo].

Exporting SF/ NF Information to Network Cients and O her Network SDN
Control lers

In the context of Service Function Chain (SFC) orchestration one
existing problemis that there is no way to formally describe a
Service or Network Function in a standard way (recognizabl e/
understood by a third party) as a resource of a network topol ogy
node.

One inplication of this is that there is no way for the orchestrator
to give a network client even a ball-park idea as to which network’s
SFs/ NFs are available for the client’s use/control and where they are
| ocated in the network even in ternms of abstract topol ogies/virtua
net wor ks confi gured and nanaged specifically for the client.
Consequently, the client has no say on how the SFCs provided for the
client by the network should be set up and nanaged (which SFs are to
be used and how t hey shoul d be chai ned together, optim zed,
mani pul at ed, protected, etc.).

Li kewi se, there is no way for the orchestrator to export SF/ NF
information to other network controllers. The SFC orchestrator nmay
serve, for exanple, a higher level controller (such as Network
Slicing Ochestrator), with the latter wanting at |east sone |evel of
control as to which SFs/NFs it wants on its SFCs and how the Service
Function Paths (SFPs) are to be routed and provisioned, especially,
if it uses services of nore than one SFC orchestrator

The issue of exporting of SF/ NF information could be addressed by
defining a model, in which fornmally descri bed/ recogni zabl e SF/ NF

i nstances are presented as topol ogical elements, for exanple, hosted
by TE, L3 or L2 topol ogy nodes (see Figure 1). The nodel could
descri be whet her, how and at what costs the SFs/NFs hosted by a given
node coul d be chai ned together, how these intra-node SFCs coul d be
connected to the node’s Service Function Forwarders (SFFs, entities
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dealing with SFC NSHs and netadata), and how the SFFs coul d be
connected to the node’s Tunnel and Link Ternination Points (TTPs and
LTPs) to chain the intra-node SFCs across the network topol ogy.

The figure is available in the PDF format.

Figure 1: SF/ NF aware TE topol ogy
Fl at End-to-end SFCs Managed on Ml ti-domai n Networ ks

SFCs may span multiple adm nistrative domai ns, each of which
controlled by a separate SFC controller. The usual solution for such
a scenario is the Hierarchical SFCs (H SFCs), in which the higher

| evel orchestrator controls only SFs | ocated on donmi n border nodes.
Sai d higher |evel SFs are chained together into higher |evel SFCs via
| ower |evel (intra-domain) SFCs provisioned and controlled

i ndependently by respective domain controllers. The decision as to
whi ch hi gher |level SFCs are connected to which |lower |evel SFCs is
driven by packet re-classification every tine the packet enters a

gi ven dormain. Said packet re-classification is a very tine-consuning
operation. Furthernore, the independent nature of higher and | ower

| evel SFC control is prone to configuration errors, which may lead to
long lasting | oops and congestions. It is highly desirable to be
able to set up and manage SFCs spanning multiple domains in a flat
way as far as the data plane is concerned (i.e. with a single packet
classification at the ingress into the nulti-donmain network but

wi thout re-classifications on donain ingress nodes).
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One way to achieve this is to have the domain controllers expose SF/
NF- awar e topol ogi es, and have the higher |evel orchestrator operate
on the network-w de topol ogy, the product of nerging of the
topol ogi es catered by the donmain controllers. This is simlar in
spirit to setting up, coordinating and nanagi ng the transport
connectivity (TE tunnels) on a multi-domain multi-vendor transport
net wor k.

5. Managing SFCs with TE Constraints

Sone SFCs require per SFC |Iink/element and end-to-end TE constrains
(bandwi dth, delay/jitter, fate sharing/diversity. etc.). Said
constraints could be ensured via carrying SFPs inside overlays that
are traffic engineered with the constrains in mnd. A good anal ogy
woul d be orchestrating delay constrained L3 VPNs. One way to support
such L3 VPNs is to carry MPLS LSPs interconnecting per-VPN VRFs

i nside delay constrained TE tunnels interconnecting the PEs hosting
the VRFs.

Figure 2: L3 VPN with delay constraints

Pl anni ng, comnputing and provisioning of TE overlays to constrain
arbitrary SFCs, especially those that span nultiple adnmnistrative
domai ns with each domain controlled by a separate controller, is a
very difficult challenge. Currently it is addressed by pre-

provi sioning on the network of nultiple TE tunnels with various TE
characteristics, and "nailing down" SFs/NFs to "strategic" |ocations
(e.g. nodes terminating many of such tunnels) in a hope that an
adequate set of tunnels could be found to carry the SFP of a given
TE-constrai ned SFC. Such an approach is especially awkward in the
case when sone or all of the SFs/NFs are VNFs (i.e. could be
instantiated at nmultiple network | ocations).
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SF/ NF- aware TE topol ogy nodel in conmbination with TE tunnel node
will allow for the network orchestrator (or a client controller) to
compute, set up and mani pul ate the TE overlays in the formof TE
tunnel chains (see Figure 3).

Sai d chains could be duel -optim zed conpromi sing on optimal SF/ NF

| ocations with optinmal TE tunnels interconnecting them The TE
tunnel chains (carrying nultiple sinilarly constrained SFPs) could be
adequately constrai ned both at individual TE tunnel |evel and at the
chain end-to-end |evel

Figure 3: SFC with TE constraints
SFC Protection and Load Bal anci ng

Currently the combination of TE topol ogy & tunnel nodels offers to a
network controller various capabilities to recover an individual TE
tunnel from network failures occurred on one or nore network |inks or
transit nodes on the TE paths taken by the TE tunnel’s connection(s).
However, there is no sinple way to recover a TE tunnel froma failure
affecting its source or destination node. SF/ NF-aware TE topol ogy
nmodel can decoupl e the association of a given SF/NF with its |location
on the network topology by presenting nultiple, identifiable as

mut ual |y substitutable SFs/NFs hosted by different TE topol ogy nodes.
So, for exanple, if it is detected that a given TE tunnel destination
node is mal functioning or has gone out of service, the TE tunne
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could be re-routed to terminate on a different node hosting
functionally the sane SFs/NFs as ones hosted by the fail ed node (see
Fi gures 6).

This is in line with the ACTN edge nmigration and function nobility
concepts [I-D.ietf-teas-actn-framework]. It is inmportant to note
that the described strategy works nuch better for the statel ess SFs/
NFs. This is because getting the alternative stateful SFs/NFs into
the sane respective states as the current (i.e. active, affected by
failure) are is a very difficult challenge

Figure 4: SFC recovery: SF2 on node NE1 fails

At the SFC | evel the SF/ NF-aware TE topol ogy nodel can offer SFC
dynanmic restoration capabilities against failed/ malfunctioning SFs/
NFs by identifying and provisioning detours to a TE tunnel chain, so
that it starts carrying the SFC s SFPs towards healt hy SFs/NFs that
are functionally the same as the failed ones. Furthernore, nultiple
paral l el TE tunnel chains could be pre-provisioned for the purpose of
SFC | oad bal anci ng and end-to-end protection. 1In the latter case
said parallel TE tunnel chains could be placed to be sufficiently

di sjoint from each other.
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Figure 5: SFC recovery: SFC SF1-SF2-SF6 is recovered after SF2 on
node N1 has failed

Fi gure 6: SFC recovery: SFC SF1-SF2-SF6 is recovered after node N1
has fail ed
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Net wor k C ock Synchroni zation

Many current and future network applications (including 5g and 10T
applications) require very accurate tine services (PTP level, ns
resolution). One way to inplenent the adequate network clock
synchroni zation for such services is via describing network cl ocks as
NFs on an NF-aware TE topol ogy optinized to have best possible del ay
vari ation characteristics. Because such a topology will contain

del ay/del ay variation netrics of topology |inks and node cross-
connects, as well as costs in terns of delay/delay variation of
connecting clocks to hosting them node link and tunnel termnation
points, it will be possible to dynamically select and provision bi-
directional tine-constrained determ nistic paths or trees connecting
cl ocks (e.g. grand master and boundary cl ocks) for the purpose of
exchange of clock synchronization information. Note that network

cl ock aware TE topol ogi es separately provided by domain controllers
will enable nulti-donmain network orchestrator to set up and
mani pul ate the clock synchroni zati on paths/trees spanning multiple
net wor k domai ns

Client - Provider Network Slicing Interface

3CGPP defines network slice as "a set of network functions and the
resources for these network functions which are arranged and
configured, form ng a conplete logical network to neet certain
networ k characteristics" [|-D. defoy-netslices-3gpp-network-slicing]

[ _3GPP.28.801]. Network slice could be also defined as a | ogica
partition of a provider's network that is owned and managed by a
tenant. SF/ NF-aware TE topol ogy nodel has a potential to support a
very inportant interface between network slicing clients and

provi ders because, on the one hand, the nodel can describe
holistically and hierarchically the client’s requirenments and
preferences with respect to a network slice functional, topol ogica
and traffic engineering aspects, as well as of the degree of resource
separation/ sharing between the slices, thus allowing for the client
(up to agreed upon extent) to dynamically (re-)configure the slice or
(re-)schedul e said (re-)configurations in time, while, on the other
hand, allowing for the provider to convey to the client the slice’s
operational state information and telenmetry the client has expressed
interest in.

Dynam ¢ Assignnment of Regenerators for LO Services

On large optical networks, some of provided to their clients LO
services could not be provisioned as single OCh trails, rather, as
chains of such trails interconnected via regenerators, such as 3R
regenerators. Current practice of the provisioning of such services
requires configuration of explicit paths (ERGCs) describing identity
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and | ocation of regenerators to be used. A solution is highly
desirabl e that coul d:

o ldentify such services based, for exanple, on optical inpairnent
conput ati ons;

0 Assign adequate for the services regenerators dynam cally out of
the regenerators that are grouped together in pools and
strategically scattered over the network topol ogy nodes;

0 Conpute and provision supporting the services chains of optica
trails interconnected via so selected regenerators, optimzing the
chains to use mninmal nunber of regenerators, their optimal
| ocations, as well as optimality of optical paths interconnecting
t hem

0 Ensure recovery of such chains fromany failures that could happen
on links, nodes or regenerators along the chain path.

NF- awar e TE topol ogy nodel (in this case L1 NF-aware LO topol ogy
nmodel ) is just the nodel that could provide a network controller (or
even a client controller operating on abstract NF-aware topol ogies
provi ded by the network) to realize described above conputations and
orchestrate the service provisioning and network failure recovery
operations (see Figure 7).
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Figure 7: Optical tunnel as TE-constrai ned SFC of 3R regenerators.
Red trail (not regenerated) is not optically reachable, but blue
trail (twice regenerated) is

Dynami ¢ Assi gnment of QOAM Functions for L1 Services

OAM functionality is normally nanaged by configuring and nmani pul ati ng
TCM MEP functions on network ports terminating connections or their
segnents over which OAM operations, such as perfornmance nonitoring,
are required to be performed. In some |ayer networks (e.g.

Et hernet) said TCMs/ MEPs coul d be configured on any network ports.

In others (e.g. OIN ODUk) the TCvs/ MEPs coul d be configured on some
(but not all network ports) due to the fact that the OAM
functionality (i.e. recognizing and processi ng of OAM nessages,
supporting OAM protocols and FSMs) requires in these | ayer networks
certain support in the data plane, which is not available on all
networ k nodes. This makes TCMs/ MEPs good candi dates to be nodel ed as
NFs. This al so makes TCM MEP awar e topol ogy nodel a good basis for
pl aci ng dynam cally an ODUk connection to pass through optimal QOAM

| ocations without mandating the client to specify said |ocations
explicitly.
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12.

Fi gure 8: Conpute/storage resource aware topol ogy
SFC Abstraction and Scaling

SF/ NF- awar e topol ogy may contain information on native SFs/NFs (i.e.
SFs/ NFs as known to the provider itself) and/or abstract SFs/NFs
(i.e. logical/mcro SFs/NFs representing one or nore SFCs each nade
of native and/or |ower |evel abstract SFs/NFs). As in the case of
abstracting topol ogy nodes, abstracting SFs/NFs is hierarchical in
nature - the higher |evel of SF/ NF-aware topology, the "larger"
abstract SFs/NFs are, i.e. the larger data plane SFCs they represent.
This allows for nanaging | arge scale networks with great number of
SFs/ NFs (such as Data Center interconnects) in a hierarchical, highly
scal abl e nmanner resulting in control of very large nunber of flat in
the data plane SFCs that span nultiple domains

Dynani ¢ Conput e/ VM St or age Resour ce Assi gnnent

In a distributed data center network, virtual machines for conpute
resources nmay need to be dynamically re-allocated due to various
reasons such as DCl network failure, conpute resource |oad bal anci ng,
etc. In nmany cases, the DCl connectivity for the source and the
destination is not predeterm ned. There may be a pool of sources and
a pool of destination data centers associated with re-allocation of
comput e/ VM st orage resources. There is no good nechanismto date to
capture this dynamicity nature of conpute/ VM storage resource
real |l ocation. Generic Conpute/VM Storage resources can be descri bed
and announced as a SF, where a DC hosting these resources can be
nmodel ed as an abstract node. Topol ogy interconnecting these abstract
nodes (DCs) in general is of multi-domain nature. Thus, SF-aware
topol ogy nodel can facilitate a joint optim zation of TE network
resources and Conpute/ VM St orage resources and sol ve Conput e/ VM
Storage nobility problemw thin and between DCs (see Figure 8).
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13. Application-aware Resource Operations and Managenent

Application stratumis the functional grouping which enconpasses
application resources and the control and nmanagenent of these
resources. These application resources are used along with network
services to provide an application service to clients/end-users.
Application resources are non-network resources critical to achieving
the application service functionality. Exanples of application
resources include: caches, mrrors, application specific servers,
content, large data sets, and conputing power. Application service
is a networked application offered to a variety of clients (e.g.
server backup, VM migration, video cache, virtual network on-demand
5G network slicing, etc.). The application servers that host these
application resources can be nodel ed as an abstract node. There may
be a variety of server types depending on the resources they host.

Fi gure 9 shows one exanpl e application aware topol ogy for video cache
server distribution.

Figure 9: Application aware topol ogy
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14. | ANA Consi derati ons
Thi s docunment has no actions for | ANA
15. Security Considerations

Thi s docunent does not define networking protocols and data, hence is
not directly responsible for security risks.

16. Acknow edgenents

The authors would like to thank Maarten Vissers, Joel Hal pern, and
Geg Mrsky for their hel pful comments and val uabl e contri butions.

17. Ref er ences
17.1. Normative References

[ RFC7498] Qinn, P., Ed. and T. Nadeau, Ed., "Problem Statenment for
Service Function Chaining", RFC 7498,
DO 10.17487/ RFC7498, April 2015, <https://ww.rfc-
editor.org/infolrfc7498>.

[ RFC7665] Hal pern, J., Ed. and C. Pignataro, Ed., "Service Function
Chai ning (SFC) Architecture", RFC 7665,
DO 10.17487/ RFC7665, COctober 2015, <https://wwrfc-
editor.org/infol/rfc7665>.

[ ETSI - NFV- TERM
ETSI, "Network Functions Virtualisation (NFV); Term nol ogy
for Main Concepts in NFV', ETSI GS NFV 003 V1.2.1,
Decenber 2014.

[I-D.ietf-teas-yang-te-topo]
Liu, X, Bryskin, I., Beeram V., Saad, T., Shah, H, and
O Dios, "YANG Data Model for Traffic Engineering (TE)
Topol ogi es", draft-ietf-teas-yang-te-topo-14 (work in
progress), February 2018.

[I-D.ietf-teas-yang-te]
Saad, T., Gandhi, R, Liu, X, Beeram V., Shah, H, and
I. Bryskin, "A YANG Data Moddel for Traffic Engi neering
Tunnel s and Interfaces", draft-ietf-teas-yang-te-12 (work
in progress), February 2018.

Bryskin, et al. Expi res Septenber 3, 2018 [ Page 15]



Internet-Draft Use Cases for SF Aware Topo Mbdel s March 2018

17.2. Infornmtive References

[ RFC3022] Srisuresh, P. and K Egevang, "Traditional |IP Network
Address Translator (Traditional NAT)", RFC 3022,
DA 10. 17487/ RFC3022, January 2001, <https://ww.rfc-
editor.org/infolrfc3022>.

[ RFC6146] Bagnulo, M, Matthews, P., and |. van Beijnum "Stateful
NAT64: Network Address and Protocol Translation fromlPv6
Clients to | Pv4 Servers", RFC 6146, DO 10.17487/ RFC6146,
April 2011, <https://wwww. rfc-editor.org/info/rfc6146>.

[I-D.ietf-sfc-hierarchical]
Dol son, D., Homma, S., Lopez, D., and M Boucadair,
"Hi erarchical Service Function Chaining (hSFC)", draft-
ietf-sfc-hierarchical -07 (work in progress), February
2018.

[I-D. def oy- netslices-3gpp-networ k-sli cing]
Foy, X. and A. Rahman, "Network Slicing - 3GPP Use Case",
draft - defoy-netslices-3gpp-network-slicing-02 (work in
progress), Cctober 2017.

[ _3GPP. 28. 801]
3GPP, "Study on managenent and orchestrati on of network
slicing for next generation network", 3GPP TR 28. 801
V2. 0.0, Septenber 2017,
<http://ww. 3gpp. org/ ftp/ Specs/ htm -i nfo/28801. ht n>.

[I-D.ietf-teas-actn-franeworKk]
Ceccarelli, D. and Y. Lee, "Franework for Abstraction and
Control of Traffic Engi neered Networks", draft-ietf-teas-
actn-framewor k-11 (work in progress), Cctober 2017.

Aut hors’ Addr esses

I gor Bryskin

Huawei Technol ogi es

EMai | : | gor. Bryski n@uawei . com
Xuf eng Liu

Jabi |

EMai | : Xufeng_Liu@abil.com

Bryskin, et al. Expi res Septenber 3, 2018 [ Page 16]



Internet-Draft Use Cases for SF Aware Topo Mbdel s March 2018

Ji m Qui chard

Huawei Technol ogi es

EMai | : janes. n. gui chard@wuawei . com
Young Lee

Huawei Technol ogi es

EMai | : | eeyoung@uawei . com

Luis Mguel Contreras Mirillo
Tel ef oni ca

EMai | : |uismguel.contrerasnurill o@ el ef oni ca. com
Dani el e Ceccarel li
Eri csson

EMui | : dani el e. ceccarel |i @ricsson.com

Bryskin, et al. Expi res Septenber 3, 2018 [ Page 17]



