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Abst ract

BIER-TE is an application-state free, (loose) source routed nulticast
forwardi ng nethod where every hop and destination is identified via
bits in a bitstring of the data packets. It is described in
[I-D.ietf-bier-te-arch]. BIER-TE is a variant of [RFC8279] in
support of such explicit path engineering.

Thi s docunent described the traffic engineering control framework for
use with the BIER- TE forwarding plane: How to enable the ability to
calculate paths and integrate this forwarding plane into an overall
TE sol ution.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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publication of this docunent. Please review these docunents

18

carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust

include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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control plane of BIER- TE as defined in [I-D.ietf-bier-te-arch] (BlIER

TE-ARCH). That docunent prinarily defines the forwardi ng pl ane and
provi des sone exanpl e scenarios how to use it.

BIER- TE is a forwardi ng plane derived from BI ER ([ RFC8279]) in whic
the destinations of packets are bits in a bitstring. Every bit

i ndi cates a destination (BFER - BIER Forwarding Exit Router) and an
IGP is used to flood those "bit addresses" so hops along the path
fromsender (BFIR - BIER Forwarding I ngres Router) through

i nternmedi ate nodes (BFR) can calcul ate the shortest path for each
destination (bit) and sinply copy the received packet to every
interface to one or nore bits set in the packet.

In BIER-TE, shortest path calculation is replaced by bits of the
bitstring indicating internmedi ate hops and pre-popul ated forwardi ng
tables (BIFT - Bit |ndex Forwarding Tables) on every BFR indicating

h
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those bits. In the sinplest case, every interface on a BFR has a

uni que bit assigned to it, and the BIFT of only that BFR will have in
its BIFT for this bit an adjacency entry indicating that interface.
This ultimately allows to indicate any sub-graph of the network

topol ogy as a bitstring and hop-by-hop performthe necessary
forwarding/replication for a packet with such a bitstring. More
conpl ex semantics of bits are used to help saving bits. A typica
bitstring size supportable is 256 bits, the original BIER
specification allows up to 1024 bits. BIER-TE may be specifically
interesting for typically snaller topol ogies such as often
encountered in DetNet scenarios, or else through intelligent

al l ocating and saving of bits for larger topol ogies, sone of which is
exenplified in Bl ER TE- ARCH

One can conpare BIER-TE in function to Segnent Routing in so far that
it attenpts to be as much as possi bl e a per-packet "source-routed"
(for lack of better tern) forwarding paradi gmwi thout per-
application/flow state in the network. Wereas SR prinmarily supports
simpl e sequential paths indicated as a sequence of SIDs, in Bl ERTE,
the bitstring indicate a directed and acyclic graphs (DAG - with
replications. BIER TE can also be conbined with SR and then bits in
the bitstring are only required for the nodes (BFR) where replication
is desired, and the paths between any two such replication nodes
could be SIDs or stack of SIDs that are selected by assigning bits to
them (routed adjacencies in the Bl ER-TE termn nol ogy).

In Bl ER-TE- ARCH, the control plane is not considered. In its place,
a theoretical BIER- TE Controller Host uses unspecified signaling to
control the setup of the Bl ER-TE forwardi ng-pl ane end to end (al
bits/adjacencies in all BFR BFITs) and during the |ifecycle of
network device install through the deternination of paths for
specific traffic and changes to the topology. This docunent expands
and refines this sinplistic nodel and intends to serve as the
framework for foll owup protocol and data nodel specification work

The core forwardi ng docunents relevant to this docunent are as
fol | ows:

o [RFCB279] (BIER-ARCH): as summarized above.

0 [RFCB296] (BIER-ENCAP): The encapsul ati on for Bl ER packets using
MPLS or non- MPLS networ ks under neat h.

o [I-Dietf-bier-te-arch] (Bl ER TE-ARCH): as sunmarized above.
0 [I-D.thubert-bier-replication-elimnation] (BlIER EF-OAM: Extends

the BIER-TE forwardi ng from Bl ER- TE-ARCH t o support the
El i mi nati on Function (EF) and an OAM function. The Elimi nation
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Function is a termfromDetNets resilience architecture: Miltiple
copies of traffic flows are carried across disjoint path, merged

in a BFR running the EF and duplicates are elimnated on that BFR
based on recogni zi ng duplicate sequence nunbers. Engi neered

mul tiple transm ssion paths are a key reason to | everage Bl ER TE.

[1-D. huang- bi er-te-encapsul ati on] (Bl ER- TE- ENCAP) : Proposed
encapsul ati on based on an extension of BlIER-ENCAP. ldentifies
whet her the packet expects to use a BIER or BIER-TE BIFT. Al so
adds a control-word in support of (optional) elimnation function
(EF) and interprets the pre-existing BFIR-1D and entropy fields as
a flowid.

[1-D.eckert-bier-te-frr] (BIER TE-FRR): This docunent describes
protections nethods applicable to BIER-TE. 1:1 / end-to-end path
protection is referenced in this docunent in the context of DetNet
style PREF path protection. The options not discucced yet (TBD)
in this docunent are link protection tunnels (such as used in
RSVP-TE as well) and the novel BIER-TE specific protection method,
in which nodes nodify the bitstring upon | ocal discovery of a
failure.

The rel evant routing underlay docunents are as foll ows:

(0]

(0]

Eckert

[I-D.ietf-bier-isis-extensions] (BIER-ISIS)
[I-D.ietf-bier-ospf-bier-extensions] (BIER-OSPF): The BIER-ISI S
and Bl ER- CSPF docunents descri be extensions to those two 1GPs in
support of BIER  Effictively, every BFR announces the <SD, Sl -
range> BIFTs it is configured for, the MI-1D (I GP Multitopol ogy-
ID) they are using, and the BFR-ID it has in each SD (none if it
does not need to operate as a BFER). For MPLS encapsul ation, the
base | abel for every SD is announced as well as the Sl-range (one
| abel per <SD, SI> is used).

There is currently no docunent describing | GP extensions for Bl ER
TE, but the goal is to define those based, using the proposals
made in this framework, and as feasible re-using and/or anendi ng
those existing Bl ER | GP extensions.

[I-D.ietf-bier-bier-yang] (BIER YANG: This docunent describes the
YANG dat a nodel to provision on every BFR BIER. It al so provides
OAM functions. There is currently no nodel expanding this to
support BIER-TE. This framework document defines el enents that
shoul d be included in a Bl ER-TE YANG nodel

TBD: inconplete list 2.
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| <--- BIER-TE domai n- - >|
[Bier-TE Controller Host]

{PCE controller}, [Provisioning], [Monitoring]

N N N
/ | \ Bl ER- TE control protocol
| | | Yang(netconf/restconf), PCEP
% % %
BFIR----- BFR- - - -- BFER
{per-flow QS}  ...... {EF, CAM  Optional per-flow BFlI R BFER

functions (for per-flow TE)

IR > | GP extensions for BlIER TE
R > Existing IGP
Rout i ng under| ay {Exi sting | GP TE extensions}
IR >
Uni cast forwardi ng underlay - |Pv4/v6/SR

Figure 1: BIER-TE signaling architecture

The above picture is a nodified version of Picture 2 from Bl ER TE-
ARCH reduced by the el enments not considered in this docunent, and
refined with those that are intended to be described by this
docunent .

In conparison with Bl ER-TE-ARCH, Picture 2, this picture and this
docunment do not include considerations for specific nulticast flow
overlay elenments. Instead, it adds description of optional BFI R BFER
el ements for per-flow QoS/EF (Elimnation Function) and QAM whi ch
are optional parts of an overall BIER-TE traffic engineering
architecture. See Bl ER-EF-OAM for nore background.

The routing underlay is refined in this document to consider a

uni cast forwardi ng underlay of |Pv4/1Pv6 and/or unicast SR (Segment
Routing) for BIER-TE "forward_routed" adjacencies. It also assunes
an existing I1GP, such as 1SIS or OSPF as the routing underlay. This
may include (TBD) extensions already supporting TE aspects (like
those | GP extensions done for RSVP-TE).

Eckert Expi res Septenber 6, 2018 [ Page 5]



Internet-Draft Bl ER- TE- Fr amewor k Mar 2018
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This framework intends to support a wide range of options to
instantiate it:

In one extrene (PCEC only), there is no IGP in the network that Bl ER-
TE depends on, but all BIER-TE operations is nanaged in an SDN-styl e
fashion fromcentralized conponents called "Bl ER-TE Control | er Host"
in BIER-TE-ARCH. This central packend can be further subdivided into
a Configuration/Provisioning component to install the Bl ER TE

topol ogy into the network and a PCEC (Pat Conputation Engi ne
Controller) and (TBD) nonitoring conponents. After BIER-TE is
operational, the PCEC cal cul ates Bl ER-TE bitstrings for BFIR when
they need to send traffic flowto

In the other extrene (1GP only), there is no need for a PCEC or NM5
The initial setup of the BlIER-TE topol ogy can be perfornmed manually,
usi ng configuration options to support automatic consi stency checking
and partial auto-configuration to sinplify this work. BIERTE
extensions of the I GP are used for consistency checking and

aut oconfiguration and finally to provide the whol e Bl ER- TE t opol ogy
to BFIR that can then autononously cal cul ate Bl ER-TE bitstrings

wi t hout the help of a PCEC

Bl ER- TE Topol ogy nmanagenent
1. Operational nodel

When a network is installed, BIER- TE is added as a service or |later
when it is neant to change, BFR need to be (re)provisioned. This

i nvol ves a pl anni ng phase which physical adjacencies (links) should
be used in the Bl ER TE topol ogy, and which virtual adjacencies
(routed adjacenci es) should be created and assigned bits. Utimtely
this means the definition of the BlI ER-TE topol ogy.

When t he physical topology if the network is smaller than the

possi ble bitstring size (e.g.: 256 bits), then this can be a sinple,
fully automated process. Likewise, if nultiple disjoined services
for BIER-TE each require active subsets of the network topol ogy
smal l er than the network topology, it |likew se can be sinple to
create a different SD (subdomain) BI ER-TE topol ogi es for each such
servi ce.

When the required network topology for a BlIER-TE service exceeds the
supportabl e bitstring size, bit-saving nmechani sns can be enpl oyed as
described in Bl ER-ARCH. Sone of them such as p2p link bits or |an-
bits are easily automatically calculated. Creation of virtua

adj acenci es (routed adjacencies) may likely best be done with
operator defined policies applied to a system a system cal cul ating
the bits for the BIER-TE topol ogy.
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Utimately, if the set of required destinations plus transit hops
exceeds the size of available bitstrings after optimnization, nultiple
BIFT == bitstrings need to be allocated to support this case. These
multiple BIFT will likely need to be engineered to mninize duplicate
traffic load on the network and mininize bit use. One exanple shown
in BPER-TE-ARCH is to allocate different <SD, SI> BIFT to different
areas of a network, therefore having to create one Bl ER- TE packet
copy per required destination region, but in result having only one
packet copy in each of those regions.

Provisioning / initial setup can be done manually in sinpler networks
or through a provisioning system A PCEP may equally performthis
function. |If a PCEP is not used to performthis function, but a PCEP
is used later for Flow Managenment, then the PCEP does of course need
to also |l earn the BIER-TE topol ogi es created by the provisioning
system

Unless a PCEC is used for provisioning/initial setup, YANGis likely
the prefered nodel to install the BlIER-TE topology information into
the BFR If a PCEC is used, YANG or PCEC seemto be valid choices.

When t he network topol ogy expands, bit assignenents for the new parts
of the topology need to be nade. |f expansion was not factored into
the initial bit assignment plans, this can lead to the need to
reassign bits for existing parts of the topology. Support for such
processes could be sinplified through additional topology
information, for exanple to enable seanm ess switching of traffic
flows frombits in one SD over to bits in another SD. This is
currently not considered in this docunent.

Bl ER- TE t opol ogy nodel
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<BFR> BI FT i nformati on:
I nstance: "configured", "operational”
"| ear ned- configured", "learned-operational” (pce, igp)
Bl FT-1 D: <SD subdonmai n, BSL bitstring | ength,SI Set ldentifier>
Bl FT- Nanme: string (optional)
BFR-ID: 16 bit (BIERTE ID of the <bfr>in this BIFT
or undefined if not BFER in this BIFT)
I ngres-groups: (list of) string (1..16 bytes)
(that <bfr> is a nenber of)
EF: <TBD> (optional, paraneters for EF Function on this BIFT)
OAM <TBD> (optional, paraneter for OAM Function on this BIFT)
Bits: (#BSL - BitStringlLength)
Bitlndex: 1...BSL
Bi t Type(/ Tag): "unassigned",
(i f unassigned, must have no adjacencies)
"uni que", "p2p", "lan", "leaf", "node", "flood"
"group"
(rmore BitTypes defined in text bel ow)
Nanmes: (list of O or nore) string (1..16 bytes)
(for BitTypes that require it)
List of O or nore adjacencies:
(The following is the list of possible types of adjacencies,
as defined in BIER TE-ARCH wi th paraneters)
| ocal _decap:
VRFcontext: string (TBD)
forward_connect ed:
destination-id: ip-addr (4/16 bytes, router-id/link-1ocal)
link-id: iflndex Value (connecting to destination)
bool ean: DNR (Do Not Reset)
forward _routed
destination-id: 20 bit (SID), 4 or 16 bytes (router-id)
TBD: path/encap information (e.g: SR SID stack)
ECVP
list of 2 or nore forward_connect and/or
forward_routed adjacencies

Fi gure 2: BIER-TE topol ogy information

The above picture shows informally the data nodel for BIER-TE

topol ogy information. <BFR> is a domai n-wi de unique identifier of a
BFR, for exanple the router-id of the IGP (if an IGP is used). Every
<BFR> has a "configured" instance of the BIFT information for every
BI FT configured on it. This configuration could be created from

| egacy nodels, a YANG nodel, PCEP, or other neans.

Every <BFR> al so has an "operational" instance of the BIFT
information. |f the BFR has nor "Il earned-configured" / "l earned-
operational” information, then the "operational" instance is just a
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copy of the "configuration" instance, but would take additional |oca
information into account. For exanple, if resource linits do not
allow to activate configured BIFT. O when bits in the BIFT point to
i nterfaces/adjacencies that are down, this could potentially also be
reflected in the operational instance. Wile the "configuration”
instance is read/wite, the operational instance is read-only (from
NMS or PCEC)

To cal cul ate paths/bitstrings through the topol ogy without the help
of a PCEC, a BIFT would need to know the network wi de Bl ER-TE

topol ogy. This topol ogy consists of the "operational" BIFT
informati ons of the BFR itself plus the "l earned-operational" BIFT
information fromall other BIER-TE nodes in the network plus the
underl ay routing topol ogy information, for exanple froman IGP. Wen
an | GP is used, the "l earned-operational” information of another BFR
is sinply | earned because the BFRs are flooding this infornmation as

| GP information.

In the absence of any I1GP, or the desire not to use it to distribute
Bl ER- TE t opol ogy information, an NVM5 or PCEC could collect the
"operational" BIER-TE topol ogy information from BFRs and distribute
it to BFIRto enable themto calculate BlIER TE bitstrings

aut ononousl y.

The operational instance of the topology information can depend on
the presence of an IGP. |If the adjacency of a bit in the BIFT is
configured to use a nexthop identifier that has to be | earned from an
I GP, such as a Segnent Routing SID or a router-1D, then the
operational instance (as well as distributed | earned-operationa

ones) would indicate that such an adjacency is non-operational if the
BFR coul d not resolve this nexthop information. Forward_connected
adj acencies do not require a routing underlay, but just link-loca
connectivity.

Sone information elenents in the BIER TE topology information is

met adata to support autonatic consistency checking of |earned

topol ogy i nformati on which pernmit to prohibit use of adjacencies that
woul d not |lead to working paths or worst case could create | oops.

The sane information can al so be used to auto-configure sone

adj acencies, specifically routed adjacencies, allowing to mnimze
operator work in case BIFT topology information is not auto-created
froman NVS/ PCEP but through nanual mnechani sms, but also to
automatically di scover mis-wirings and avoid themto be used.

The semantic of BitType and Names are described in conjunction with
consi stency checking and autoconfiguration in the follow ng sections.
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2.3. Consistency checking

The Bit Type and associ ated Nane or Nanes for the bit are intended to
support aut onated consi stency checking and different reactions. an
NMS can for exanple discover misconfiguration or m scablings and
alert the operator. BFIR can |ikew se discover m sconfiguration when
the "configured" and "operational" instances of BFR are distributed
via the IGP and are therefore avail abl e as "I earned-confi gured" and

"| ear ned- operational™ on the BFIR  The BFIR can then fr exanple stop
usi ng those m sconfigured bits in any bitstrings it cal cul ates and
further escalate (e.g.: overlay signaling) unreachability of any BFER
(or inability to calculate paths supporting required TE features).

"Uni que" bits doe not require a nane, but the <SD, SI> bit in question
must only have an adjacency on one BFR. If it shows up with
adj acencies on nore than one BFR, this is an inconsistency.

"p2p" bits need to be the sanme bit on both BFR connected to each
other via a subnet, and rmust be pointing to each other via
"forward_connect ed" adjacencies. A "p2p" bit needs to have one Nane
paraneter unique in the domain - for exanple constructed from
concatenating the Iflndex of both sides. Note that the actual subnet
does not need to be p2p, a BFR can have nultiple bits across a

nmul ti access subnet, one for each nei ghbor

Not listed in the above picture, but a "renote-p2p" could be a
Bi t Type when a bidirectional adjacency between two renpode BFR using
forward _routed adjacenci es.

A "leaf" bit is the one shared bit in a <SD, SI> bitstring assigned to
the "l ocal _decap" adjacency on all leaf BFER Leaf BFER do not need

a separate bit. See BIER-TE-ARCH. If nore then one "lead" bits are

used in an <SD, Sl > across the domain that is an inconsistency - waste
of bits.

A "node" bit is associated with a Name that follows a standardi zed
formto identify a node - e.g.: its router-id. On a non-leaf BFER,
this bit can only have one | ocal _decap adjacency on the node
indicated itself. On a |leaf BFER, the "node" bit nust be assigned to
adj acenci es on one or BFR that connect to the indicated BFER O her
configurations (or wirings) are a msconfiguration

A "lan" bit indicates a bit for a LAN, as discussed in Bl ER TE- ARCH
It must have one dommin wi de unique nanme. |t nmust only be used by
BFR connecting to the same subnet with a set of forward_connected
adj acencies pointing to the other BFR on that subnet. Disabling the
use of a "lan" bit either on a BFIR when sendi ng packets, or even
nore son on the actual BFR connecting to a subnet and recogni zi ng
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i nconsi stent Bl ER-TE topol ocy configuraiton for it - is the nost

i mportant automatic function to avoid m s-routing of Bl ER-TE packets.
The | ooping will be al so stopped because bits are reset when packets
traverse the paths, or ultimately by TTL, but neither nechani sm can
provi de as specifica OAMinformati on about what went wong than
recogni zi ng i nconsi stencies via the IGP

TBD: flood bit, DNR (like lan bit, but nore conpl ex.

Consi stency checki ng may happen directly during configuration as well
as later during rew ring/renot changes of topol ogy.

In general, the operational instance of the BIER-TE topol ogy are

rel evant to topol ogy consi stency checking (as hey are for path
calculations). For exanple, future extensions may actually introduce
some form of node/ BFR redundancy where different BFR are confi gured
for the sane bits, but only one at a tinme is actively using a bit,
and therefore announcing it in the operational instance of the Bl ER-
TE t opol ogy.

2.4. Auto-configuration

For subnets, the actual adjacency to the neighbor on a |ink nay not
actually be configured explicitly, but only the interface. Discovery
of the neighbor via the |G would result in a conplete working

adj acency for a bit, and that adjacency would show then in the
operational instance - while the configured instance would only show
an inconpl ete adjacency and the bit that was configured for the

adj acency. The Nane paraneter can be used in configuration to |ock
in the BFR that is expected to be on the other side of a subnet
interface. |If that node is not the one actually connected, the

adj acency in the operational instance would not be conpl et ed.

When a "p2p" BitType is used, but the bit is configured

i nconsistently on both sides of a p2p link, an autoconfiguration
nmechani sm may be specified to select which of the two bits should be
used (e.g.: bit number configured on the higher router-id peer).
This could help to auto-correct a configuration m stake, but it does
of course not recover the inconsistently configured bit directly, it
just ignores it.

When a "lan" or "flood" BitType is configured, |ikew se auto-
configuration can be done to overcome m sconfigurations. TBD: nore
details.

Most inportantly, configuration of routed adjacencies can create nost
need for network-w de consistent configuration. This can be
autonated with the proposed "group" bittype.

Eckert Expi res Septenber 6, 2018 [ Page 11]



Internet-Draft Bl ER- TE- Fr amewor k Mar 2018

3.

3.

( Source) (mdpointl) (midpoint?2) (receivers)
G pAl G pB1 G pCl G pD1

G pA2 G pB2 G pC2 G pD2
G pALO G pB3 G pC3 G pD200

Figure 3: G oup BitType use

The typical set of forward routed adjacency is to allow steering of
Bl ER- TE packets through a sequence of one or nore nmenbers of a hop-
group, | oad-bal ancing across themfor TE reasons. |n the above

pi cture, those paths would start froma BFIR in G pA and go via one
(or nore) nodes in GpB, then G pC and then BFER (G pD).

To hal f-autonmate the setup of such | oose hops, each nenber of G pC
woul d for exanple be configured with one unique bit of BitType
"group” and the Name paraneter would be set to "G pB". Each

m dpoint1 BFR would "GrpB" in the list of strings for the BIFT

I ngres- G oup paraneter. Wen such a BFR discovers (e.g.: via the

I GP) a BFR "l earned-operational” bit of BitType group with a nane
"G pB" (and no adjacency!), then that midpointl BFR would create an
adj acency in its "operational” instance, pointing to the announcing
BFR with a "forward_routed" adjacency.

The saving through such group BitTypes is therefore that the bit had
only to be configured on one node (the receiver side of the

forward _routed adjacency), but would be configured on any nunber of

i ngres BFR for the adjacency. In the above picture, the benefit
woul d be biggest if forward_routed adjacenci es where used from Source
to m dpointl, because the nunber of Sources is potentially |argest
(e.g: as shown in the picture 10 BFIR in Source group).

Fl ow Managenent
1. Operational / Architectural Mdels

Once a BIER-topology is active in a network, it can be used to pass

Bl ER- TE packets. Typically this also requires the provisioning of
some routing overlay because today, all applications defined for BIER
today are classical SP PE-PE application where sonme custoner traffic
is mapped to SP traffic via PE-PE "overlay" signaling.

Applications in future environments such as industrial control or 10T
may result in different overlay signaling. Even native end-to-end
BIER-TE from application stacks is possible, but has so far not been
defi ned.
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Overlay signaling is currently out of scope of this docunent.
3.1.1. COverprovisioning

In the "overprovisioning flow nmanagenent"” nodel, the network operator
is responsible to engineer the avail able network resources, BlIER TE
Topol ogy and applications generating BIER TE fl ows such that the
required resources can be guaranteed w thout contention - and
potentially wi thout the help of either PCEP or 1GP, but sinply using
provisioning to configure BFIR and overlay signaling to determ ne
active destinations.

Overprovisioning is the nost control/signaling |ightweight approach
and currently the standard approach in nost enterprises and service
provider for IP multicast traffic.

For exanple: An ISP with a ++40CGhps network and a conparabl e snal |
anount of high-value nuticast traffic requiring in aggregate |ess
than 5 Gops can easily carry all of that rmulticast traffic across any
avail abl e path. This is especially easy when the mayority of traffic
is best effort traffic (such as Internet traffic). |In that case, the
mul ticast traffic would be carried in a traffic class that is
overprovisioned, for exanple with 6 Gops guaranteed on every link

Cal cul ated BIER-TE bitstrings would for exanple be used to reduce
cost of multicast distribution (e.g.: steiner tree calculation), use
disjoint paths (in conjunction with EF), or sinply |oad-bal ance
across all avail able non- ECMP paths. Overprovisioning flow
managenent is traditional in nost SP networks (core/edge/access) for
IP multicast traffic and requires no additional signaling.

The over provi sioning fl ow managenent nodel is one that likely would
request for (only) a YANG nodel to provision the Bl ER- TE topol ogy.

3.1.2. PCEC

In the PCEC based fl ow nmanagenent nodel, a PCEP deterni nes
(calculates) the (flowid, <SD, SI> bitstring) for a traffic fl ows and
signals this to the BFIR sourcing the flow (its BFR-ID is part of the
flowid). |If the flow was not statically defined, then this step
woul d be preceeded with the BFIR requesting the resources for the,

i ndi cating the requested resources as well as the set of
destinations. The destinations could be indicated as BFR-1D or
(likely easier for the BFIR) by their unique identifiers in unicast
routing (e.g.: router-ID). The bitstring returned by the PCEP woul d
i nclude not only engineered paths to all these destinations, but
those paths could also be disjoint paths, carrying the traffic tw ce
towar ds each destination and nerging themvia the EF function. The
BFIR could be fully agnostic to these PCEP choi ces.
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One of the core benefits of using BIER-TE forwarding is the ability
to change the bitstring on a per-packet basis to re-route traffic by
setting different transit bits, or to quickly add/delete
destinations. Wen the BFIR should be enpowered to perform any of
these functions without the need for help by the PCEP, then the PCEP
needs to provide additiona information back to the BFIR

If a BFIR has for exanple an OAM capability to determ ne wi thout the
hel p of a controller that a path has failed (too nuch packet |oss on
destination, signalled back to BFIR), and dual -transm ssion is not
desired (due to doubl e resource usage), then the PCP and BFIR coul d
co-operate on a path-protection schenme in which the PCEP provides for
flows not one, but two bitstrings, one being the backup path which is
used by the BFIR when it discovers via OAM | oss on the currently used
path. This approach can extrenely reduce the need to rely on
controller help during failures.

When the destinations for a particular flow can potentially change
over time, this can often be faster and nore efficiently signalled
directly via the overlay signaling to the BFIR instead of going
through the PCEP. To support this node of operations, the BFIR could
request fromthe PCEP not sinply the current set of destinations for
a flow, but instead the maxi num superset of receivers and request
per-destination information. The PCEP would then return not just one
bitstring, but one bitstring per destination (BFER). The BFIR woul d
simply OR the bitstrings for all required destinations for each
packet to create the final bitstring for that packet. Note that this
description of of course on a per-<SD, Sl > (aka: per BIFT) basis.
Destinations using different Bl FTs require always different Bl ER TE
packets to be sent by the BFIR

3.1.2.1. per-flow QS - policer/shaper/EF

In the PCEP based resource nanagenent nodel, it is up to the PCEP to
determ ne how explicit resource reservations shoul d be managed, e.g.
whet her or how it tracks resource consunption. The BIER TE
forwardi ng plane itself does not support per-flow state with the
exception of EF, which would usually be a function enabl ed on BFER

Li kewi se, per-flow policer and/or shaper state nay be a usefu
optional feature that the PCEP should be able to request to be
enabled on a BFIR to ensure that the traffic passed by the BFIR into
the Bl ER-TE domai n does not overrun resources available. 1In the

si mpl est case, such a shaper/policer could sinply reflect the
resources indicated by the BFIR in its request to the PCEP.

Per-fl ow policer/shaper or EF nay need to be explicitly instantiated
by BFI R/ BFER. Instantiation of the Policer/Shaper on the BFIR can
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happen as a function of the PCEP signaling to the BFIR but
instantiation of the EF would al so require signaling of the PCEP to
the BFER(s) for flows. Note that EF could also be instantiated on
any nidpoint BFR, so the PCEP woul d need to know the BI ER-TE topol ogy
i ncluding where EF is considered and nmanage it through appropriate

si gnal i ng.

Note that it is unclear yet, if EF inplenmenations could or should be
i mpl emented with or wi hthout the need for explicit instantiation, the
Bl ER- TE- EF- OAM docunent al | ows both options. Even in the absence of
explicit signaling, per-flow Policer/Shaper and EF are linited
resources and PCEP shoul d keep track of how nuch of these resources
are allocated and available for future flows. Like other path
resources, exhaustion may require PCEP failure to allocate responses
or other mtigating options.

3.1.2.2. DiffServ QS

3.

2

The only resource managenent that could be expected to exist in the
Bl ER- TE domai n hop-by-hop would be DiffServ QS. As outlined in the
above overprovi sioning resource nmanagenent nodel, it can serve as an
easy nethod for |ightweight resource managenent, and as soon as the
network intends to use nore than one such D ffServ codepoint across
different BIER-TE fl ows, the PCEP should |likely be able to understand
and nanage the DiffServ assignnents of BIER-TE fl ows and signal the
sel ect ed codepoint back to the BFIR

Bl ER- TE fl ow node
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BIER-TE traffic flow (change) request (fromBFIR):
Fl owcontrol -1 D <identifier>
Ingres BFIR of flow (I1GP router-id ?!)
Destination-1D: set of BFER identifiers (IGP router-id ?!)
ext ended-repl y-required (bool ean)
Requi rement s:
TSPEC (bandwi dt h, burst size,...)
resilience: dual-transm ssion with EF
shar ed- group: nane

BIER- TE traffic flow reply/command (to BFIR):
Fl ow-control -1 D <identifier>
I ngres Policer/ Shaper paraneters (applies to each BIFT)
Set of 1 or nore BIFT:
<SDh, SI, BSL>
BFIR-ID, entropy (formtogether flowID)
Bitstring
QoS, TTL,

BIER- TE traffic flow extended reply/comand (to BFIR):
Fl ow-control -1 D <identifier>
I ngres Policer/ Shaper paraneters (applies to each BIFT)
Set of 1 or more BIFT:
<SD, SI, BSL>
BFIR-1D, entropy (formtogether flow D)
QS, TTL
List of 1 or nore destinations
Destination-1D, Bitstring

BIER-TE traffic fl ow command (to BFER):
Fl ow-control -1D: <identifier>
Ingres BFIR of flow BFIRID (in Bl ER-TE packet header)
Set of 1 or nore BIFT:
<SD, SI, BSL>
BFIR-ID, entropy (formtogether flowID)
EF paraneter (w ndow size etc..)

Figure 4: Fl ow request/reply/commands
The above picture shows an initial abstract representation of the
data nodels for the different type of request/replies discussed in
t he previous section between PCEC and BFIR (and in one case BFER).
The Flowconrol-ID identifies the managed object itself: a flowto be

sent fromone BFIR to a set of BFER with sone TE requirenents, which
ultimately nmay require Bl ER-TE packets for one or nore BIFT.
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BFI R and BFER need to be identified in the request in a form not
specific to the bits of BIFT, so the PCEP can sel ect the appropriate
Bl FT(s) to use. The above picture assunes the router-id of BFIR and
BFER are appropri ate.

The request includes TE requirenents, including (sonmething |ike a)
TSPEC for bandwi dth, burst-size or the |like, whether or not dual -
transmsision via PREF is required, and if the resource used are to be
shared across nultiple flows, then the name of a shared group. One
exanpl e of sharing would for exanple be a video-conference where the
speaker transnits video, every speaker requests/allocates a Bl ER-TE
flow fromthe PCEP, but the resources for those flows are of course
shared (only one flow active at a tine).

The reply fromthe PCEP |ists the BIFTS/ packets that nust be sent by
the BFIR to reach the desired destinations as well as any other Bl ER
TE packet header fields relevant <SD, SI,BSL>, BFIR 1D, entropy, QS,
TTL. Beside the Bl ER-TE packet header, the paraneters for the
pol i cer and/or shaper to be used by the BFIR are signalled back

The extended reply does not provide sinply the bitstring to use for
each BIFT, but instead lists the bitstrings required for each
destination so that (as described above), the BFIR can sinply add/
del ete destinati ons on a packet-by-packet basis OR ing those
bitstrings.

Finally, a conmand to BFER is required to instruct the creation of EF
state in case this can not be done autonatically.

4. Security Considerations
TBD.
5. | ANA Consi derati ons
Thi s docunment requests no action by | ANA
6. Acknow edgenents
TBD.
7. Change log [RFC Editor: Please renove]

00: Initial version
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