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I nt roducti on

Sof t war e- Defi ned Networking (SDN) refers to a separation between the
control elenents and the forwardi ng conponents so that software
running in a centralized systemcalled a controller, can act to
programthe devices in the network to behave in specific ways. A
required elenent in an SDN architecture is a conponent that plans how
the network resources will be used and how the devices will be
programmed. It is possible to view this conponent as perfornng
specific conputations to place flows within the network given

know edge of the availability of network resources, how other
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forwardi ng devices are programred, and the way that other flows are
routed. The Application-Based Network Operation (ABNO [RFC7491]
descri bes how various conponents and technol ogies fit together

A domai n [ RFC4655] is any collection of network elenments within a
common sphere of address nmanagenent or path conputation
responsibility. Specifically within this document we nmean a part of
an operator’s network that is under conmon nanagement. Network
elements will often be grouped into domains based on technol ogy
types, vendor profiles, and geographic proximty and under a domain
controller.

Miul tiple such domains in the network are interconnected, and a path
is established through a series of connected domains to form an end-
to-end path over which various services are offered. Each domain is
under the control of the domain controller (or |ower-leve
controller), and a "super controller" (or high-level controller)
takes responsibility for a high-level view of the network before
distributing tasks to domain controllers (or |ower-Ieve

controllers). It is possible for each of the domain to use a
different tunneling mechani sm (eg RSVP-TE, Segnent Routing (SR) etc).

[I-D.ietf-teas-actn-franework] describes the framework for
Abstraction and Control of Traffic Engi neered Networks (ACTN) as wel
as a set of managenent and control functions used to operate multiple
TE networks. This docunments would apply the ACTN principles to

H erarchy of IP controllers (HHC) and focus on the applicability and
interactions with other protocol and technol ogies (specific to IP
packet domai ns).

Sometimes, service (such as Layer 3 Virtual Private Network (L3VPN)
Layer 2 Virtual Private Network (L2VPN), Ethernet VPN ( EVPN)

Seam ess MPLS) require sites attached to different domai ns (under the
control of different domamin controller) to be interconnected as part
of the VPN service. This require multi-domain coordination between
domain controllers to conpute and setup E2E path for the VPN service

Thi s docunment describes the interactions between various IP
controllers in a hierarchical fashion to provide various |IP services
It describes how the Abstraction and Control of Traffic Engi neered
Net wor ks (ACTN) framework is applied to the H erarchy of IP
controllers (HC as well as docunent the interactions with contro
pl ane protocols (like BGP, Path Conputation El enment Conmuni cation
Prot ocol (PCEP)) and managenent pl ane aspects (Yang nodels) to
provide end to end dynam c services spanning multiple dormai ns and
controllers (e.g. L3VPN, Seaml ess MPLS etc).
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2. Overview

Figure 1 show exanples of nulti-domain |IP domai ns under hierarchy of
I P controllers.
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Figure 1: Exanple: H erarchy of IP controllers (H Q

The I P "Super Controller" receives request fromthe network/service
orchestrator to setup dynanic services spanning nultiple donains.
The I P "Super Controller" breaks down and assigns tasks to the donmain
controllers, responsible for conmunicating to network devices in the
domain. It further coordinates between the controller to provide a
unified view of the nulti-domain network.

2.1. Mapping to ACTN

As per [I-D.ietf-teas-actn-framework], ACTN has follow ng main
functions -

o Multi-domai n coordination

o Virtualization/ Abstraction
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0 Custoner nmapping/translation
o Virtual service coordination

These functions are part of Miulti Donmi n Service Coordi nator (MDSC)
and/ or Provisioning Network Controller (PNC). Further these
functions are part of the controller / orchestrator

The HHC is an instantiation of ACTN framework for | P packet network.
The 1P domain (lower-level) controllers inplenents the PNC
functionalities for configuring, controlling and nonitoring the IP
domain. The "super controller” (high-level controller) inplenments
the MDSC functionalities for coordination between nultiple domains as
well as maintaining an abstracted view of nultiple domains. 1t also
takes care of the service related functionalities of custoner

mappi ng/transl ati on and virtual service coordi nation

The ACTN functions are part of the IP controllers and responsible for
the TE topol ogy and E2E path conputation/setup. There are other
functions along with ACTN that are needed to manage nultiple IP
domai n net wor ks

Interface between Super Controller and Domain Controller in HC

The interaction between super controller and domain controller in HC
is a conbination of Control Plane and Managenent Plane interface as
shown in Figure 2. BGP [RFC4271] and PCEP [ RFC5440] are exanple of
the control plane interface; where as NETCONF [ RFC6241] and RESTCONF
[ RFC8040] are exanpl e of nanagenent plane interface.
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Figure 2: Interface between Super Controller and Dormain Controller

Note that ACTN s MDSC-PNC Interface (MPl) could be inplenmented via
managenent pl ane interface using Yang nodel s
[I-D.ietf-teas-actn-yang] or via PCEP control plane interface
[I-D.ietf-pce-applicability-actn].

3. Key Concepts
3.1. Topol ogy

The Donmain Controller is expected to be aware of the topology of the
network devices in its donmain. The donain controller could
participate in the | GP ([ RFC3630] and [ RFC5305]) or use BGP-LS

[ RFC7752] by which link-state and TE information is collected and
shared with domain controller using the BGP routing protocol

An alternate approach would be to rely on the managenent pl ane
i nterface which uses the YANG nodel for network/TE Topol ogy as per
[I-D.ietf-i2rs-yang-network-topo] and [I-D.ietf-teas-yang-te-topo].

The donmain controller is expected to share the donain topology to the

Super Controller as aligned to ACTN (where PNC abstract the topol ogy
towards MDSC). A level of abstraction is usually applied while
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presenting the topology to a higher level controller. Topol ogy
abstraction is described in [RFC7926] as well as
[I-D.ietf-teas-actn-framework]. BGP-LS, PCEP-LS

[1-D. dhodyl ee- pce-pcep-1s] or managenent plane interface based on the
abstract ed network/ TE Topol ogy could be used to carry the abstract
topol ogy to the super-controller. At mninumthe border nodes and
inter-domain |inks are exposed to the super-controller

Further [I-D.ietf-teas-actn-framework] defines three types of

topol ogy abstraction - (1) Native/Wiite Topol ogy; (2) Black Topol ogy;
and (3) Grey Topology. Based on the local policy, the donain
controll er would share the domain topology to the Super Controller
based on the abstraction type. Note that any of the control plane or
managenent pl ane nechani sm could be used to carry abstracted domain
topol ogy. The Super Controller’s MDSC function is expected to manage
a E2E topol ogy by coordinating the abstracted donai n topol ogy
received fromthe domain controllers.

Pat h Conmputation/Path instantiation

The Domain Controller is responsible for conputing and setup of path
when the source and destination is in the same donain, otherw se the
Super Controller coordinates the nulti-donain path conputation and
setup with the help of the domain controller. This is aligned to
ACTN.

PCEP [ RFC5440] provides nmechani snms for Path Conputation El enents
(PCEs) [ RFC4655] to perform path conputations in response to Path
Conputation dients (PCCs) requests. Since then, the role and
function of the PCE has grown to allow del egated control [RFC8231]
and PCE-initiated use of network resources [RFC8281].

Furt her, [RFC6805] and [I-D.ietf-pce-stateful-hpce] describes a

hi erarchy of PCE with Parent PCE coordinating nulti-domain path
conmputation function between Child PCE(s). This fits well with HC
as described in this docunent.

Not e that a managenent plane interface which uses the YANG nodel for
pat h conputation/setup ([I-D.ietf-teas-yang-path-conputation] and
[I-D.ietf-teas-yang-te]) could be used in place of PCEP

In case there is a need to stitch per domain tunnels into an E2E

tunnel , nmechanism are described in [I-D.lee-pce-Isp-stitching-hpce]
and [|-D. dugeon-pce-stateful -interdomain].
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BGP consi derati ons

[ RFC4A456] describes the concept of route-reflection where a "route
reflector” (RR) reflects the routes to avoid full mesh connection
between Internal BGP (I BGP) peers. The |P donmain controller can play
the role of RRin its domain. The super controller can further act
as RRto towards the domain controller.

[Editor’s Note: To do - BGP Policy, BGP Flowspec. Mre informtion
will be added in the next version]

[Editor’s Note: Need to evaluate a role of BM]
VPN Service
Seanl ess MPLS

Seam ess MPLS [I-D.ietf-npls-seam ess-npls] describes an architecture
whi ch can be used to extend MPLS networks to integrate access and
core/ aggregation networks into a single MPLS dormain.ln the seamnl ess
MPLS for nobile backhaul, since there are nultiple domains including
the core network and nultiple nobile backhaul networks, for each
domain there is a domain controller. |In order to inplenent the end-
to-end network service provision, there should be coordination anong
mul tiple dormain controllers.
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Fi gure 3: Seam ess MPLS

Super Controller is responsible for setting the seam ess MPLS
service. It should break down the service nodel to network
configuration nodel [RFC8309] and the domain controller further break
it to the device configuration nodel to the PE/ ASBR to nmake the E2E
seanl ess MPLS service. The selection of appropriate ASBRs and
handl i ng of intra-domain tunnels is coordinated by the Super
Controller in the simlar fashion as shown in Section 4. 2.

By enabling BGP sessions between Donmin Controller and Super
Controller, BGP | abeled routes can also be | earned at Super
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Controller. As Super Controller is aware of the (abstract) topol ogy,
it could make intelligent decisions regarding E2E BGP LSP to optimn ze
based on the overall traffic information.

4.2. L3VPN

A Layer 3 IP VPN service is a collection of sites that are authorized
to exchange traffic between each other over a shared IP
infrastructure. |[RFC4110] provides a franmework for Layer 3 Provider-
Provisioned Virtual Private Networks (PPVPNs). [RFC8299] provides a
L3VPN service delivery YANG nodel for PE-based VPNs. The Super
controller is expected to inplenment the L3SM nodel and translate it
to network nodels towards the domain controller, which in terns

translate it to the device nodel. See [RFC38309] for nore details.
| L3SM
Y
e ——— +
| Super Controller |
Fom e e e e e e e e oo +
|
Fom e e e e e e e e e m oo oo +
I I
Y Y
oo + oo +
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| | | |
Hom e e oo - + Hom e e oo - +
CE CE
\ AS 100 AS 200 /
\ /
A---B----C---ASBRL------ ASBR2----D----E----F
/ / / / / / / /
/ / / / / / / /
CE----G---H---1----ASBR3------ ASBR4----J----K----L------ CE

Figure 4: L3VPN

Based on the user data in L3SM nodel, the network configurations need
to be trickle down to the network device to setup the L3VPN

Based on the QoS or Policy requirenent for the L3VPN service, the
Super Controller may -

0 Set the tunnel selection policy at the PE/ASBR routers so that
they could select the existing tunnels
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0 Select an existing tunnels at the controller level and bind it to
the VPN service

0o Initiate the process of creating a new tunnel based on the QS
requirenent and bind it the VPN service

o Initiate the process of creating a new tunnel based on the the
policy

Refer [I-D.|l ee-teas-te-service-mappi ng-yang] for nore details from
ACTN per specti ve.

Apart from the Managenent plane interface based on respective YANG
nmodel s, the control plane interface PCEP could be used for path
comput ati on and set up.

4.3. L2VPN and EVPN service

There are two fundanental ly different kinds of Layer 2 VPN service
that a service provider could offer to a custonmer: Virtual Private
Wre Service (VPW5) and Virtual Private LAN Service (VPLS) [RFC4664].
A VPWS is a VPN service that supplies an L2 point-to-point service.
A VPLS is an L2 service that emul ates LAN service across a Wde Area
Network (WAN). A BGP MPLS-based Ethernet VPN (EVPN) [ RFC7432]
addresses sonme of the linmitations when it conmes to nultihom ng and
redundancy, nulticast optimnzation, provisioning sinplicity, flow
based | oad bal anci ng, and nul ti pathing etc.

The handling of L2VPN EVPN service is done in a simlar fashion as
shown in Section 4. 2.

5. Possi bl e Feat ur es/ Ext ensi ons

This sections list sone of the possible features or protoco
extensions that could be worked on to deploy HHCin a nulti-donain
packet network

1. Simplify the initial configurations needed to setup the
rel ati onshi p between the super controller and the domain
controllers. Note that this could be done via exchanges during
initial session establishnent, discovery via other protocols,
service discovery (such as DNS) etc.

2. The (higher-level controller, |over-level controller)
relationship or the the role of the controller

3. The learning and handling of various capabilities of the Super
Controll er and Domain Controller.
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4. Handling of multiple instances of controller at each level for
hi gh availability.

[Editor’s Note - This list is expected to be updated in next version
with nore details]

6. O her Considerations
6.1. Control Pl ane
6.1.1. PCE / PCEP

The Pat h Conputati on El enent comuni cation Protocol (PCEP) [RFC5440]
provi des mechani sns for Path Conputation El enments (PCEs) [ RFC4655] to
perform path conputations in response to Path Conputation Cients
(PCCs) requests.

The ability to conmpute shortest constrained TE LSPs in Miltiprotoco
Label Switching (MPLS) and Ceneralized MPLS (GWLS) networ ks across
mul ti pl e dormai ns has been identified as a key notivation for PCE
devel opnent.

A stateful PCE [RFC8231] is capable of considering, for the purposes
of path conputation, not only the network state in terns of |inks and
nodes (referred to as the Traffic Engi neering Database or TED) but

al so the status of active services (previously conputed paths, and
currently reserved resources, stored in the Label Sw tched Paths

Dat abase (LSPDB).

[ RFCB8051] describes general considerations for a stateful PCE
depl oynent and exanines its applicability and benefits, as well as
its challenges and limtations through a nunber of use cases.

[ RFC8231] describes a set of extensions to PCEP to provide statefu
control. A stateful PCE has access to not only the information
carried by the network’s Interior Gateway Protocol (1GP), but also
the set of active paths and their reserved resources for its
computations. The additional state allows the PCE to conpute
constrai ned paths while considering individual LSPs and their
interactions. [RFC8281] describes the setup, maintenance and
teardown of PCE-initiated LSPs under the stateful PCE nodel.

[ RFC8231] al so describes the active stateful PCE. The active PCE
functionality allows a PCE to reroute an existing LSP or make changes
to the attributes of an existing LSP, or a PCC to del egate control of
specific LSPs to a new PCE
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Conputing paths across large nmulti-domain environnents require
speci al comput ational conponents and cooperation between entities in
di fferent domai ns capabl e of conplex path conputation. The PCE
provides an architecture and a set of functional conponents to
address this problem space. A PCE nay be used to conpute end-to-end
pat hs across mnulti-domain environments using a per-domain path
comput ati on techni que [ RFC5152]. The Backward recursive PCE based
pat h conputati on (BRPC) mechani sm [ RFC5441] defines a PCE-based path
comput ati on procedure to conpute inter-domain constrained MPLS and
GWLS TE networks. However, both per-domain and BRPC techni ques
assune that the sequence of donains to be crossed fromsource to
destination is known, either fixed by the network operator or
obt ai ned by ot her neans.

[ RFC6805] describes a Hierarchical PCE (H PCE) architecture which can
be used for conputing end-to-end paths for inter-domain MPLS Traffic
Engi neering (TE) and GWLS Label Switched Paths (LSPs) when the
domai n sequence is not knowmn. Wthin the Hierarchical PCE (H PCE)
architecture, the Parent PCE (P-PCE) is used to conpute a nulti-
domai n path based on the domain connectivity information. A Child
PCE (C-PCE) may be responsible for a single domain or multiple
domains, it is used to conpute the intra-domain path based on its
domai n topol ogy information.

[I-D.ietf-pce-stateful -hpce] state the considerations for statefu
PCE(s) in hierarchical PCE architecture. 1In particular, the behavior
changes and additions to the existing stateful PCE nechani sns
(including PCE- initiated LSP setup and active PCE usage) in the
context of networks using the H PCE architecture.

[I-D.ietf-pce-applicability-actn] exanines the applicability of PCE
PCEP to the ACTN framework in detail.

2. BGP

[Editor’s Note - TBD, More details on BGP-LS, BGP-Fl owspec, RR
handl ing, BGP Policy etc to be added in the next revision]

Management Pl ane
1. YANG Model s

This is an non-exhaustive |list of possible yang nodel s devel oped or
i n-devel opnent that could be used for HI C

Topol ogy: [I-D.ietf-i2rs-yang-network-topo] defines a generic YANG
data nodel for network topology. [I-D.ietf-teas-yang-te-topo]
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defines a YANG data nodel for representing, retrieving and
mani pul ating Traffic Engi neering (TE) Topol ogi es.

Tunnel : [I-D.ietf-teas-yang-te] defines a YANG data nodel for the
configuration and managenent of Traffic Engineering (TE)
interfaces, tunnels and Label Switched Paths (LSPs).

L3VPN: The Layer 3 service nodel (L3SM is defined in [ RFC8299],
which is a YANG data nodel that can be used for conmunication

bet ween custoners and network operators and to deliver a Layer 3
provi der-provi sioned VPN service. [I-D.ietf-bess-I3vpn-yang]
defines a YANG data nodel that can be used to configure and nmanage
BGP Layer 3 VPNs at the device. Note that a network configuration
nmodel at the Domain Controller |evel needs to be devel oped.

L2VPN EVPN. [I-D.ietf-12sml 2vpn-servi ce-nodel] defines a YANG
data nodel that can be used to configure a Layer 2 Provider
Provi si oned VPN service. This nodel is intended to be

instanti ated at managenment systemto deliver the overall service.
[I-D.ietf-bess-I12vpn-yang] and [I-D.ietf-bess-evpn-yang] defines a
YANG dat a nodel to configure and manage L2VPN and EVPN service
respectively. Note that a network configuration nodel at the
Domain Controller |evel needs to be devel oped.

OAM  TBD
[Editor’s Note - the above list should be extended.]
2. Protocol Considerations
The Networ k Configuration Protocol (NETCONF) [RFC6241] provides
mechani sms to install, manipulate, and delete the configuration of
net wor k devi ces. The RESTCONF [ RFC8040] descri bes an HITP- based
protocol that provides a progranmmatic interface for accessing data
defined in YANG using the data-store concepts defined i n NETCONF.

Sone ot her mechani smlike gRPC/gNM could al so be used between
controll ers using the same YANG data nodel s.

| ANA Consi der ati ons
There are no | ANA concerns in this docunent.
Security Considerations

There are no new security concerns in this docunent.
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