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Abst ract

HTTP Level multicast, using BIER is described as a use case in BIER
Use cases docunent. HITP Level Milticast is used in today' s video
stream ng and delivery services such as HLS, AR'VR etc., generally
realized over IP Miulticast. A realization of "HTTP Milticast" over
"I'P Multicast" is described. |IP nulticast is commonly used for |IPTV
services. DVB and BBF is al so devel oping a reference architecture
for 1P Miulticast service. Few problens with IPMC, such as waste of
transm ssi on bandw dth, increase in signaling when there are few
users are described. Realization over BlIER, through a BIER Milticast
Overlay Layer, is described. How BIER Milticast Overlay operation

i nproves over | P Milticast, such as reduction in signaling, dynanmc
creation of nulticast groups to reduce signaling and bandw dth

wast age i s described. W conclude with few next steps.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 21, 2019.
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1. Introduction

Bl ER Use Cases docunment [|-D.ietf-bier-use-cases] describes an "HTTP
Level Multicast" scenario, where HTTP Responses are carried over a
BIER nulticast infrastructure to multiple clients. Especially rate-
adaptive HTTP sol utions can benefit fromthe dynanmi c multicast group
menber shi p changes enabled by BIER For this, the "server side NAP
(Network Attachnent Point), creates a list of outstanding client side
NAP (Network Attachment Point) requests for the same HTTP resource.
When the response is available, the list of NAPs wi th outstanding
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client requests are converted into the BIER or BIER-TE bitstring and
used to send the HTTP response.

In this draft, we describe how this class of use cases can be
realized over |P Milticast and how the operation of the use case can
be inproved if realized over BIER  The realization over BIER is

achi eved through what is called "Bl ER Multicast overlay" |ayer, i.e.
the met hods by which the sending Bl ER router knows how to send ot her
application packets. The requirenments for BIER Miulticast overlay

| ayer is described in this docunent. It also describes the necessary
functions that formthe BIER nulticast overlay and the operations
that enable the desired "HTTP Level Milticast" behavior. One such
operation is generating the PATH ID (represents the path between BFIR
and BFER) based on naned service relationship and translating it to
appropriate Bl ER header. W describe a list of protocols needed for
the realization of the individual operations.

W conclude with future steps and seek input fromthe WG
1.1. Reference Depl oynent
Let us fornulate the architecture of the BIER nulticast overlay for

the scenario outlined in [I-D.ietf-bier-use-cases]. This overlay is
shown in Figure 1 bel ow
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The multicast overlay is fornmed by the BFIR and BFER of the BIER

| ayer and the additional

SH (Service Handl er) and PCE (Path

Conput ati on El enent) elenments shown in the figure. Wen

i nterconnecting with a non-Bl ER enabled | P routed peering network, a

speci al

SH, such as Border Gateway may be used.

The Service Handl er and BFER can be assuned to be coll ocated and can
be viewed as Cient Network Attachment Point (CNAP).
and receives HTTP transactions through CNAP.

On the server side,

Server
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the Service handling function can be part of the
Net work Attachment Point (SNAP). It
function and SH.

i ncludes the BFIR
SNAP i s responsible for aggregating the rel evant
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HTTP Requests and sending one or nmore BIER Milticast HTTP response to
multiple clients who requested the sanme content.

The SH function is assuned to be collocated with BFIR / BFER  The
BFIR and BFER i s assuned to be normal router boxes in the network.

If the additional function of SH cannot be added to normal routers,
then SH can be depl oyed as a separate function outside the routers.
In such scenario an interface between SH and BFI R or BFER needs to be
defi ned.

As part of PO NT/RI FE EU Horizon 2020 project, HTTP Level Milticast
use case has been executed on SDN based and | CN based underl| ay
network, as described in the [I-D.irtf-icnrg-depl oynent-guidelines].

"HTTP nul ticast” denonstrated benefits in HITP-1evel stream ng video
delivery, when deployed on PONT test bed with 80+ nodes. This draft
[I-D.irtf-icnrg-depl oynent-guidelines] al so describes protoco
requi renents to enable HTTP nmulticast to work on | CN underl ay.

2. Conventions used in this docunment

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

3. Use cases

Wth the extensive use of "web technol ogy”, "distributed services"
and availability of heterogeneous network, HITP has effectively
transitioned into the comon transport or session |layer for E2E and
mul ti-hop conmuni cation across the web that is also called Service
signaling. Milti-hop when using a sequence of HITP instance such as
HTTP caches. The draft "On the use of HITP as a Substrate"
[I-D.ietf-httpbis-bcp56bis], describes how HTTP is commonly used
anong service instances to comunicate with each other, thus
abstracting the lower |ayer details to application devel opers.

Referring to the BIER Use Cases [I|-D.ietf-bier-use-cases], multicast
is used to scale out HLS (HTTP live streanming) to a | arge number of
receivers that use HTTP. This is used today in solutions |ike DOCSIS
hybrid streaming [TR IPMC ABR]. Milticast can speed up both live and
hi gh- demand VoD streaning. Adaptive Bit Rate | PMC [ TR_| PMC_ABR]
describes use of IP nulticast towards the CMIS or a box beside it,
where the content is converted to HTTP/TCP to streamto the receivers
(e.g., honmes). A server hosting the HLS content is shown as "NAP
Server". The gateways acting as receivers for the nulticast fromthe
server are shown as "dient-NAP' (CNAP). Each CNAP can serve
multiple clients.
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HTTP request and response used in nedia stream ng services like HLS
use HTTP response for delivery of content. |In such scenarios, where
sem -synchronous access to the same resource occurs (such as watching
prom nent videos over Netflix or simlar platforns or live TV over
HTTP), traffic grows linearly with the nunber of viewers since the
HTTP- based server will provide an HTTP response to each individua
viewer. This poses a significant burden on operators in terns of
costs and on users in terns of likely degradation of quality.

This solution is not limted to traditional TV broadcasti ng.

Consider a virtual reality use case where several users are joining a
VR session at the same tine, e.g., centered around a joint event.
Hence, due to the tenporal correlation of the VR sessions, we can
assune that nultiple requests are sent for the same content at any
point, particularly when viewing angles of VR clients are simlar or
the sane. Due to availability of virtual functions and cloud

technol ogy, the actual end point fromwhere content is delivered may
change.

4. Requirenents

A realization for the "HTTP nulticast" use case nmay have the
foll owi ng requi renents:

0 MJST support multiple FQDN based service endpoints to exist in the
overl ay

0 MJST send FQDN-based service requests at the network level to a
sui tabl e FQDN-based service endpoint via policy-based sel ection of
appropriate path infornmation

o MJIST allow for multicast delivery of HITP response to sane HITP
request UR

0 MJST provide direct path nobility, where the path between the
egress and ingress Service Routers(SR) can be determ ned as being
optimal (e.g., shortest path or direct path to a selected
instance), is needed to avoid the use of anchor points and further
reduce service-level |atency

5. Realization over IP Milticast

| PTV or Internet video distribution in CDNs, uses HITP Leve
Multicast and realized over IP Milticast (IPMC). Many features of
the 1 PTV service uses | PMC G oup dependent state. Besides popul ar
features like PIM Mdp, in a variable bit rate encoded content
source, content consunption al so depends on group state.

Pur kayast ha, et al. Expires April 21, 2019 [ Page 6]



Internet-Draft Applicability of BIER Milticast Overlay Cct ober 2018

DVB rel eased reference architecture [ DVB_REF_ARCH for an end-to-end
systemto deliver linear content over IP networks in a scal abl e and
standards-conpliant manner. It focuses on delivering Adaptive Bit
Rat e uni cast content over a |IP nulticast network.

A Milticast gateway is deployed in a CPE, Upstream Network Edge
device or Terminal and provides nulticast to unicast conversion
facilities for several homes. All in-scope traffic on the access
networ k between the Milticast Gateway (e.g. network edge device) and
the Ternminal or hone gateway device is unicast. The individual nedia
files are encapsul ated into other protocols, so that they can be
recovered as discrete files, when they exit the multicast pipe, which
is termnated at Multicast Gateway. Interface "L" between Milticast
server and Content playback supports fetching of all specified types
of Content, Conditional request, Range request, Caching etc. BBF

al so started simlar work in Cctober 2016, called WI-399. This work
is now coordinated with DVB. BBF focuses on devel opi ng the device
managenent nodel

Assume clients that are consum ng the sane content (such as a TV
program and that this content has for each block (typically segnments
worth 2 seconds of content) a set of outstanding requests fromits
clients. Wen IP Miulticast is used in the donain, such as in

af orementi oned pre-existing solutions like in Cablel abs/DOCSI S
[TR_IPMC_ABR], all possible blocks of the content have to be mapped

to some IP nulticast group, and the CNAP will need to know the
mappi ng of block to groups. For exanple, a live stream may have 11
different bitrates available. 1In the nost sinple Block to IP

mul ticast group mapping schene, there could be 11 nulticast groups,
one for all the blocks of one bitrate (note that this is not
necessarily done in deploynents of this solution, but we consider it
here for the purpose of explanation).

If the nmulticast domain and especially the links into the CNAP has
enough bandwi dth, this solution work well with IP nulticast. As soon
as there is at | east one Client connected to a CNAP for one
particular content, the CNAP would join all 11 nulticast groups for
this content.

5.1. WMapping to Requirenents
To realize "HTTP Level Milticast" over "IP Milticast", sone
addi tional functions needs to be supported in an internediate

(overlay) Ilayer.

Support of napping between FQDN based end points, Milticast Address.
Creating nulticast group from FQDN based end points.

Pur kayast ha, et al. Expires April 21, 2019 [ Page 7]



Internet-Draft Applicability of BIER Milticast Overlay Cct ober 2018

5.

6

Control mechanismrelated to tinme when to start sending response as
the multicast group is created. It is required that the source
shoul d not send response imMmediately to the Miulticast address. Wit
for sone tine to build the group sufficiently and then send response.

Support of | GW signaling between User device, NAPs and Milti cast
Rout er .

2. Problens

If the nunber of clients on a CNAP for a particular programis |arge,
the approach will work fairly well, because the likelihood that each
of the 11 bitrates of a content is necessary for at |least one Cient
is then fairly high.

When the nunber of receivers is not very large, IP nulticast runs

into two issues. |If all the bitrates for the content are sent across
the sane group, then many of the bitrates may not be required and
woul d have to be received unnecessarily and dropped by the CNAP. |f

each bitrate was sent on a different IP nulticast group, the CNAP
could dynam cally join/leave each nulticast group based on the known
receivers, but that would create an extrenely high and undesirable
anmount of | P nulticast signaling protocol activity (PIMIGW) that is
easily overl oadi ng the network

For efficiency reasons, the CNAP would need to dynamically join to
only those bitrate steanms where it does have outstandi ng requests,
therefore achieving the best efficiency. This would nmean in the

wor st case that a CNAP woul d need to send for each new bl ock, aka.
every two second for every client one |GW/ PIMIeave and one | GW/ PI M
join towards the upstreamrouter to get a block for an appropriate
bitrate (or changed content) whenever bitrate or content on a client
have changed. This high rate of control-plane signaling between CNAP
and routers, and even between routers inside the nmulticast Donain is
a major pain point and nmay easily prohibit depl oynent of these

sol uti ons because in many network devi ces, the performance of PIM
IGW is not scaled for continuous change in forwarding. Even worse,
the linmt may not sinply be the CPU perfornmance of the routers
control plane, but a limtation in the nunber of changes in
forwarding that the forwarding plane units (NPU ASICs) can support.

Real i zati on over BIER
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6.1. Description of a "BIER Multicast Overlay" to support HTTP
Mul ti cast

The Service Handler (as in Figure 1) in BIER Multicast Overl ay,
process the FQDN in the service request. At the service level, e.qg.
HTTP service, the fixed rel ationship anong consuner and provi ders may
be abstracted using "Service Nanes", and the changing rel ationship at
the Service execution endpoints can be managed at the "nulticast

overl ay" level, handing out the exact |ocations where service request
or response needs to be sent to BIER | ayer

o m e + R + R +
I I I I | PATHID |
| Service nane| | Multicast | | transl ates|
| [producer, |------- >| Overl ay [------ > to BIER |
| consuner] | | Layer | | header |
I I I I I
o m e + R + R +

Figure 2: Service nane to Path ID translation

We illustrate this using HTTP URI as service nanes. |t should be
noted, other identifiers can also be used as service nane, such as an
I P address. In the exanple illustration, other |ayers such as TCP

I P has been termnated at the egress point. Qutside BlIER domain we
termnate TCP/IP session to extract the URI. The URI is processed by
the "multicast overlay" |ayer to generate PATH IDENTIFIER , which is
used as Bl ER header.

Path Identifier or PATH ID, is used in path-based approach, which
utilizes path information provided by the source of the packet for
forwardi ng said packet in the network. This is simlar to segnent
routing albeit differing in the type of infornmation provided for such
sour ce-based forwardi ng.

Once the BIER header is determ ned and added at the BFIR, the rest of
the transport layers is assunmed to be any underlay technol ogy as

supported by BIER W assune TCP friendly transport, which can
assure reliable delivery.

6.1.1. BIER Multicast Overlay Conponents

Wth reference to Figure 1, the foll owi ng conponents are part of BIER
Mul ticast Overlay Layer
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6

1.

0 Service Handler (SH): The Service handler term nates transport
| evel protocols, such as TCP, and extracts the URI. It processes
the URI in order to determ ne the PATH ID by contacting the PCE
for a suitable path resolution, which in turn is used to send the
HTTP Request.

0 Optional PCE : Path Conputation El enment keeps track of all service
execution end points through a registration process. SH interacts
with the PCE to obtain PATH information by resolving the FQDN from
the incomng URI at the ingress SHto a suitable PATH I D.

o Interface functions to BFIR where the PATH ID is mapped to BIER
header. An Interface to the BFER is likely not required because
the BFER will only receive the traffic that they need and shoul d
be able to derive fromthe Bl ER payl oad whi ch subset of its
receivers need to get an HTTP encapsul ated version of a particul ar

reply.
2. BIER Multicast Overlay Operations

As shown in Figure 3, the "Multicast overlay function" includes a
function called PCE (Path Conputation Elenent function), which is
responsi ble for selecting the correct nulticast end point and
possibly realizing path policy enforcenent. The result of the
selection is a BIER path identifier, which is delivered to the SH
upon initial path conputation request (or provided to the ingress
router BFIR to be added as BI ER header ) (i.e., when sending a
request to or response for a specific URL for the first tinme). The
path identifier is utilized for any future request for a given URL-
based request.

Al'l service end points indicate availability to the PCE through a
registration procedure, the PCE will instruct all SHs to invalidate
previous path identifiers to the specific URL that might exist. This
may result in an a renewed path conputation request at the next
service request forwarding. Through this, the newy registered
service endpoint night be utilized if the policy-governed path

comput ation sel ects said service instance. Oherw se, a previously
resolved PATH ID for the URI determned at the ingress SH is being
used instead, renoving any resolution |atency to an SH 1 ocal | ookup
of the PATH I D.

Pur kayast ha, et al. Expires April 21, 2019 [ Page 10]



Internet-Draft Applicability of BIER Milticast Overlay Cct ober 2018

C NS + E S I S Eepepup—— + N —_ +
| Apps | | Apps----> | | PCE I I | APP |
|layer |--->|layer | SH | +---f\ -+ | SH-> [
| prot | | prot | I I I | LYR |
SN —— + R Fooedt e + Ao S R +
[ L2 | [ L2 | - - >| Forwar der | - - >| For war der | - - >| L2 [
S S + S I SRS pupup e S R U S U +
[-------- Bl ER DOVAIN ------- |

Figure 3: Protocol for Milticast Overlay Layer

In the diagram shown above, an HTTP request is sent by an |P-based
device towards the FQDN of the server defined in the HITP request.

At the client facing SH, the HITP request is term nated at the TCP

| evel at a local HTTP proxy. The server side SH at the egress

term nates any transport protocol on the outgoing (server) side.
These terminating functions are assumed to be part of the client/
server SH. As a consequence, the SH obtains the destination "Service
Nane" fromthe received HITP request.

If no local BIER forwarding information exists at the client side SH
the path conputation entity (PCE) is consulted, which calculates a
uni cast path fromthe BFIR to which the client SHis connected to the
BFER to which the server SH is connected. The PCE provides the
forwarding information (Path ID) to the client SH which in turn
caches the result. The Cient SH may forward the Path ID to BFIR

whi ch creates the Bl ER header.

Fecmmmm e e e ———— ecmmm e e e e e ———— +
I I I
| Bl ER HEADER | HTTP REQUEST |
| | [ENCODED IN |
I | TEXT] I
I I I
Fecmmmm e e m———— Fecmmmm e e e e e +

Fi gure 4: Encapsul ation of Service Request

Utimately, the "HTTP Request" encapsul ated by BI ER header, as shown
in above diagram is forwarded by the client SH towards the server-
facing SH via the local BFIR W assume a (TCP-friendly) transport
protocol being used for the transm ssion between client and server

SH.  The possibility of sending one HITP response to several CNAPs
makes this a reliable nmulticast transport protocol. The exact nature
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of this transport protocol is left for further studies. A suitable
transport or Layer 2 encapsul ation, as supported by BIER layer, is
added to the above payl oad.

oo oo o e +
I I I
| Transport L2| Bl ER HEADER | HTTP REQUEST

| HEADER | | [ENCODED IN |
I I | TEXT] I
I I I I
Fom e Fom e Foe e +

Fi gure 5: Transport Encapsul ati on of Bl ER payl oad

Upon arrival of an HTTP request at the server SH, it forwards the
HTTP request as a well-forned HTTP request locally to the server
awai ting an HTTP response for the reverse direction.

If no BIER forwarding information exists for the reverse direction
towards the requesting client SH, this information is requested from
the PCE, simlar to the operation in forward direction

6.2. Achieving Milticast Responses

Upon arrival of any further client SH request at the server SH to an
HTTP request whose response is still outstanding, the client SRis
added to an internal request table. Optionally, the request is
suppressed from being sent to the server

Upon arrival of an HITP response at the server SH, the server SH
consults its internal request table for any outstanding HTTP requests
to the sanme request. The server SH retrieves the stored BIER
forwarding information for the reverse direction for all outstanding
HTTP requests and determines the path information to all client SHs
through a binary OR over all BIER forwarding identifiers with the
same Sl field. This newWy forned joint BIER nulticast response
identifier is used to send the HITP response across the network.

Bl ER makes the solution scalable. Instead of IP nulticast with | GW/
PIM BIER is being used between Server NAP (SNAP) and CNAP, the SNAP
simply coal esces the forwarded HTTP requests fromthe CNAP, and
determ nes for every requested block the set of CNAPs requesting it.
A set of CNAPs corresponds to a set of bits in the BIER bitstring,
one bit per CNAP. The SNAP then sends the block into BIER with the
appropriate bitstring set.
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This conpletely elininates any dynanic multicast signaling between
CNAP and SNAP. It also avoids sending of any unnecessary data bl ock
which in the IP nulticast solution is pretty nmuch unavoi dabl e.

Furt hernore, using the approach with BIER, the SNAP can al so easily
control how long to delay sending of blocks. For exanple, it may
wait for some percentage of the time of a block (e.g, 50%=1
second), therefore ensuring that it is coal escing as nmany requests
into one BIER nulticast answer as possible.

6.3. BIER multicast Overlay Traffic Managenent

BIER-TE (BIER Traffic Engineering [I-D.ietf-bier-te-arch]) forwards
and replicates packets like BIER based on a BitString in the packet
header. \Where BIER forwards and replicates its packets on shortest
pat hs towards BFER, BIER-TE allows (and requires) to also use bits in
the bitstring to indicate the paths in the Bl ER domain across which
the Bl ER-TE packets are to be sent. This is done to support Traffic
Engi neering for BIER packets via explicit hop-by-hop and/or | oose hop
forwardi ng of Bl ER-TE packets. A BIER-TE controller calcul ates
explicit paths for this packet forwarding.

The Multicast Flow Overlay operates as in BIER |nstead of
interacting with the BIER layer, it interacts with the BIER-TE
Controller.

In this draft, "Nane-based" service forwarding over BIER is
described to handl e changes in service execution end points and
manage adhoc relationship in a nulticast group. BIER TE is another
way of doing this, while integrated with BIER architecture. The PCE
function described earlier in the BIER Milticast Overlay, nay becone
part of BIER-TE Controller. The SH function in the CNAP and SNAP
communi cates with BIER TE controller. SH sends the service nane to
the controller, which process the request using the PCE function and
returns the "bitstring" to be used as BIER header for delivery of the
HTTP response to nmultiple clients.

7. Next Steps

This Applicability Statenent docunent describes how HTTP nul ti cast
responses can be realized over BIER This docunent describes the
functionalities in the nmulticast overlay layer to enable this
functionality. W would like to get feedback and support fromthe WG
to continue this work. We will elaborate further on specific
protocols for the overlay | ayer and request adoption as a WG draft.
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8.

10.

| ANA Consi derati ons
Thi s docunment requests no | ANA acti ons.
Security Considerations

The operations in Section 6 consider the forwardi ng of HITP packets

bet ween i ngress and egress points based on information derived from
the HTTP request. The support for HITPS is foreseen to ensure

sui tabl e encryption capability of such exchanges. Future updates to
this draft will outline the support for such HTTPS-based exchanges.
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