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Abstract

Bit Index Explicit Replication (BIER) introduces a new nulticast-
specific BIER Header. BIER can be applied to the Multi Protocol

Label Switching (MPLS) data plane or Non-MPLS data plane. Entropy is
a technique used in BIER to support |oad-balancing. This docunent
exam nes and descri bes how BIER Entropy is to be applied to Data
Center CLOCS networks for path selection.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 3, 2019.
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1. Introduction

Bit Index Explicit Replication (BIER) [RFC3279] is an architecture
that provides optimal nulticast forwarding without requiring
intermediate routers to nmaintain any per-flow state by using a

nmul ticast-specific BIER header. [RFC8296] defines two types of BIER
encapsul ation formats: one is MPLS encapsul ation, the other is non-
MPLS encapsul ation. Entropy is a technique used in BIER to support

| oad- bal ancing. This docunent exam nes and descri bes how Bl ER
Entropy is to be applied to Data Center CLCS networks for path

sel ecti on.
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2. Term nol ogy

Readers of this docunment are assuned to be famliar with the
term nol ogy and concepts of the docunents |listed as Normative
Ref er ences.

3. Problem Statenent and Consi derations
3. 1. Pr obl em St at enent

A common choice for a horizontally scal able topology used in Data
Center is a dos topology. This topology features an odd numnber of
stages, for exanple, a 5-Stage C os Topology as a exanple in

[ RFC7938] .

ECVP i s the fundanental |oad-sharing nmechani smused by a d os

topol ogy. Effectively, every lower-tier device will use all of its
directly attached upper-tier devices to | oad-share traffic destined
to the sane IP prefix. The nunber of ECMP paths between any two Tier
3 devices in Cos topology is equal to the nunber of the devices in
the mddle stage (Tier 1). For exanple, Figure 1 illustrates a

topol ogy where Tier 3 device L1 has four paths to reach servers X and
Y, via Tier 2 devices Sl and S2 and then Tier 1 devices S11, S12,

S21, and S22, respectively.
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3.
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Figure 1: 5-Stage C os Topol ogy

When BIER is deployed in a nulti-tenant data center network
environnment for efficient delivery of Broadcast, Unknown-unicast and
Multicast (BUM traffic, a network operator may want a determnistic
path for every packet. For exanple, when L1 needs to send a BUM
packet to L3 and L4, which are in different Sls, L1 has to send the
packet tw ce, and expects the packet along two determninistic paths of
L1->S1->S11-->L3 and L1->S2->S21-->L4 seperately. Another exanple of
using a determnistic path in a DCis for per-flow steering of

"el ephant" flows defined in [I-D.ietf-spring-segnent-routing-nsdc].

A deterministic path for a nmulticast path, with nmultiple staged equa
cost paths, is conparable to a traffic-engineering path defined in
[I-D.ietf-npls-spring-entropy-label] for a unicast path with nultiple
hop equal cost paths.

2. Considerations
The i dea behind entropy is that the ingress router conputes a hash
based on several fields froma given packet and places the result in

an additional |abel, named "entropy | abel". Then this entropy |abe
can be used as part of the hash keys used by an transit router. Wen

e, et al. Expi res January 3, 2019 [ Page 4]



Internet-Draft Use of BIER Entropy for DC CLOS Networks July 2018

4.

4.

entropy | abel is used, the keys used in the hashing functions are
still a local configuration matter. A router may soley use the
entropy | abel or use a conbination of nmultiple fields fromthe
i ncom ng packet. The hashing function is to randonmly | oad bal ance
the mass of flows between the small nunber of equal cost paths.

If one wants, however, to get a deternministic path fromthe equa
cost paths, one can use part of the 20-bit entropy field. For
exanple, bit 0 to bit 2 of entropy |abel can represent a value of 0
to 7, and thus can be used to select a deterministic path from8
equal cost paths. And thus, a 20-bit entropy |abel can be used by
routers in different tiers to select a deterninistic path

i ndependently by using different parts of the 20-bit entropy | abel
and form an end-to-end determ nistic path.

This is sinple and applicable especially for DC CLOCS networ ks,
because data delivery in DC CLOS networks for tenants is al ways
mul ti-staged, with the upstreamdirection stages having equal cost
pat hs.

Use of BIER Entropy for DC CLOS Network
1. Use of BIER Entropy for DC CLOS Network
Take the 5-stage CLOS network in figure 1 as an exanpl e.

Tier 2 in every cluster has N nodes, and the Tier 1 has M nodes. M
is equal to Nmultiplied by P

Tier 3 switches, in upstreamdirection, act as stage 1 of data
delivery and have N equal cost paths to every BFERs in other
clusters. Tier 2 switches, in upstreamdirection, act as stage 2 of
data delivery and have P equal cost paths to every BFERs in other
clusters.

Exanpl e 1: One can configure, on each Tier 3 switch, the use of bit O
for path selection when Nis equal to 2, and configure, on each Tier
2 switch, to use bit 1 for path selection when P is equal to 2

Exanpl e 2: One can configure, on each Tier 3 switch, the use of bit 0
to bit 1 for path selection when Nis equal to 4, and configure on
each Tier 2 switches the use of bit 2 to bit 7 for path selection
when P is equal to 48

Assume that, each Tier 3 and Tier 2 switch the the exanple have two
paraneters, X and Y, for using part of entropy |abel to do path
sel ection, then in exanple 2:
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o0 Each of Tier 3 (Stage 1) switches has a pair of paraneters (X1=1
Y1=4)

o0 Each of Tier 2 (Stage 2) switches has a pair of paraneters
(X2=X1*Y1=4, Y2=64)

o Each of Tier 3 (Stage 1) switches populates its Bl FTs for ECW
for exanple, BIFT-0 to BIFT-3.

o0 Each of Tier 2 (Stage 2) switches populates its Bl FTs for ECW
for exanple, BIFT-0 to BI FT-47.

For each of Tier 3 (Stage 1) switches, each of the BIFT will have a
prefered nei ghboring BFR  For example, LEAF L1 will have a prefered
nei ghbor S1/S2 for BIFT-0/1 seperately, and when form ng the BIFT-0
table through the underlay routing to every BFER, the prefered

nei ghboring BFR wi Il has a highest priority anong all the locally
avai | abl e ECMP pat h.

Then an end-to-end deternministic path for a Bl ER packet can be had by
calculating an entropy | abel value like this:

o Entropy = (P1-1)*X1 + (P2-1)*X2

Where P1 represents one of the Stage 1 equal cost paths with a val ue
between 1 and N, and P2 represents one of the Stage 2 equal cost
paths with a value between 1 and P

4.2. Steering for el ephant flows

One can steer an "el ephant” flow to an end-to-end determ nistic path,
or sone divided end-to-end determnistic paths across different SIs.

4.3. Path Division for Tenant flows to different Sls

When the VNEs for a tenant span nultiple Sls, then it is useful to
di vide the BUM packets paths across different Sls.

One can configure a policy to use different paths for BIER Sls when
using BIER as the BUM tunnel, on each VNE for each VN

4.4. Link Failure and Convergence

As stated above, each of the BIFT on a BFR will have a prefered

nei ghboring BFR.  But when the Iink to the prefered neighbor of sone

BIFT (say BIFT-X) fail, BIFT-X will converge nornmally, and will then

probably not being the 'best’ path. For exanple, the |ink between S1
and L2 fail, then the prefered neighbor of BIFT-0 of LEAF L1, S1, is
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9.

no | onger the neighboring BFR for LEAF L2, and the flow using a
Entropy using LEAF L1's BIFT-0 will have to replicate on L1, one
packet to S1 for BFER L3 and L4, and one packet to S2 for BFER L2.

If the flow changes to use a Entropy using LEAF L1's BIFT-1, it wll
then be the 'best’ path, because the fl ow doesn’t have to replicate
on L1, only one to S1 for BFER L2 and L3 and L4. Such a change to a
flow s entropy is the Ingress switch’s responsibility, possibly with
the assisstance of a controller.

Dat a- Pl ane Processi ng

The use of BIER entropy |abel to select a path between sone equal

cost paths is a local configuration matter. This draft defines a
met hod to use part of the 20-bit entropy | abel in each router, and
this needs a data-plane to do sone bit operation function. It is
expected to be easier than hashing function.

Security Considerations

Thi s docunent introduces no new security considerations beyond those
al ready specified in [RFC8279] and [ RFC8296] .

| ANA Consi derations
Thi s docunent contains no actions for | ANA
Acknowl edgenent s
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Ref erences
1. Normative References
[I-D.ietf-npls-spring-entropy-I|abel]
Kini, S., Konpella, K, Sivabalan, S., Litkowski, S.,
Shakir, R, and J. Tantsura, "Entropy |abel for SPRI NG
tunnel s", draft-ietf-npls-spring-entropy-Ilabel-11 (work in
progress), My 2018.
[I-D.ietf-spring-segnent-routing-nsdc]
Filsfils, C., Previdi, S., Dawra, G, Aries, E, and P.
Lapukhov, "BGP-Prefix Segment in |arge-scale data

centers", draft-ietf-spring-segment-routing-mnmsdc-09 (work
in progress), Muy 2018.

Xie, et al. Expi res January 3, 2019 [ Page 7]



Internet-Draft Use of BIER Entropy for DC CLOS Networks

[ RFC7938] Lapukhov, P., Prenji, A, and J. Mtchell,

BGP for Routing in Large-Scale Data Centers",

DO 10. 17487/ RFC7938, August 2016,
<https://ww.rfc-editor.org/info/rfc7938>.

[ RFC8279] Wijnands, 1J., Ed., Rosen, E., Ed., Dolganow, A ,

July 2018

"Use of
RFC 7938,

Przygienda, T., and S. Aldrin, "Milticast Using Bit Index

Explicit Replication (BIER", RFC 8279,
DO 10.17487/ RFC8279, Novenber 2017,
<https://ww.rfc-editor.org/info/rfc8279>.

[ RFC8296] W/ nands, 1J., Ed., Rosen, E., Ed., Dolganow, A ,

Tantsura, J., Aldrin, S, and |. Milik, "Encapsulation

for Bit Index Explicit Replication (BIER

in MPLS and Non-

MPLS Networ ks", RFC 8296, DO 10. 17487/ RFC8296, January

2018, <https://ww.rfc-editor.org/info/rfc8296>.

[ RFC8365] Sajassi, A, Ed., Drake, J., Ed., Bitar, N.,

Shekhar, R,

Utaro, J., and W Henderickx, "A Network Virtualization

Overlay Solution Using Ethernet VPN (EVPN)",

DO 10. 17487/ RFC8365, March 2018,
<https://ww.rfc-editor.org/info/rfc8365>.

9.2. Informative References

RFC 8365,

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate

Requi rement Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<https://www. rfc-editor.org/info/rfc2119>.

Aut hors’ Addr esses

Jingrong X e
Huawei Technol ogi es

Emai | . xi ejingrong@uawei.com

Xi aohu Xu

Al i baba I nc.

Emai | : xi aohu. xxh@l i baba-i nc. com
Gang Yan

Huawei Technol ogi es

Emai | : yangang@uawei . com

Xie, et al. Expi res January 3, 2019

[ Page 8]



Internet-Draft Use of BIER Entropy for DC CLOS Networks July 2018
M ke McBride
Huawei Technol ogi es

Emai | : mtbride7@mail . com

Xie, et al. Expi res January 3, 2019 [ Page 9]



