DWM Wor ki ng G oup U. Chunduri, Ed.

I nternet-Draft R Li
I nt ended status: Standards Track Huawei USA
Expires: January 17, 2019 J. Tantsura

Nuage Net wor ks

L. Contreras

Tel ef oni ca

X. De Foy

InterDi gital Communications, LLC
July 16, 2018

Transport Network aware Mbility for 5G
draft-clt-dmmtn-aware-nobility-01

Abst r act

This docunment specifies a franework and a mapping function for 5G
nmobi | e user plane with transport network slicing, integrated with
Mobi | e Radi o Access and a Virtualized Core Network. The integrated
approach specified in a way to address all the nobility scenarios
defined in [TS23.501] and to be backward conpatible with LTE

[ TS. 23. 401- 3GPP] network depl oynents.

It focuses on an optinized nobile user plane functionality with
various transport services needed for sone of the 5G traffic needing
|l ow and determnistic latency, real-tine, mssion-critical services.
Thi s docunent describes, how this objective is achieved agnostic to
the transport underlay used (IPv4, 1Pv6, MPLS) in various deploynents
and with a new transport network underlay routing, called Preferred
Path Routing (PPR).

Requi rement s Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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1. Introduction and Probl em St at enent

3GPP Rel ease 15 for 5CGC is defined in [TS. 23.501-3GPP],

[ TS. 23.502-3GPP], [TS.23.503-3GPP]. A new user plane interface N9

[ TS. 23.501-3GPP] has been created between 2 User Pl ane
Functionalities (UPFs). VWhile user plane for N9 interface being
finalized for REL16, both GIP-U based encapsul ati on or any ot her
conpati bl e approach is being considered [CT4SID]. Concerning to this
docunment another relevant interface is N3, which is between gNB and
the UPF. N3 interface is similar to the user plane interface S1U in
LTE [TS. 23.401-3GPP]. This document:

0 does not propose any change to existing N3 user plane
encapsul ations to realize the benefits with the approach specified
here

o and can work with any encapsul ation (including GIP-U) for the N9
i nterface.

[ TS. 23.501- 3GPP] defines various Session and Service Continuity (SSC)
nmodes and nobility scenarios for 5Gwith slice awareness from Radi o
and 5G Core (5GC) network. 5G System (5GS) as defined, allows
transport network between N3 and N9 interfaces work independently
with various | ETF Traffic Engineering (TE) technol ogies.

However, l|ack of underlying Transport Network (TN) awareness can be
probl ematic for some of the 5GS procedures, for real-tine, mssion-
critical or for any deterministic |atency services. These 5GS
procedures including but not linted to Service Request, PDU Session,
or User Equiprent (UE) mobility need sane service |evel
characteristics fromthe TN for the Protocols Data Unit (PDU)
session, simlar to as provided in Radio and 5GC for various 5Q's
defined in [TS. 23. 501- 3GPP]

1.1. Acronymns

5Q - 5G QS Indicator
AMF - Access and Mbility Managenment Function (5G
BP - Branch Point (50
CSR - Cell Site Router
DN - Data Network (50
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1.2. Solution Approach

Thi s docunment specifies a nechanismto fulfil the needs of 5GS to
transport user plane traffic fromgNB to UPF for all service
continuity nodes [TS.23.501-3GPP] in an optinized fashion. This is
done by, keeping nobility procedures aware of underlying transport
network along with slicing requirements. TN with nmobility awareness
described here in a way, which does not erase performance and | at ency
gains made with 5G New Radi o(5G\R) and virtualized cellular core
network features devel oped in [TS. 23.501-3GPP].

Section 2 describes two methods, with which Transport Network (TN)
aware nobility can be built irrespective of underlying TN technol ogy
used. Using Preferred Path Routing (PPR) as TN Underlay is detailed
in Section 3. Section 3.4 further describes the applicability and
procedures of the sanme with 5G SSC nodes on N3 and N9 interfaces. At
the end, Section 6 recapitulates the benefits of specified approach

i n nobi | e networks.

2. Transport Network (TN) and Slice aware Mobility on N3/ N9

Service Based Interfaces (SBI)

R e [ L e F T - [ E S S ——
I I I I I I I I I I
LR S e i R S I S S N S E +- - -+
| NSSF | | | NRF | | | AUSF | | | UDM | | NEF | [ | AF |
S RS + | H--mnn + | H------ + | +----- +  4----- + +----+
Fommdomm ot oo -+ - - - =+ S +- +
| AMF | | PCF | | TNF | | SMF |
oo - -+ - - - - + -4+ TSI SR +- -+
N1 | [ | I To |
to-UE+----+ N2 +----Ns---+ +-Nn-+ N +--Nn-+ N4
+---+---L +--L+ +-L--L---+ L-L ----- + L pp——
| gNB+======+CSR+- - - - - - N3----- + UPF +-N9--+ UPF +--N6--+ DN
+---+ +---+ BRI R + Fomm - + +----+
| +----+
+-| DN |
N6 +----+

Figure 1: 5G Service Based Architecture

The above di agrans depi cts one of the scenarios of the 5G network
specified in [TS. 23.501-3GPP] and with a new and virtualized contro

Chunduri, et al. Expi res January 17, 2019 [ Page 5]



Internet-Draft Transport Network aware Mbility for 5G July 2018

conponent Transport Network Function (TNF). A Cell Site Router (CSR)
is shown connecting to gNB. Though it is shown as a separate bl ock
fromgNB, in sonme cases both of these can be co-located. This
docunent concerns wi th backhaul TN, from CSR to UPF on N3 interface
or from Staging UPF to Anchor UPF on N9 interface.

Currently specified Control Plane (CP) functions Access and Mobility
Management Function (AMF), Session Managenment Function (SMF) and User
pl ane (UP) components gNodeB (gNB), User Plane Function (UPF) with
N2, N3, M4, N6 and N9 are relevant to this docunment. O her
Virtualized 5G control plane conponents NRF, AUSF, PCF, AUSF, UDM
NEF, and AF are not directly relevant for the discussion in this
docunment and one can see the functionalities of these in

[ TS. 23. 501- 3GPP] .

N3 interface is simlar to S1U in 4G LTE [TS. 23. 401-3GPP] network and
uses GIP-U [TS. 29. 281-3GPP] encapsul ation to transport any UE PDUs

(1 Pv4, 1Pv6, |Pv4ave, Ethernet or Unstructured). N9 interface is a
new i nterface to connect UPFs in SSC Mdde3 Section 3.4.3 and right
user plane protocol/encapsulation is being studied through 3GPP CT4
WG approved study item [CT4SI D] for REL-16

TN Aware Mobility with optim zed transport network functionality is
expl ai ned below. How PPR fits in this franework in detail along with
ot her various TE technologies briefly are in Section 3 and Section 4
respectively.

2.1. Discrete Approach

In this approach transport network functionality fromgNB to UPF is
di screte and 5GS is not aware of the underlying transport network and
the resources avail able. Deploynent specific mapping function is
used to map the GIP-U encapsul ated traffic at gNB at UL and UPF in DL
direction to the appropriate transport slice or transport Traffic
Engi neered (TE) paths. These TE paths can be established using RSVP-
TE [ RFC3209] for MPLS underlay, SR [I-D.ietf-spring-segment-routing]
for both MPLS and | Pv6 underlay or PPR
[1-D.chunduri-Isr-isis-preferred-path-routing] with MPLS, IPv6 with
SRH, native IPv6 and native |Pv4 underl ays.

In this case, the encapsul ation provided by GIP-U hel ps carry

di fferent PDU session types (IPv4, 1Pv6, |Pv4lPv6, Ethernet and
Unstructured) independent of the underlying transport or user plane
(IPv4, I1Pv6 or MPLS) network. Mapping of the PDU sessions to TE
pat hs can be done based on the source UDP port ranges (if these are
assi gned based on the PDU session QCls, as done in sone depl oynents
with 4G LT) of the GIP-U encapsul at ed packet or based on the 5Q or
RQ values in the GIP-U header. Here, TNF as shown in Figure 1 need
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not be part of the 5G Service Based Interface (SBl). Only nanagenent
pl ane functionality is needed to create, nonitor, manage and del ete
(life cycle managenent) the transport TE paths/transport slices from
gNB to UPF (on N3/N9 interfaces). This approach provide partial
integration of the transport network into 5G5S with sone benefits.

One of the limtations of this approach is the inability of 5GS
procedures to know, if underlying transport resources are avail able
for the traffic type being carried in PDU session before making
certain decisions in the 5G CP. One exanpl e scenari o/ decision could
be, a target gNB selection in Xn nobility in SSC Mbdel, without
knowing if the target gNB is having a underlay transport slice
resource for the 5Q0 of the PDU session. The bel ow approach can
mtigate this.

2.2. Integrated Approach

Network Slice Selection Function (NSSF) as defined in

[ TS. 23.501-3GPP] concerns with nultiple aspects related to creation
sel ection, mobility, roam ng and co-ordi nati on anong ot her CP
functions in 5GS. However, the scope is only in 5GC (both contro
and user plane) and NG Radi o Access network including N3IW for non-
3GPP access. Slice functionality is per PDU session granularity.
Wiile this fully covers needed functionality and resources from UE
regi stration, Tracking Area (TA) updates, mobility and roani ng,
resources and functionalities needed fromtransport network i s not
specified. This is seen as independent functionality though part of
5GS. If transport network is not factored in an integrated fashion
w.r.t available resources (with network characteristics from desired
bandwi dth, |atency, burst size handling and optionally jitter) some
of the gains nmade with optim zations through 5G\NR and 5GC can be
degr aded.

To assuage the above situation, TNF is described (Figure 1) as part
of control plane. This has the view of the underlying transport
network with all |inks and nodes as well as various possible underlay
paths with different characteristics. TNF can be seen as supporting
PCE functionality [ RFC5440] and optionally BGP-LS [ RFC7752] to get
the TE and topol ogy information of the underlying | GP networKk.

A south bound interface Ns is shown which interacts with the gNB/ CSR
"Ns’ can use one or nore nechani sm avail abl e today (PCEP [ RFC5440],
NETCONF [ RFC6241], RESTCONF [ RFC8040] or gNM) to provision the L2/L3
VPNs al ong with TE underlay paths from gNB to UPF.

These VPNs and/or underlay TE paths MJST be sinmlar on all gNB/ CSRs

and UPFs concerned to allow nmobility of UEs while associated with one
of the Slicel/Service Types (SSTs)as defined in [TS. 23.501-3GPP]. A
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north bound interface 'Nn’ is shown fromone or nore of the transport
net wor k nodes (or ULCL/BP UPF, Anchor Point UPF) to TNF as shown in
Figure 1. It would enable |l earning the TE characteristics of al

I inks and nodes of the network continuously (through BGP-LS [ RFC7752]
or through a passive | GP adjacency and PCEP [ RFC5440]).

Wth the TNF in 5GS Service Based Interface, the follow ng additiona
functionalities are required for end-2-end slice managenent incl uding
the transport network:

0 In the Network Slice Selection Assistance Information (NSSAlI) PDU
session’s assigned transport VPN and the TE path information is
needed.

o For transport slice assignment for various SSTs (eMBB, URLLC
M oT) correspondi ng underlay paths need to be created and
nmoni tored from each transport end point (gNB/ CSR and UPF).

o During PDU session creation, apart fromradio and 5CGC resources,
transport network resources needed to be verified matching the
characteristics of the PDU session traffic type.

o Mapping of PDU session paraneters to underlay SST paths need to be
done. One way to do this is through 5/ Q- information in the
GTP-U header and map the sane to the underlying transport path
(including VPN or PW. This works for uplink (UL) direction

o0 For downlink direction RQ need to be considered to map the DL
packet to one of the underlay paths at the UPF.

o |If any other form of encapsul ation (other than GIP-U) either on N3
or N9 corresponding 5Q/QFI or RQ information MJST be there in
t he encapsul ati on header

o |If SSC Mode3 Section 3.4.3 is used, segnented path (gNB to
stagi ng/ ULCL/ BP- UPF t o anchor-point-UPF) with corresponding path
characteristics MIST be used. This includes a path from gNB/ CSR
to UL-CL/BP UPF [TS. 23.501-3CGPP] and UL-CL/BP UPF to eventual UPF
access to DN

0 Continuous nonitoring of transport path characteristics and
reassi gnment at the endpoints MJST be perfornmed. For all the
ef fected PDU sessions, degraded transport paths need to be updated
dynanmically with simlar alternate paths.

0 During UE nobility event sinilar to 4GLTE i.e., gNB nobility (Xn

based or N2 based), for target gNB selection, apart fromradio
resources, transport resources MJST be factored. This enables
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handl i ng of all PDU sessions fromthe UE to target gNB and this
require co-ordination of AM-, SMF with the TNF nodul e.

Changes to detailed signaling to integrate the above for various 5GS
procedures as defined in [TS. 23.502-3GPP] is beyond the scope of this
docunent .

3. Using PPR as TN Underl ay

In a network inplenenting source routing, packets may be transported
through the use of Segnent Identifiers (SIDs), where a SID uniquely
identifies a segnent as defined in [I-D.ietf-spring-segnent-routing].
Section 5.3 [|-D. bogi neni -dmm opti m zed- nobi | e-user -pl ane] | ays out
all SRv6 features along with a few concerns in Section 5.3.7 of the
same docunent. Those concerns are addressed by a new backhau
routing mechanismcalled Preferred Path Routing (PPR), of which this
Section provides an overvi ew.

The | abel /PPR-1D refer not to individual segnents of which the path
is conposed, but to the identifier of a path that is deployed on
networ k nodes. The fact that paths and path identifiers can be
conmputed and controlled by a controller, not a routing protocol

all ows the depl oynent of any path that network operators prefer, not
just shortest paths. As packets refer to a path towards a given
destination and nodes nake their forwarding decision based on the
identifier of a path, not the identifier of a next segnent node, it
is no longer necessary to carry a sequence of |abels. This results
in nmultiple benefits including significant reduction in network |ayer
over head, increased performance and hardware conpatibility for
carrying both path and services along the path.

Details of the | GP extensions for PPR are provided here:

0 IS IS - [I-D chunduri-Isr-isis-preferred-path-routing]

0 OSPF - [I-D.chunduri-Isr-ospf-preferred-path-routing]
3.1. PPRwth Transport Slicing aware Mbility on N3/ N9

PPR does not renove GIP-U, unlike sone other proposals laid out in
[1-D. bogi neni -dnm opti m zed- nobi | e-user-plane]. |nstead, PPR works
with the existing cellular user plane (GIP-U) for both N3 and any
approach selected for N9 (encap or no-encap). |In this scenario, PPR
will only help providing TE benefits needed for 5G slices from
transport dommi n perspective. It does so w thout adding any

addi tional overhead to the user plane, unlike SR-MPLS or SRv6. This
i s achi eved by:
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o For 3 different SSTs, 3 PPR-1Ds can signaled fromany node in the
transport network. For Uplink traffic, gNB will choose the right
PPR-1 D of the UPF based on the 5Q value in the encapsul ation
header of the PDU session. Similarly in the Downlink direction
mat ching PPR-1D of the gNB is chosen for the RQ value in the
encapsul ated SL payl oad. The table bel ow shows a typical napping:

| 5Q (Ranges)/ | SST [ Transport Path | Transport Path
| RQA (Ranges) | | Info | Characteristics

Range Xx - Xy |

X1, X2(discrete] MOT PW 1D/ VPN info, GBR (GQuar ant eed

I I I

| ] | :

| wval ues) | (rmassive | PPR-1 D A | Bit Rate)

[ [ | ON) [ [ Bandwi dt h: Bx

| | | |  Delay: Dx

| | | | Jitter: JX

Fommmmm e e Hommmmmmaeaas Fomm e e e eaaaas -

Range Yx - Yy

I I I I

| Y1, Y2(discrete] URLLC | PWID VPN info, | GBR with Del ay

| val ues) | (ultra-low | PPR-IDB [ Req.

| | latency) | | Bandwi dt h: By
I I I |  Delay: Dy
| | | | Jitter: Jy
B s s )
| Range Zx - Zy | | |

| z1, z2(discrete|] EMBB | PWID VPN info, | Non- GBR

| wval ues) | (broadband)| PPR-1D-C | Bandwi dt h: Bx |
o a oo TS o e e e o - o e e e oo -

Figure 2: 5Q/RQ Mpping with PPR-1Ds on N3/ N9

0o It is possible to have a single PPR-1D for nultiple input points
through a PPR tree structure separate in UL and DL direction.

0o Sane set of PPRs are created uniformy across all needed gNBs and
UPFs to allow various nobility scenari os.

o Any nodification of TE paraneters of the path, replacenment path
and del eted path needed to be updated from TNF to the rel evant
i ngress points. Sane information can be pushed to the NSSF, AM-
and SMF as needed.

0 PPR can be supported with any native | Pv4 and | Pv6 dat a/ user
pl anes (Section 3.2 with optional TE features Section 3.3 . As
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3.

3.

this is an underlay mechanismit can work with any overl ay
encapsul ati on approach including GIP-U as defined currently for N3
i nterface.

2. Path Steering Support to native |IP user planes

PPR works in fully conpatible way with SR defined user planes (SR
MPLS and SRv6) by reducing the path overhead and ot her chall enges as
listed in [I-D chunduri-|sr-isis-preferred-path-routing] or

Section 5.3.7 of [I-D.bogi neni -dnm opti ni zed-nobi | e-user-plane]. PPR
al so expands the source routing to user planes beyond SR-MPLS and
SRv6 i.e., native |IPv6 and | Pv4 user planes.

This hel ps | egacy transport networks to get the i medi ate path
steering benefits and helps in overall mgration strategy of the
network to the desired user plane. It is inportant to note, these
benefits can be realized with no hardware upgrade except contro

pl ane software for native |Pv6 and | Pv4 user planes.

3. Service Level Guarantee in Underlay

PPR al so optionally allows to allocate resources that are to be
reserved along the preferred path. These resources are required in
some cases (for some 5G SSTs with stringent GBR and | at ency

requi renents) not only for providing conmitted bandw dth or
determnistic |atency, but also for assuring overall service |eve
guarantee in the network. This approach does not require per-hop
provi sioning and reduces the OPEX by minimzing the nunber of
protocol s needed and all ows dynam smw th Fast-ReRoute (FRR)
capabilities.

3.4. PPRwth various 5G Mdbility procedures

PPR fulfills the needs of 5GS to transport the user plane traffic
fromgNB to UPF in all 3 SSC nodes defined [TS.23.501-3GPP]. This is
done in keeping the backhaul network at par with 5G slicing
requirenents that are applicable to Radio and virtualized core
network to create a truly end-to-end slice path for 5Gtraffic. Wen
UE noves fromone gNB to another gNB, there is no transport network
reconfiguration require with the approach above.

SSC node woul d be specified/ defaulted by SM-. No change in the node
once connection is initiated and this property is not altered here.
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.1. SSC Mbdel

oo+ N S SN +
| AWM [ | TNF | [ SMF
R B e T S +
N1 | || I
ST + N2 +----Ns---+ +-Nn-+ N4
I I I (I
D S g B S oot
UE1l | gNB+======+CSR+------ N3----- + UPF  +-N6--+ DN |
== +---+ oo+ oo + oo+

Figure 3: SSC Model with integrated Transport Slice Function

After UEl noved to another gNB in the sane UPF serving area

L [ + Fommmmm e e +
| AMF | | TNF | | SIMF |
R +- - +- + TR +
I |1 I
N2 +----Ns---+ +-Nn-+ N4
+----+--I+ +-I+-+ +I+--I+----+ [
| gNB1+======+CSR+- - - - - - N3----- + UPF +- N6--+ DN |
+----+ +---+ B +----+
I
I
I
I
+----+ +- - ++ |
UE1l | gNB2+======+CSR+- - - - - - N3-------- +
== +----+ +---+

Figure 4: SSC Model with integrated Transport Slice Function

In this node, I P address at the UE is preserved during nobility
events. This is simlar to 4G LTE nechani sm and for respective
slices, corresponding PPR-ID (TE Path) has to be assigned to the
packet at UL and DL direction. During Xn nobility as shown above,
AMF has to additionally ensure transport path’'s resources from TNF
are available at the target gNB apart fromradi o resources check (at
deci sion and request phase of Xn/N2 nmobility scenario).
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3.4.2. SSC Mde2

In this case, if IP Address is changed during nmobility (different UPF
area), then corresponding PDU session is released. No session
continuity fromthe network is provided and this is designed as an
application offl oad and application manages the session continuity,

if needed. For PDU Session, Service Request and Mbility cases
mechanismto select the transport resource and the PPR-1D (TE Path)
is simlar to SSC Mddel.

3.4.3. SSC Mvde3

In this node, new | P address may be assi gned because of UE noved to
anot her UPF coverage area. Network ensures UE suffers no | oss of
‘connectivity’. A connection through new PDU sessi on anchor point is
establ i shed before the connection is ternminated for better service
continuity.

e omm - I e +
| AV | | TNF | | SMF |
oot o4+ R I ok S +--+
NL | | I I
to-UE+----+ N2 +------- Ns---+ +-Nn-+ M N4|
MU N S U
| gNB/ CSR +---N3---+ BP/ULCL UPF +-N9--+ UPF +-N6--
R + R +--+ R + to DN
| +----+
+-| DN |
N6 +----+

Fi gure 5: SSC Mdde3 and Service Continuity

In the uplink direction for the traffic offloading from UL/ CL case,
packet has to reach to the right exit UPF. 1In this case packet gets
re-encapsul ated with ULCL marker (with either GIP-U or the chosen
encapsul ation) after bit rate enforcenent and LI to the anchor UPF.

At this point packet has to be on the appropriate VPN PWto the
anchor UPF. This mapping is done based on the 5@ to the PPR-1D of
the exit node by selecting the respective TE PPR-1D (PPR path) of the
UPF. If it’s a non-MPLS underlay, destination |IP address of the
encapsul ati on header woul d be the nmapped PPR-I1D (TE path).
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In the dowlink direction for the incom ng packet, UPF has to
encapsul ate the packet (with either GIP-U or the chosen

encapsul ation) to reach the BP/ULCL UPF. Here mapping is done for
RQ paraneter in the encapsul ation header to PPR-ID (TE Path) of the
BP/ULCL UPF. If it’'s a non-MPLS underlay, destination |IP address of
t he encapsul ati on header would be the mapped PPR-ID (TE path). In
sumary:

0 Respective PPR-1D on N3 and N9 has to be selected with correct
transport characteristics from TNF.

o0 For N2 based mobility AMF/ SMF has to ensure transport resources
are available for N3 Interface to new ULCL and fromthere the
ori gi nal anchor point UPF.

0 For Service continuity with nulti-honed PDU session sane transport
networ k characteristics of the original PDU session (both on N3
and N9) need to be observed for the newy created PDU session.

4. O her TE Technol ogies Applicability

RSVP- TE [ RFC3209] provides a lean transport overhead for the TE path
for MPLS user plane. However, it is perceived as |ess dynanic in
some cases and has sone provisioning overhead across all the nodes in
N3 and N9 interface nodes. Also it has another drawback wth
excessive state refresh overhead across adj acent nodes and this can
be mtigated with [ RFC8370].

SR-TE [I-D.ietf-spring-segnment-routing] does not explicitly signa
nei t her bandwi dth reservati on nor nmechanismto guarantee | atency on
the nodes/links on SR path. But, SR allows path steering for any
flow at the ingress and particular path for a fl ow can be chosen.
Sone of the issues around path overhead/tax, MIU issues are
docunented at Section 5.3 of

[1-D. bogi neni -dnm opti m zed- nobi | e-user-plane]. Al so SR all ows
reduction of the control protocols to one IGP (with out needing for
LDP and RSVP).

However, as specified above with PPR (Section 3), in the integrated
transport network function (TNF) a particular RSVP-TE path for MPLS
or SR path for MPLS and I Pv6 with SRH user plane, can be supplied to
NSSF/ AM-/ SMF for mapping a particular PDU session to the transport
pat h.
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5. New Control Pl ane and User Pl anes
5.1. LISP and PPR

PPR can al so be used with LISP control plane for 3GPP as described in
[I-D.farinacci-lisp-nmobile-network]. This can be achi eved by napping
the UE | P address (EID) to PPR-1D, which acts as Routing Locator
(RLOC). Any encapsul ation supported by LISP can work well with PPR
If the RLOC refers to an I Pv4 or | Pv6 destination address in the LISP
encapsul at ed header, packets are transported on the preferred path in
the network as opposed to traditional shortest path routing with no
addi tional user plane overhead related to TE path in the network

| ayer.

Sone of the distinct advantages of the LISP approach is, its

scal ability, support for service continuity in SSC Mbde3 as well as
native support for session continuity (session survivable nobility).
Various other advantages are docunented at
[I-D.farinacci-!Iisp-nobile-network].

5.2. ILA and PPR

If an ILA-prefix is allowed to refer to a PPR-ID, |ILA can be

| everaged with all the benefits (including nobility) that it
provides. This works fine in the DL direction as packet is destined
to UE I P address at UPF. However, in the UL direction, packet is
destined to an external internet address (SIR Prefix to I LA Prefix
transformati on happens on the Source address of the original UE
packet). One way to route the packet with out bringing the conplete
DFZ BGP routing table is by doing a default route to the UPF (I LA-R).
In this case, how TE can be achieved is TBD (to be expanded further
with details).

6. Summary and Benefits with PPR

Thi s docunment specifies an approach to transport and slice aware
mobility with a sinple mapping function from PDU Session to transport
pat h applicable to any TE underl ay.

This al so describes PPR
[I-D.chunduri-Isr-isis-preferred-path-routing], a transport underlay
routi ng mechani sm which helps with goal of optimzed user plane for
N9 interface. PPR provides a nethod for N3 and N9 interfaces to
support transport slicing in a way which does not erase the gains
made with 5GNR and virtualized cellular core network features for
various types of 5Gtraffic (e.g. needing | ow and determnistic

| atency, real-tinme, mssion-critical or ARRVRtraffic). PPR provides
path steering, optionally guaranteed services with TE, unique Fast-
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ReRout e (FRR) mechanismwith preferred backups (beyond shortest path
backups through existing LFA schenes) in the nobil e backhaul network
with any underlay being used in the operator’s network (1Pv4, |1Pv6 or
MPLS) in an optinized fashion

7. Acknow edgenent s
TBD.
8. | ANA Consi derations
Thi s docunent has no requests for any | ANA code point allocations.
9. Security Considerations
Thi s docunent does not introduce any new security issues.
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