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Abst ract

3GPP CT4 has approved a study itemto study different nmobility
managenent protocols for potential replacement of GIP tunnels between
UPFs (N9 Interface) in the 3GPP 5G system architecture.

Thi s docunment provides an overview of 5G systemarchitecture in the
context of N9 Interface which is the scope of the 3GPP CT4 study item
[CP-173160-1], [TS.23.501-3GPP], [TS.23.502-3GPP], [TS.23.503-3GPP],

[ TS. 29. 244-3GPP], [TS.29.281-3GPP], [TS. 38.300-3GPP], and

[TS. 38.401- 3GPP] .

Architecture requirenents for evaluation of candidate protocols are
provided. Optim zation of the user plane can be in different ways -
packet overhead, transport integration, etc.

Several |ETF protocols are considered for conparison: SRv6, LISP, |LA
and several conbinations of control plane and user plane protocols.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
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1. Introduction

Rel ease 15 of the 3GPP specifications provide the 5G System
Architecture in [TS. 23.501-3GPP], [TS.23.502-3GPP], and

[ TS. 23.503-3GPP]. They cone with significant changes to the radio
and core architectures with respect to previous generations, with the
obj ective of enabling new use case requirenments expected from 5G
networks. The user plane is however still based on GIP-U, and
tunnelling user-traffic to anchor points in the core network. User,
data and forwarding plane are used with the sane nmeaning in this

cont ext .

3GPP CT4 is in charge of specifying the user plane interface naned
N9, and has approved a study item[CP-173160-1] to study possible
candi dates for user plane protocol for the 5GC in Rel ease 16

Thi s docunment conprehensively describes the various user plane
protocol s and how they can be used in the 3GPP 5G architecture.
Specifically Segment Routing v6 (SRv6), Locator ldentifier Separation
Protocol (LISP), ldentifier Locator Addressing (ILA) and Hybrid
Information-Centric Networking (hICN) are introduced and their use as
repl acenent of GIP for N9 is further described.

Anal ysis work for clarifying the specifications of GIP-U as the
current nobile user plane protocol and the architectural requirenents
of the 5G systemis provided in [I|-D. hnm dmm 5g- upl ane- anal ysi s]

That provi des observations of GIP-U, the architectural requirenents
for UP protocol, and sonme evaluation criteria based on the
requirenents.

Optimzation of the user plane can be in one nore nore of the
fol | owi ng:

0 reduction/elimnation of encapsul ation
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o wuse of native routing nechani sns;
o efficient forwarding during, and in between nobility events;

0o support of anchor-less nobility nmanagenent and of fl oadi ng of |oca
traffic;

0 reduction of session state and signaling associated with nobility
nmanagenent ;

0 convergence towards a flatter architecture, consistent with other
mobi l ity proposals.

Scope of 3GPP Study Itens

3GPP CT4 WG has approved a Rel ease 16 study item|[CP-173160-1] to
study user-plane protocol for N9 in 5GC architecture as specified in
[TS. 23.501-3GPP] and [TS. 23.502-3GPP]. This provides an opportunity
to investigate potential linits of the existing user plane solution
and potential benefits of alternative user plane solutions.

The following is extracted fromthe CT4 study item|[CP-173160-1].
The expected work in CT4 will include:

o ldentify the possible candi date protocols for user-plane including
exi sting protocol;

o0 Define alist of evaluation criteria based on Rel-16 stage 2
requi renents to evaluate the candi date protocols;

0 Evaluate the candidate solutions against the |list of requirenments
and the potential benefits against the existing user plane
solution in 5GS

CT4 will coordinate with RAN3 for selecting the user plane protocols
for N3 and F1-U interfaces in RAN. CT4 will also coordinate with CT3
Wirking Group for potential inpacts to N6 interface and with SA2 for
potential inpacts on stage 2 specifications.

Coordination will also be required with CT3 for potential inpacts on
N6, and with SA2 if the work has possible inpacts on the stage 2
speci fications.

Extracted from [ SP-180231-1], the work in SA2 Study itemw || study
the feasibility of extending the service concept from5GC contro

pl ane to the user plane function(s). |Inpact to User plane traffic
processing is not expected in this study.
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1. 2. Rel evance to | ETF

| ETF has some protocols for potential consideration as candi dates.
These protocols have the potential to sinplify the architecture

t hrough reduction/elimnation of encapsul ati on; use of native routing
mechani sns; support of anchor-less nmobility nmanagenent; reduction of
session state and reduction of signaling associated with mobility
managemnent .

Thi s docunent provides an overview of the various protocols and how
they can be used in the 3GPP 5G architecture. Details of the
protocols will be provided as references in the respective sections,
then described in the context of the 3GPP 5G architecture. ILNPis
an end-to-end protocol and is not included in this docunment. The
scenario of replacing GIP on N9 as the focus of CT4 study is

di scussed for each protocol. Additional scenarios are related to N3/
F1-U; integration of nobility with transport; support for different
nmobility protocols on different slices of the 5G system etc.

1.3. Rationale for GIP repl acenent

Al t hough being different in terns of architecture or inplenentations,
common obj ectives energe fromthe different proposals and their
positioning with respect to the GIP-U tunnel -based architecture. W
succintly di scuss those aspects here, that will be detailed in the
sections dedicated to each protocol, clarifying sone terninol ogy at

t he sane occasi on.

_Sinmplification_: sinplify the managenent of networks, flat and
converge architecture with other nobility proposals.

_Efficiency_ : performance of the proposal for both packet
forwardi ng, and handling of traffic during nmobility events.

_Overhead_ : renove encapsul ati on overhead due to tunneling.

_Data pl ane anchors_ : renove anchoring of all comrunications in a
central core location, and opt for distributed/ decentralized/ful
renoval of anchors.

_Ofloading of |local comrunications_ : a direct consequence on the
di stribution/renmoval of user plane anchors is the ability to offload
local traffic fromthe core

_Control plane anchors_ : renpove dependency on additional contro
pl ane anchors, and interoperability with the SMF
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_Transport_ : Relieve transport and application layers fromthe
i mpact of nobility and rel ated managenent protocols.

1.4. Usage of GIP

The main focus of the study is on the N9 interfaces that interconnect
UPFs and coul d span over the nobile backhaul. However, GIP is used
at multiple interfaces beyond N9.

N3 and N9 interfaces are tightly coupled and Section 6 di scusses the
possibility to extend the depl oynent of new user planes to N3. The
i mpact on N3, F1-U, and Xn-U interfaces is still TBD.

1.5. Docunment Structure

Section 3 provides a high I evel overview of the 5G system
architecture and the rel evant scenarios |ike roam ng, support fo
mul ti pl e PDU sessions, etc. Section 4 provides a l|ist of
architectural requirenments that candi date solutions shoul d address
are provided. Section 5 provides an overview of the various
protocols. Section 6 discusses how vari ous approaches can be
integrated into the 5G framework. A sunmmary is provided in
Section 7.

2. Conventions and term nol ogy

In examples, "C:" and "S:" indicate |lines sent by the client and
server respectively.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying significance described in RFC 2119.

In this docunent, the characters ">>" preceding an indented |ine(s)

i ndi cates a statenent using the key words |isted above. This
convention aids reviewers in quickly identifying or finding the
portions of this RFC covered by these keywords.

Acr onyns

_AF _: Application Function

_AUSF_: Authentication Server Function
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3.

1.

_AMF_: Access and Mdbility Management Function

_DN : Data Network, e.g. operator services, Internet access or 3rd
party services

_NEF_: Network Exposure Function
_NRF_: Network Repository Function

NSSF : Network Slice Sel ection Function

_PCF_: Policy Control Function

RAN : (Radi o) Access Network

_SMF_: Session Managenent Function

_UDM : Unified Data Managenent

_UDR : Unified Data Repository
_UE : User Equi pnent
_UPF_: User Plane Function
Overvi ew of 3CGPP Rel ease 15 5G Architecture

This section briefly describes the 5G system architecture as
specified in [TS. 23.501-3GPP]. The key relevant features for session
managenent and nobility nmanagenent are:

0 Separate the User Plane (UP) functions fromthe Control Plane (CP)
functions, allow ng i ndependent scalability, evolution and
flexible deploynents e.g. centralized |location or distributed
(renote) |ocation.

0 Support concurrent access to local and centralized services. To
support low | atency services and access to | ocal data networks, UP
functions can be depl oyed close to the Access Network.

0 Support roaming with both Home routed traffic as well as Local
breakout traffic in the visited PLW.

Non- Roam ng Reference Architecture
This section briefly describes the 5G system architecture as

specified in 3GPP TS 23.501, and represented in Figure 1 and
Fi gure 2.
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Figure 1: 5G System Architecture in Reference Point Representation

A short description of the network functions is provided bel ow
Details are in [TS. 23.501- 3GPP] .

Access and Mobility Managenment Function (AMF) interfaces with the
Radi o access network and provi des nanagenment of

regi stration/connection/reachability/nmobility, access authentication
and aut horization, etc.

Sessi on Managenent function (SMF) handl es session nmanagenent, UE |IP
address al l ocati on & managenent, DHCP, ARP proxying, selection and
control of UP function, traffic steering, interface to PCF, charging
data col |l ection, roam ng, etc.

User Pl ane Function (UPF) is the anchor point nobility, packet
routing/forwarding/ mar ki ng, packet inspection, policy rule
enforcenment, lawful intercept, QS handling,etc.

Policy Control Function (PCF) provides policy rules to Control Plane
function(s) to enforce them

Net wor k Exposure Function (NEF) supports exposure of capabilities and
events between network functions, to 3rd party, Application
Functi ons, Edge Conputing, etc.

Net wor k Repository Function (NRF) supports service discovery
functi on.
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Uni fied Data Managenment (UDM supports access authorization
subscri pti on managenent, etc.

Aut henti cation Server Function (AUSF) supports authentication for
3GPP access and untrusted non-3GPP access.

Net work Slice Selection Function (NSSF) selects the set of Network
Slice instances serving the UE, determnes the allowed slices, etc.

Application Function (AF)

Servi ce Based | nterfaces

R e [ R e e IR [ Hom e m - - -
I I I I I I I I I
LR S R e i B e EEE S I SR S S | +--- -+
| NSSF | | | NRF | | | AUSF | | UDM | | NEF | [ | AF |
S RS + | H--mnn + | H------ +  4----- +  4----- + +----+
I T T e - +- -+
| AV | | PCF| | SMF |
B e T + TSI SR +- -+
N1 | I I
Fom oo - + [ N4 N4
| 5GUE |--+ | | |
oo oo -+ N2 +----- +-+ - b-- -+ L pp——
| | +----N3------ + UPF +-N9--+ UPF +--N6--+ DN
| | | - - - - -+ o m oo - + +----+
I I I I I
[ [ +- + +- NO- +
+----- | gNB |
Fommmmm e aas +

Figure 2: 5G Service Based Architecture
3.2. End-to-end Protocol Stack

The protocol stack for the User Plane transport for a PDU session is
depi cted below in Figure 3.
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sk | | |
| AP oo R REEREEEEED [EREEREEEEE |
+----- + | | +------ + |
| PDU +----------omcmmem oo - - [-----mmmm e - |-+ PDU | |
H--mnn + eemmmmeiaiaaaas + Ny + | A------ + |
I [ I\ o A A | |
I | | \ Relay /7 | | | \ Relay / | | | | |
I || \ / [ 1 \ / | | [5G UP | |
| AN | | -- - [ S | | | Enc | |
| Pro| |ANPro | GIP-U +--|--+ GIP-U |5GJUP Enc+--|-+ | |
| Lyrs| | Lyrs 4------- S B Hoo-oo--- L B + |
| +- -+ | UDP/ I P +--]|--+ UDP/IP | UDP/IP +--]|-+UDP/IP| |
| | | [ - + IR IR + | A----- + |
| | | L2 +--|--+ L2 | L2 +-]-+ L2 | |
| | | [ SR + [ SR [ SR + | A------ + |
[ | | L1 +--]--+ L1 [ L1 +---+ L1 | |
H--mnn + 4-e--a-- S RS + S NIy S NIy + | A------ + |

UE AN N3 UPF N9 N6

UPF
(PDU Sessi on Anchor)

Legend:

o PDU | ayer: This layer corresponds to the PDU carried between the UE
and the DN over the PDU session. \Wen the PDU session Type is
I PV6, it corresponds to | Pv6 packets; Wen the PDU session Type
is Ethernet, it corresponds to Ethernet franes; etc.

0 GPRS Tunnelling Protocol for the user plane (GIP U): This protoco
supports nultiplexing traffic of different PDU sessions (possibly
corresponding to different PDU session Types) by tunnelling user
data over N3 (i.e. between the AN node and the UPF) in the
backbone network. GIP shall encapsulate all end user PDUs. It
provi des encapsul ation on a per PDU session |level. This |ayer
carries also the narking associated with a QS Fl ow.

0 5G Encapsul ation: This layer supports nultiplexing traffic of
different PDU sessions (possibly corresponding to different PDU
session Types) over N9 (i.e. between different UPF of the 5GC).

It provides encapsul ation on a per PDU session |level. This |ayer
carries also the marking associated with a QS Fl ow.

Figure 3: Non-roanming 5G SA for nmultiple PDU Sessions
3.3. Mbility Architecture with reference to N9
Thi s docunment focuses on the N9 interface which represents the user

user plane between UPFs in 5G architecture. Figure 4 shows the
rel evant functions and interfaces.
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oo +
I SMF I
R +-+
I I
N4 N4
I I
Fommme e oo + T +- + S + oo+
| ogNB/RAN |---N3---+ UPF [---N9----] UPF +---N6---| DN
o + SR + R + oo+

Figure 4: N3, N4, N9, and N6 interfaces in 5G Service Based
Architecture

3.3.1. User Plane Function (UPF) Functionalities

The User plane function (UPF) is the function relevant to this
eval uation and the N9 interface between two UPFs.

The User Plane Function (UPF) handl es the user plane path of PDU
sessions. The UPF transmits the PDUs of the PDU session in a single
tunnel between 5GC and (R)AN. The UPF includes the foll ow ng
functionality. Sonme or all of the UPF functionalities may be
supported in a single instance of a UPF. Not all of the UPF
functionalities are required to be supported in an instance of user
pl ane function of a Network Slice.

The following provides a brief list of main UPF functionalities.
Pl ease refer to section 6.2.3 of [TS.23.501-3GPP] for detailed
description of UPF and its functionalities.

0 Anchor point for Intra-/Inter-RAT nobility (when applicable)”

o Sending and forwarding of one or nore end marker to the source NG
RAN node

0 External PDU Session point of interconnect to Data Network

o PDU session type: |Pv4, |IPv6, Ethernet, Unstructured (type of PDU
totally transparent to 5GS)

0 Activation and rel ease of the UP connection of an PDU session
upon UE transition between the CM I DLE and CM CONNECTED
states(i.e. activation and release of N3 tunnelling towards the
access networ k)

o Data forwarding between the SMF and the UE or DN (e.g. |P address

al | ocation or DN authorization during the establishnment of a PDU
sessi on)
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0 Packet routing and forwarding (e.g. support of Uplink classifier
to route traffic flows to an instance of a data network, support
of Branching point to support IPv6 nulti-honed PDU session>

0 Branching Point to support routing of traffic flows of an | Pv6
mul ti-homed PDU session to a data network, based on the source
Prefix of the PDU

o0 User Plane part of policy rule enforcement (e.g. Gating,
Redi rection, Traffic steering)

o Uplink Classifier enforcenment to support routing traffic flows to
a data network, e.g. based on the destination |IP address/Prefix of
the UL PDU

o0 Lawful intercept (UP collection)
o Traffic usage reporting
0 QoS handling for user plane including:

* packet filtering, gating, UL/DL rate enforcenent, UL/DL
Sessi on- AMBR enforcenent (with the Session-AVBR conputed by the
UPF over the Averagi ng wi ndow provisioned over N4, see
subcl ause 5.7.3 of 3GPP [TS. 23.501-3GPP]), UL/DL Guaranteed
Flow Bit Rate (GFBR) enforcenent, UL/DL Maxi num Flow Bit Rate
(MFBR) enforcenent, etc

*  marking packets with the QS Flow ID (QFI) in an encapsul ation
header on N3 (the QS flowis the finest granularity of QoS
differentiation in the PDU session)

* enabling/disabling reflective QS activation via the User
Plane, i.e. nmarking DL packets with the Reflective QS
Indication (RQ) in the encapsul ation header on N3, for DL
packets matching a QS Rule that contains an indication to
activate reflective QS

o Uplink Traffic verification (SDF to QS flow mapping, i.e.
checking that QFls in the UL PDUs are aligned with the QS Rul es
provided to the UE or inplicitly derived by the UE e.g. when using
reflective QS)

o Transport |evel packet marking in the uplink and downlink, e.qg.
based on 5Q and ARP of the associated QoS fl ow.

0 Downlink packet buffering and downlink data notification
triggering: This includes the support and handling of the ARP
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(0]

priority of QoS Flows over the N4 interface, to support priority
mechani sm

* "For a UE that is not configured for priority treatnent, upon
receiving the "N7 PDU CAN Session Modification" nessage from
the PCF with an ARP priority level that is entitled for
priority use, the SMF sends an "N4 Session Mdification
Request” to update the ARP for the Signalling QS Flows, and
sends an "N11 SM Request with PDU Session Mbdification Command"
message to the AMF, as specified in clause 4.3.3.2 of
[TS. 23. 502- 3GPP] .

* "If an | P packet arrives at the UPF for a UE that is CMI|DLE
over a QS Flow which has an ARP priority level value that is
entitled for priority use, delivery of priority indication
during the Paging procedure is provided by inclusion of the ARP
in the N\ interface "Downlink Data Notification" nessage, as
specified in clause 4.2.3.4 of [TS.23.502-3GPP]."

ARP proxying as specified in [ RFC1027] and / or |1Pv6 Nei ghbour
Solicitation Proxying as specified in [ RFC4861] functionality for
the Ethernet PDUs. The UPF responds to the ARP and / or the IPv6
Nei ghbour Solicitati on Request by providing the MAC address
corresponding to the I P address sent in the request.

Packet inspection (e.g. Application detection based on service
data flow tenplate and the optional PFDs received fromthe SMF in
addi tion)

Traffic detection capabilities.

* For | P PDU session type, the UPF traffic detection capabilities
may detect traffic using traffic pattern based on at |east any
conbi nation of:

+ PDU session
+ OFI

+ | P Packet Filter Set. Please refer to section 5.7.6.2 of
3GPP TS 23.501 for further details.

* For Ethernet PDU session type, the SMF may control UPF traffic
detection capabilities based on at |east any conbi nation of:

+ PDU sessi on

+ F
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3.

3.

+ Ethernet Packet Filter Set. Please refer to section 5.7.6.3
of 3GPP TS 23.501 for further details.

0 Network slicing Requirenents for different MM nechani sns on
different slice. The selection nechanismfor SMF to sel ect UPF
based on the selected network slice instance, DNN and ot her
information e.g. UE subscription and | ocal operator policies.

2. N9 Interface
The details of N9 interface are extracted from|[TR 29.891-3GPP].

The following information is sent in an encapsul ati on header over the
N3 interface. N9 needs to support that.

0 QFI (QS Flow ldentifier), see subclause 5.7.1 of
[TS. 23.501- 3GPP] .

0 RQ (Reflective QoS Identifier), see subclause 5.7.5.4.2 of
[TS. 23.501- 3GPP] .

0 Support of RAN initiated QS Flow nobility, when using Dual
connectivity, also requires the QFl to be sent within End Marker
packets. See subclause 5.11.1 of [TS. 23.501-3GPP] and subcl ause
4.14.1 of [TS.23.502-3GPP] respectively.

GIPv1-U as defined in [TS. 29.281-3GPP] is used over the N3 and N9
interfaces in Release 15. Release 15 is still work-in-progress and
RAN3 wi ||l specify the contents of the 5GS Container. It is to be
deci ded whet her CT4 needs to specify new GIP-U extension header(s) in
[TS. 29.281-3GPP] for the 5GS Contai ner.

A GIP-U tunnel is used per PDU session to encapsul ate T-PDUs and
GIP-U signaling nessages (e.g. End Marker, Echo Request, Error
I ndi cation) between GIP-U peers.

A 5GS Container is defined as a new single GIP-U Extensi on Header
over the N3 and N9 interfaces and the elenents are added to this
contai ner as they appear with the forthcom ng features and rel eases.
This approach would allow to design the 5GS infornmation el enents

i ndependently fromthe tunneling protocol used within the 5GS, i.e.

it would achi eve the separation of the Transport Network Layer (TNL)
and Radi o Network Layer (RNL) as required in 3GPP TR 38.801 subcl ause
7.3.2. This would allow to not inpact the RNL if in a future rel ease
a new transport network layer (TNL) other than GIP-U UDP/IP (e.g.
GRE/ I P) was decided to be support ed.
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3.4. Roaming Architectures

3GPP specifies two roaming nodels in [TS. 23.501-3GPP], nanely the
Local Break CQut (LBO and the Home Routed (HR) nodel.

0 Local Break Qut Mddel: This nodel enables traffic to be of fl oaded
locally in the visited network.

0 Home Routed Model: In this nodel, the traffic is always routed to
t he home net wor k.

A given UE can have multiple sinmultaneous PDU sessions with different
roam ng nodels. |In these scenarios, the HPLMN uses subscription data
per Data Network Narme(DNN) and per Single Network Slice Selection
Assi stance Information(S-NSSAl) to determ ne PDU sessions’s roam ng
nodel .

They are represented in Figure 5 and Figure 6 to the extent rel evant
to No.

VPLMWN | HPLMN

+-- - - - + Fom oo - + [ Fom oo - +

| AF |----N5---|] V-PCF |----------- N24------- | HPCF |

e + Hommma- + | Hommma- +
I I
N7 I
I I
+- - - -+ [
| SMF | I
+- - - -+ |
I I
e oo - - + N4 |
| 5G UE + | |
Hom - - -+ +-- - - - +- -+ [
I I I I
| +-- - -+ +-+-+ +-F-t+  H----4 |
+---] gNB |---|UPF|-N9-| UPF|--| DN | |
+----- + +- +- + F---+  H----+ |

Figure 5: Roanming 5G System Architecture - Local Breakout Scenario
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VPLMWN | HPLMN
____________________ N32 - - cmmmm e d e e meee e
I I I
[ Fom oo - + [ Fom oo - + | +-- - - - +
| | V-PCF |--- N24 ---| HPCF |---N5---| AF |
| Hommma- + | Hommma- + | e +
I I I I
I I N7 I
I I I I
[ +- - - -+ [ -t -+ |
- - - - | V- SMVF| | | H SMF| - - +
+- - - -+ | +- - - -+
I I I
Hoo----- + I I I
| 5G UE | I I I
Hom - - -+ N4 [ N4
I +- - - -+ +——!I-——+ I +——!I-——+ L pp——
F----- | gNB |----- | UPF |----- N9------ | UPF |------ | DN |
+----- + +--+- -+ | +----- + +--- -+

Figure 6: Roami ng 5G System Architecture- Hone Routed Scenario
1. Roaming and policy nanagenent

In general, the Policy Control Functions (PCF)s in Home PLMN (HPLIMN)
and Visited PLMN (VPLMN) interact with their respective SMrs as wel |
as one another to support roam ng.

The interface between the PCF and SM- allows the PCF to have dynamc
control over policy and chargi ng decisions at SM-. More
specifically, the interface

0o Enables the SM- to establish PDU sessi on,
o Allows policy and charging control decisions to be requested from
the SMF to the PCF direction or to be provisioned fromthe

opposite direction.

o Provides a nean for SMF to deliver network events and PDU sessi on
paraneters to PCF.

o Provides for PDU session termination at either PCF or SMF end.
The N24 interface betweeen V-PCF and H PCF provides a conmuni cation
pat h between these two entities. The interface enables H PCF to

provi sion access and nobility managenent related policies to V-PCF,
and allows V-PCF to send Policy Association Establishnenent and
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Term nation requests to H PCF during UE registration and
deregi stration procedures.

3.4.2. Local Break Qut Mbdel

In the LBO nodel, visited operator routes user traffic locally
through UPFs that are local to the visited operator. |In this nodel,
the SMF and all UPF(s) involved by the PDU Session are | ocated and
are under the control of the VPLM\

In this nodel, the V-PCF generates Policy and Charging Control (PCC
rules fromthe local configuration data that are based on the roaning
agreement with the HPLMN. The V-PCF nmight also use information from
Application Function(AF) to generate PCC rules for VPLMN delivered
services. Here, the HPCF uses the N24 interface to deliver UE
access sel ection, and PDU session selection policies to the V-PCF.
The V-PCF can either provide access and nobility policy infornation
on its own, or alternatively obtain the required information fromthe
H PCF via the N24 interface.

3.4.3. Home Rout ed Model

In the HR nodel, user traffic is routed to the UPF in HPLMN via the
UPF in the visited network. 1In this scenario, the SM- in HPLWN

(H SMF) selects the UPF(s) in the HPLMN and the SMF in VPLMN( V- SMF)
selects the UPF(s) in the VPLMN. In this nodel, the UE obtains
services fromits home network. Here, the UPF acting as PGNresides
in home network, and can directly conmunicate with policy and billing
system

In the HR roani ng nodel:
o0 The NAS SMterm nates at the V- SM.
o The V-SMF forwards SMrelated infornmaton to the SMF in the HPLWN

o0 The V-SMF sends UE s Subscription Permanent ldentifier(SUPI) to
the H SMF during the PDU session establishnent procedure.

o0 The V-SMF sends the PDU Session Establishment Request nessage to
the HSMF along with the S-NSSAl with the value fromthe HPLM\.

o0 The H SMF obtains subscription data directly fromthe Unified Data
Management (UDM and is responsible for checking the UE request
with regard to the user subscription, and may reject the request
in case of mnisnatch.
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o The H SMF may send QoS requirenments associated with a PDU Sessi on
to the V-SMF.  This may happen at PDU Sessi on establishnent and
after the PDU Session is established. The interface between H SMF
and V-SMF is also able to carry (N9) User Pl ane forwarding
i nformati on exchanged between H SM- and V-SMF. The V- SMF nay
check QoS requests fromthe HSMF with respect to roamn ng
agreenments. At the user plane, the ecapsul ati on header carries QS
flow ID (QFl) over N3, and N9 without any changes to the end to
end packet header.

o0 The AMF selects a V-SMF and a H SM-, and provides the identifier
of the selected HSMF to the sel ected V- SMF

o The H SMF perforns | P address managenent procedure based on the
sel ected PDU session type.

3.5. Support for Miltiple PDU Sessions

Fi gure 7 depicts the non-roam ng architecture for UEs concurrently
accessing two (e.g. local and central) data networks using nultiple
PDU Sessions, using the reference point representation. This figure
shows the architecture for nultiple PDU Sessions where two SMFs are
selected for the two different PDU Sessions. However, each SMF nmay
al so have the capability to control both a local and a central UPF
within a PDU Sessi on.

Servi ce Based I nterfaces

--------- Ry
I I
+--4--+ +--4--+
| SV | | SV |
+--4- -+ +--4- -+
| |
+------- + N4 N4
| 5G UE | | |
+o- oo -+ +--4--+ +----+ . +
| #---] UPF |----| DN | | |
| | |
| +- - - - -+ +--+- -+ +o-+--+  H----+
+----- [ gNB | ---------mmee i | UPF |--N9-| UPF |--| DN
S + +--a + +--a + -+

Figure 7: Non-roanming 5G System Architecture for nultiple PDU
Sessi ons Service Based Interface

Figure 8 depicts the non-roam ng architecture in case concurrent

access to two (e.g. local and central) data networks is provided
within a single PDU Session.
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Servi ce Based Interfaces

_________ e
|
+--+- -+
| SMF |
+--+- -+
I
tomme - o - + e tomme - o - +
| 5G UE | | |
oot N4 N4
| +- - - -+ +- - - -+ +- - - -+ +--- -+
+----- | gNB |------- | UPF |----N9--| UPF |----| DN |
+----- + +--+--+ +----- + +----+
I
+--+- -+
| DN |
+----- +

Fi gure 8: Non-roanming 5G System Architecture for Current Access to
Two (e.g. local and central) Data Networks (single PDU Session option

Figure 9 depicts overview of a network nodel where nmultiple UPFs are
di stributed geographically. Such networks have two types of UPFs:
central UPF (cUPF) depl oyed for covering wide area, and |ocal/

di stributed UPF (dUPF) depl oyed close to UES’ access points. UPFs
are connected via N9 interfaces over transport networKk.
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oo - + oo - +
I I
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dUPF: Distributed UPF
cUPF: Central UPF
dDN: Distributed DN
cDN: Central DN

Fi gure 9: Overview of Network Model

Servi ce and Session Continuity Mdes

with Distributed UPFs

The 5G System supports different session and service continuity (SSC)

nodes.

_SSC node 1_:
to the UE

SSC node 2_:

the network preserves the connectivity service provided

the network may rel ease the connectivity service

delivered to the UE and rel ease the correspondi ng PDU Sessi on.
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_SSC node 3_: changes to the user plane can be visible to the UE
whil e the network ensures that the UE suffers no | oss of
connectivity. A connection through new PDU Session Anchor point is
est abl i shed before the previous connection is termnated in order to
all ow for better service continuity.

4. Architectural requirenments
[1-D. hmm dnm 5g- upl ane- anal ysi s] provides a conprehensive summary of
GIP architecture, and architectural requirenents related to user
pl ane coll ected from 3GPP specifications that we sumari ze here:
ARCH Reg- 1: Supporting | Pv4, |Pv6, Ethernet and Unstructured PDU
The 5G system defines four types of PDU session as |Pv4, |Pv6,
Et hernet, and Unstractured, and UP protocol would be required to
support to convey all of these PDUs session type.
ARCH Reqg-2: Supporting | P Connectivity over N3, N6, and N9

The 5G system provides | P connectivity over N3, N6, and N9
interfaces.

ARCH Reqg- 3: Supporting depl oynent of nultiple UPFs as anchors for a
singl e PDU sessi on

The 5G system allows to deploy multiple UPFs as anchors for a single
PDU session, and suupports mnultihom ng of a single PDU session for
such anchor UPFs.

ARCH Reqg- 4: Supporting flexible UPF selection for PDU

The appropriate UPFs are selected for a PDU session based on
paraneters and information such as UPF' s dynam c |oad or UE | ocation
i nformation.

ARCH Reg-5: No limtation for nunber of UPFs in a user plane path

The nunber of UPF in the data path is not constrained by 3GPP
speci fications.

ARCH Reqg- 6: Supporting aggregation of nmultiple QS Flow indicated
with QFI into a PDU Session

In the 5G system a single tunnel/data-path includes multiple QFls
contrast to just one QS Flow (a bearer) to one tunnel/data-path
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5.

5.

5.

User pl ane protocol needs to support fundanentally these
requirenents. In addition, [I|-D. hmm dmm 5g-upl ane-anal ysis] provides
eval uati on aspects for user plane protocol that are mainly derived
fromthe architectural requirenents, such as Supporting PDU Session
Type Variations, Nature of Data Path, Data Path Managenent, etc. The
details are described in [|-D. hnm dnm 5g- upl ane- anal ysi s] .
For each protocol, we will attenpt in the next section to discuss to
what extent those architectural requirenents are addressed. However,
it is worth noticing that it is not nandatory that all those
requirenents are supported by the user plane protocol itself, as they
m ght be realized through conpl enentary nechani sms Section 6. 6.

Data pl ane architecture nodels for N9
1. Overview

The user plane architectures considered for UPF connectivity in
nobi | e packet core fall into two categories

0o Interworking nodel
* This nodel uses GW.
* UPFs and 3GPP control remain unchanged.
* 3GPP user plane becones an overlay on top of new user planes
* GW convert GIP traffic to underlying user plane fornmat.
0 Integrated nodel:

* In this nodel UPFs transnit/receive packets in accordance wth
the new user plane fornmat.

* UPFs and 3GPP control will be nodified.

* 3GPP and transport user plane are collapsed into one user
pl ane.

2. Forwarding and nobility paradigns

Based on their use of identifiers and locators, mobility approaches
can be broadly categorized in the three foll ow ng cl asses:

*Locat or - based*
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I P communi cation relies solely on locators (host interfaces’
addresses) that are al so used as node/service identifiers at network
| ayer. Such semantic overloading of |IP addresses as both identifiers
and | ocators does not allow to disentangle |ocators froml ocati on-

i ndependent traffic identifiers, thus conplexifying nmobility
nmanagenent .

As a result, traffic anchors and tunnels have been introduced to
handl e nobility while preserving the identifier exposed to the
transport | ayer.

*Locator-1D separation*

To overcone the limtations of purely | ocator-based architectures,
"locator/identifier separation"” (or Loc/ID split) schemes have been
proposed, that use separate nanespaces for so-called End-point
Identifiers (EID) and Route Locators (RLOC), bound together through a
mappi ng system This service can be centralized, decentralized or
distributed and offers control plane protocols for storage, update or
retrieval of the correspondence between El Ds and RLCCs.

Loc/ID split has been originally proposed by LISP to solve the
scalability challenges of Internet routing, and further adapted as a
nmobi I ity managenent solution. This category includes nost of the
approaches reviewed in this docunent, nanely ILA ILSR and a
SRv6-based solution, which all share the requirenent for a nmapping
system

*| D- based*

A third class of approaches exists that redefines |IP conmmunication
principles (i.e. network and transport |ayers) around | ocation-
i ndependent identifiers [I-D.vonhugo-5gangi p-ip-issues].

I nformation-Centric Networking (I CN) approaches fall into such class
of approaches that we refer to as purely |ID-based, or in that
specific case, as nanme-based [I-D.irtf-icnrg-term nology]. Previous
work has highlighted the interest of ICN for nobility managenent

[ RFC7476] .

The rest of this section details the set of reviewed approaches,
namely SRv6, LISP, ILSR, |ILA and hICN, as sunmarized in Figure 10
Each proposal consists in an overview with pointers to reference
material for a nore in depth description. The focus is then given to
a discussion on its integration at N9 interface, as well as the
benefits with respect to GIP-U. Extensions to N3 interface as well
as alternative deploynents preserving GIP tunnels as discussed |ater
in this docunent in Section 6
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*Revi ewed approaches*

| _ Mobility Managenent
| _ Locat or - based
| _ Tunnel l'ing
| _ 3GPP / GITP-U Sec. 4
| _ Packet steering
| _ SRv6 (backwards-conpatible) Sec. 5.2.1

| _ Loc/IDsplit
| _ Packet steering
| _ SRv6 Sec 5.2.2
| _ Encapsul ati on
| _ LISP, LISP-M\, ILSR Sec. 5.3

| _ Address rewite
| _ Network-based translation
| _ ITLA Sec. 5.5
| 1D based
| _ I'nformation-Centric Networking
| _ ID-based nobility / |Pv6
| _ Hybrid ICN Sec. 5.6

Fi gure 10: Overview of revi ewed approaches
5.3. SRv6
5.3.1. Overview

SRv6 [I-D.filsfils-spring-srv6-network-progranmng] is the | Pv6
dat apl ane instantiati on of Segnent Routing
[I-D.ietf-spring-segnent-routing]. Segnent Routing is a network
architecture based on source-routing (the headend inserts the nodes
that a packet nust traverse for TE, NFV and VPN purposes). Thus
confining flow states to the ingress nodes in the SR domain.

The SRv6 dat apl ane consists on | everagi ng the | Pv6 extensi on headers,
defined in RFC8200, to include in the | Pv6 header a new " Segnent
Routing Header" [I-D.ietf-6man-segnent-routing-header] (SRH).

SRv6 encodes segments (SIDs) as | Pv6 addresses in the Segnent List of
its header. The IPv6 Destination Address (DA) specifies the active
segrment in the Segnent List, while the Segnents Left (SL) field of
the SRH points to the next active segnent in the Segment List. SRv6
routes over the shortest ECMP-aware path in the network up the the
node instantiating the active segnent. Once the packet has reached
this node, the segnent is executed. This inplies running its

associ ated function on the router, decrenenting the SL val ue and
updating the I1Pv6 DA to the next active segnent. Notice that transit
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routers neither inspect the SRH nor process it. Thus they only need
to be 1 Pv6 capabl e.

The main benefit of SRv6 overlays is the reduction of state in the
network (there is no state in the forwarding fabric), with optinized
MIU overhead, and its capability to integrate with the underlay (SLA;
Traffic Engineering) and distributed NFVi. Hence there is no need
NSH for NVF, RSVP for TE, or UDP for ECMP. SR al so supports natively
network slicing, which inplies that SRv6 can offer end-to-end network
slices that spans all those elenents (overlay, underlay, NFV).

The versatility and adaptability of SR conbined with | Pv6’s anple and
flexi bl e address space positions SRv6 as a viable user plane for the
next generation of nobile user-plane, in particular the 3GPP N3 and
N9 interfaces. Notice that SRv6 applicability does not require a new
mobility control -plane. SRv6 can be conbined with other control -

pl anes such as LISP, hlICN described later in this docunent or others
such as DHT, propietary CP, etc.

The applicability of SRv6 to nobility is described in
[I-D.ietf-dmm srv6-nobil e-upl ane].

SRv6 counts with three open-source inplenentations (Linux Kernel
FD.io VPP, P4) and several propietary inplenmentations (4xGi sco,
1xBar ef oot Networ ks, 1xUTStarcon) which have publicly participated in
interops and all execute at linecard rate.

This section starts by sunmarising the use of SRv6 as a drop-in
alternative for GIP-U over the N9 interface connecting different User
Pl ane Functions (UPF). It then shows how SRv6 as a GIP-U repl acenent
can then provide additional features such as TE, |P session
aggregation, rate limting, and distributed NFVi that are not
natively avail able by GIP.

It must be noted that the SRv6 nodel s discussed in this docunent can
follow either of the interworking or the integration nodel mentioned
earlier depending on operator’s requirenents.

SRv6 appears well placed as a nechanismto replace GIP-U with
initially no control plane changes, but to then offer a progressive
pat h towards many innovations in routing.

5.3.2. SRv6 with Traffic Engineering
SRv6 can be applied as a drop-in replacenent for GIP w thout changes

in the control-plane. This is a sinple 1 to 1 replacenent discussed
in section 6.1. However, SRv6 offers nuch richer possibilities.
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Traffic engineering is a native feature of SR The SRv6 variant of
SR of course supports both strict and | oose nodel s of source routing.
Here, the SIDIlist in SRH can represent a | oose or strict path to
UPFs. Therefore, traffic engineering can easily be supported

regardl ess of any of the aforenentioned approaches.

The main benefit of |leveraging SRv6 for TE is the natural ability to
create end-to-end network slices that spans both the UPFs and the
underl ayi ng transport network with TE optim zati on objectives (i.e.

| ow | at ency).

It must be noted that the SRH could contain nultiple sets of SIDs
each representing a TE path between a pair of UPFs. Alternatively,
the SRH can contain a fully resolved end to end TE path that covers
every internmedi ate node and UPF al ong the user plane.

SR consi ders segnents to be instructions. Therefore each SID can
represent a function that enforces a specific nodal or global packet
treatment. Attributes such as jitter and delay requirenent, rate
limting factors, etc. can be easily encoded in to SIDs in order to
apply the desired treatment as packets traverse the network from UPF
to UPF. [I-D.ietf-dmmsrv6e-nobile-uplane] suggests a SID encodi ng
mechanismfor rate limting purposes.

Pl ease refer to the followings for further details about SR traffic
engi neering capabilities, the network programm ng concept, and some
of the main SRv6 functions.
o [I-D.ietf-spring-segnment-routing]
o [I-D.ietf-spring-segnent-routing-policy]
o [I-D.filsfils-spring-srv6-network-progranm ng]
o [I-D.ietf-6man-segnent-routing-header]

5.3.3. Service Progranming with SRv6
Service programm ng -or distributed NFVi- is another intrinsic
feature of SR Leveraging this capability, operators can steer user
traffic through a set of UPFs where each UPF perforns a specific
service on the traffic.
Service progranm ng i s achieved through the use of SIDs in an
i dentical manner to what was described in the previous section: the

SRH is populated with a set of SIDs with each SID identifying a
specific UPF in the network. Starting fromthe ingress SRv6 node,
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packets are then forwarded through the network visiting the set of
UPFs listed as SIDs in the SRH.

Pl ease refer to [I-D. xucl ad-spring-sr-service-chaining] for further
detail.

5.3.4. SRv6 and Entropy

Ability to provide a good | evel of entropy is an inportant aspect of
user plane protocols. If included in network node’ s hashing, the
TEID field in GIP tunnels algorithns can result in good | oad

bal anci ng. Therefore, any new user plane proposal should be able to
deal with entropy in an efficient manner.

SRv6 natively supports entropy by using the I Pv6 Fl ow Label
Additionally, SRv6 SIDs can easily accombdate entropy at a hop by
hop |l evel by reserving a set of bits in the SID construct itself. In
this way, the hashing algorithmat different nodes distribute traffic
fl ows based on the SID which has been copied to | Pv6 DA field.

5.3.5. SRv6 and transport slicing

Slicing is one of the main features in 5G [TS. 23.501-3GPP]. Severa
Slices with different requirenments can coexi st on top of the comon
network infrastructure. Diverse flows belonging to different 5G
slices can be conpletely disjoint or can share different parts of the
network infrastructure. SRv6 has native support for network slicing
spanni ng the UPFs, underlay -transport network- and NFVi. Also, SRv6
creates network slices without per-flow state in the fabric, hence
sinplifying the slicing paradi gm

Pl ease refer to [I-D.ietf-spring-segnent-routing-policy] for further
detail .

5.3.6. SRv6 and Alternative Approaches to Advanced Mobility Support

SRv6 flexibility enables it to support different nethods of providing
mobility in the network. |ID-LOC for mobility support is one such
option.

The previous sections di scussed how SRv6 coul d be enpl oyed as a

repl acenent for GIP tunnels while | eaving the existing control plane
intact. This section describes the use of SRv6 as a vehicle to

i mpl ement Locator/1D Separation nodel for UPF user plane
connectivity. It must be ntoed that SRv6 inplenentation of the ID
LOC architecture can enploy a variety of different control planes
including LISP, , different variety of DHT, proprietary, etc.
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5.3.6.1. UPF connectivity via SRv6 with Loc-ID separation (Interworking
nodel )

SRv6 can easily inplenent | D LOC Separation nodel for UPF
connectivity. The SIDs are once again the nmain vehicle here. In
this nmodel, UPFs are considered to be the IDs while the nodes where
the UPFs attach to take on the role of the Locators.

In this approach, UPFs connect to SRv6 capabl e Locators. UPFs use

| Pv4/1 Pv6 transport either in conjunction with GIP or without any GIP
tunnel and send the packets to their associated Locator at the near
end (Il ngress SRv6 Locator).

It must be noted that use of GIP at UPFs allows us to | eave the 3GPP
control plane intact and hence provides a snpboth migration path
toward SRv6 with | D-Locator nodel.

5.3.6.2. SRv6 Capable UPFs and RLOCs (I ntegration nodel)

In this nodel, the head-end UPF (Ingress UPF) is the ingress node and
the entity that constructs the SRH in the SRv6 domai n.

The 3GPP control plane is responsible for distributing UPF s endpoi nt
information. But it requires sone nodifications to be able to convey
endpoint information to interested parties.

The SMF can provide a fully resolved SID list by communicating with a
centralised or distributed | D-LOC nmappi ng systemcontaining all the
rel evant data regarding the UPF-Locator relationship.

5.3.6.3. Advanced Features in | D Locator Architecture

SRv6’ s native features such as Traffic Engi neering, QoS support, UPF
Chai ning, network slicing, etc. can be easily added to | D Locator
support. As it was noted earlier, these features are not readily
avai |l abl e by GIP.

5.3.7. Areas of Concerns
Support for IPv6 is a precondition for SRv6. Al though SRv6 can
support hybrid I Pv4/1Pv6 nobile user plane through an interworking
node, support of UPFs with | Pv4 address is rather conplex.
Due to I Pv6 128-bit address space, |large SRH size can have a negative

i mpact on MIU. Large SRH size can al so exert undesirabl e header tax
especially in the case of small payl oad si ze.
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I D-LCC architecture relies on high performance nmappi hg systens. The
SRv6 support of I D LOC as described earlier can enploy different
control planes. Distributed mapping systens using sonme form

Di stributed Hash Tabl e(DHT) however, exhibit very prom sing results.
But further investigation is needed to ensure confornmance wth
performance netrics required by the nobile networks, specially for
slice types supporting high speed nobility.

5.4. LISP
5.4.1. Overview

The Locator/ldentifier Separation Protocol (LISP), which provides a
set of functions for routers to exchange information used to nmap from
Endpoint ldentifiers (EIDs) that are not globally routable to
routable Routing Locators (RLOCs). It also defines a nechanismfor
these LISP routers to encapsul ate | P packets addressed with EIDs for
transm ssion across a network infrastructure that uses RLOCs for
routing and forwarding.

An introduction to LISP can be found in [I-D.ietf-lisp-introduction].

A conpl ete RFC-set of specifications can be found in [ RFC6830],

[ RFC6831], [RFC6832], [RFC6833], [RFC6836], [RFC7215], [RFC8061],

[ RFC8111]. They describe support and mechani snms for all conbinations
of inner and outer IPv4 and | Pv6 packet headers for unicast and
mul ti cast packet flows that also interwork with non-LISP sites as
well as two designs to realize a scal abl e nappi ng system

A standards-track based set of drafts [I-D.ietf-Iisp-rfc6830bis]
[I-D.ietf-lisp-rfc6833bis] are products and work in progress of the
LI SP Wor ki ng G oup.

5.4.2. LISP Encapsul ation

LI SP uses dynami c tunnel encapsulation as its fundadnental mechani sm
for the data-plane. Fixed headers are used between the outer and

i nner | P headers which are 16 bytes in length. Details can be found
in [ RFC6830] .

5.4.3. LI SP Mapping Systens
Many years of research dating back to 2007 have gone into LISP
scal abl e mappi ng systens. They can be found at [LISP-WF and

[IRTF-RRG . The two that show prom se and have depl oynent experience
are LI SP-DDT [ RFC8111] and LI SP-ALT [ RFC6836] .
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The control -plane APl which LISP xTRs are the clients of is
docunented in [ RFC6833]. Various mapping system and control - pl ane
tool s are avail abl e [ RFC6835] [RFC8112] and are in operational use.

5.4.4. LISP Mbility Features

LI SP supports multi-homed shortest-path session survivable nobility.
An EID can remain fixed for a node that roanms while its dynamc

bi ndi ng changes to the RLOCs it uses when it reconnect to the new
network | ocation

When the roami ng node supports LISP, its EIDs and RLOCCs are |local to
the node. This formof mobility is call LISP Mbile-Node. Details
can be found in [I-D.ietf-1lisp-m].

When t he roani ng node does not support LISP, but LISP runs in the
network the node roans to, the EIDs and RLOCs are not co-located in
the sane device. |In this case, EIDs are assigned to the roam ng node
and RLOCs are assigned to LISP xTRs. So when the roanmi ng node
attaches to the network, its EIDs are mapped to the RLOCs of the LISP
XTRs in the network. This formof mobility is called LISP EID
Mobility. Details can be found in [I-D.ietf-lisp-eid-nobility].

For a 3GGP nmobile network, the LISP EID-Mbility formof nobility is
recomended and is specified in the use-case docunent
[I-D.farinacci-Ilisp-nobile-network].

5.4.5. ILSR
ILSR is a specific recommendation for using LISP in the 3GPP 5G

mobi |l e network architecture. A detailed whitepaper can be found at
[ILSR-WP]. The reconmendation is to use the mechanisns in

[I-D.farinacci-I|isp-nobile-network].

5.5. ILA
I dentifier-Locator Addressing [|I-D. herbert-intarea-ila] is a protoco
to i mpl enent transparent network overlays w thout encapsulation. It
addresses the need for network overlays in virtualization and
mobility that are efficient, |ightweight, performant, scal abl e,

secure, provide seanless nobility, |everage and encourage use of
| Pv6, provide strong privacy, are interoperable with existing
infrastructure, applicable to a variety of use cases, and have
simplified control and managenent.
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5.5.1. Overview

ILAis a formof identifier/locator split where | Pv6 addresses are
transfornmed from application-visible, non-topological "identifier"
addresses to topological "locator" addresses. Locator addresses
al | ow packets to be forwarded to the network |ocation where a |ogica
or nmobile node currently resides or is attached. Before delivery to
the ultimte destination, |ocator addresses are reverse transforned
back to the original application visible addresses. |LA does address
"transformation" as opposed to "translation" since address
nodi fi cations are always undone. |LA is conceptually simlar to |ILNP
and 8+8, however ILA is contained in the network layer. It is not
limted to end node depl oynent, does not require any changes to
transport |ayer protocols, and does not use extension headers.

I LA includes both a user plane and control plane. The user plane
defines the address structure and nmechani snms for transfornng
application visible identifier addresses to | ocator addresses. The
control plane’s primary focus is a mapping systemthat includes a
dat abase of identifier to |ocator mappings. This mapping dat abase
drives ILA transformations. Control plane protocols dissem nate
identifier to | ocator mappi ngs anongst | LA nodes.

The use cases of |LA include nobile networks, datacenter
virtualization, and network virtualization. A recent trend in the
industry is to build converged networks containing all three of these
to provide |low | atency and high availability. A single network
overlay solution that works across nultiple use cases is appealing.
Benefits of |LA include:

o Facilitates node nmobility and virtualization

o Miltiple use cases (nobile, datacenter, cloud)

0 Super efficient and performant user plane

o Allows strong privacy in addressing

o Pronotes anchorless nmobility

0 No typical tunneling issues (e.g. MIU) or nanagenent related to
encapsul ati on

o0 Flexible control plane that splits data and contro

o Mbddern "SDN' control protocols (e.g. RPC TCP)
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0o Scal e nunber of nodes to billions for 5G DC virtualization

0 Upstream Li nux kernel data path and open source ctrl plane
[ 1 LACONTRQOL] .

The | LA user plane protocol is described in

[1-D. herbert-intarea-ila], notivation and probl ens areas are
described in [ILAMOTIVE], ILA in the nobile user-plane is described
in detail in [I-D. herbert-ila-nobile].

5.5.2. Protocol Layering

Figure 11 illustrates the protocol |ayers of packets packets sent
over various user plane interfaces in the downlink direction of data
network to a nmobile node. Note that this assunes the topol ogy shown
in Figure 2 where GIP-U is used over N3 and ILA is used on N9.

DN to ILA-R ILAARto ILAAN ILA-Nto gNB gNB to UE
B RS + B RS + B RS + B RS +
| Application| | Application]| | Application]| | Application
S + S + S + S +
| L4 | | L4 | | L4 | | L4 |
Fommmmm e aas + Fommmmm e aas + Fommmmm e aas + Fommmmm e aas +
[ | Pv6 [ | 1Pv6 (ILA) | [ | Pv6 [ | PDU Layer
B RS +| B RS +| B RS + B RS +
| L2 | | | L2 | | | GIP-U | | AN Protocol
R R I e R I e + [ Layers
I | | uWweip | I
N6 <--N9 N3 +-------o-o- + Fommmmm e aas +
I L2 I
B RS +

Figure 11: ILA and protocol layer in 5G
5.5.3. Control plane

| LA-M provides the interface between the 5G services architecture and
the common | LA control plane.

5.5.3.1. ILA-Mservices interface

The control interface into ILAis via an ILA-Mthat interacts with 5G
network services. |LA-Muses RESTful APIs to nake requests to
network services. An |ILA-Mreceives notifications when devices enter
the network, leave it, or nove within the network. The ILAA-Mwites
the I LA mapping entries accordingly.

Bogi neni, et al. Expi res Decenber 31, 2018 [ Page 33]



Internet-Draft dr aft - bogi neni - dmt opt i m zed- nobi | e-up June 2018

ILA is a consunmer of several 5G network services. The service
operations of interest to | LA are:

0 Nudm (Unified Data Managenent): Provi des subscriber infornmation

0 Nsnf (Service Managnent Function): Provides information about PDU
sessi ons.

0 Nanf (Core Access and Mdbility Function): Provides notifications
of nmobility events.

5.5.3.2. ILA control plane

The I LA control plane is conposed of nmapping protocols that manage
and di ssem nate information about the mappi ng database. There are
two | evel s of mapping protocols: one used by ILA routers that require
the full set of ILA mappings for a donain, and one used by | LA nodes
that maintain a caches of mappi ngs.

The I LA mapping systemis effectively a key/value datastore that maps
identifiers to locators. The protocol for sharing mapping

i nformati on anongst | LA routers can thus be inplenented by a

di stributed database [I-D. herbert-ila-ilanmp]. |LA separates the
control plane fromthe user plane, so alternative control plane
protocol s may be used with a conmon user pl ane

[1-D. I apukhov-bgp-ila-afi], [I-D.rodrigueznatal-ila-Ilisp].

The | LA Mapping Protocol [I-D. herbert-ila-ilanp] is used between |LA
forwardi ng nodes and | LA mapping routers. The purpose of the
protocol is to populate and maintain the |LA mappi ng cache in
forwardi ng nodes. |LAMP defines redirects, a request/response
protocol, and a push mechanismto popul ate the mapping table. Unlike
traditional routing protocols that run over UDP, this protocol is

i ntended to be run over TCP and nmay be RPC oriented. TCP provides
reliability, statefulness inplied by established connections,
ordering, and security in the formof TLS. Secure redirects are
facilitated by the use of TCP. RPC facilities such REST, Thrift, or
GRPC | everage wi dely depl oyed nodel s that are popul ar in SDN

5.5.4. | P addressing

I LA supports single address assignnents as well as prefix
assignnents. |ILA wll also support strong privacy in addressing.
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5.5.4.1. Singleton address assignnent

Si ngl et on addresses can use a canonical 64/64 |ocator/identifier
split. Singleton addresses can be assigned by DHCPv6.

5.5.4.2. Network prefix assignnent
Prefi x assignnent can be done via SLAAC or DHCPv6- PD.

To support /64 prefix assignnent with ILA, the ILA identifier can be
encoded in the upper sixty-four bits of an address. A |level of
indirection is used so that ILA transforns the upper sixty four bits
to contain both a locator and an index into a locator (ILA-N)

specific table. The entry in the table provides the original sixty-
four bit prefix so that |locator to identifier address transformation
can be done.

As an exanpl e of this schene, suppose network has a /24 prefix. The
identifier address format for /64 assignment night be:

o m e e e oo - o R R
| 24 bits [ 40 bits [ 64 bits
Fomm e e o, [=-mmm
| Network | I dentifier | 11D
S o e e e ea oo o o o m e e oo

The 11D part is arbitrarily assigned by the device, so that is

ignored by ILA Al routing, |ookups, and transformations (excepting

checksum neutral napping) are based on the upper sixty-four bits.

For identifier to | ocator address transformation, a | ookup is done on

the upper sixty-four bits. That returns a value that contains a
| ocator and a locator table index. The resulting packet format may
be sonething Iike:

- N e N .
[ 24 bits | 20 bits | 20 bits [ 64 bits
B TS o | ------------------------------
| Network | Locator | Loc index | 11D
S E S S e

The packet is forwarded and routed to the |ILA-N addressed by | ocator
(/44 route in this case). At the ILA forwardi ng node, the |ocator
index is used as a key to an I LA-N specific table that returns a 40
bit Identifier. This value is then witten in the packet do ILAto
identifier address transfornmation thereby restoring the origina
destination address.
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The | ocator index is not globally unique, it is specific to each |LA-
N. Wen a node attaches to an ILA-N, an index is chosen so that the
table is populated at the ILA-N and the |ILA mapping includes the

| ocator and index. Wen a node detaches fromon ILA it’'s entry in
the table is renoved and the index can be reused after a hol d-down
period to allow stale mappi ngs to be purged.

5.5.4.3. Strong privacy addresses

Note that when a /64 is assigned to UEs, the assigned prefix may
becone a persistent identifier for a device. This is a potentia
privacy issue.

5.5.5. Traffic engineering

ILAis primarily a mechanismfor nobility and network virtualization
Transport mnechani sms for traffic engineering such as MPLS, network
slices, encapsul ation, routing based on flow hash(flow | abel) can be
appl i ed i ndependently of ILA. This separation allows any discussion
related to transport to be left to operator depl oynment.

5.5.6. Locator Chaining with ILA

I LA transformati ons can be perfornmed on a hop-by-hop bases. 1In this
manner a packet can be source routed through a sequence of nodes. At
each hop a determination is made as to the next hop the packet should
visit. The locator for the target is then witten into the
destination. Eventually, the packet will be forwarded to an |ILA
forwardi ng node that will restore the original address before
delivery to the final destination.

5.5.7. Security considerations

A nobile public infrastructure has nmany considerations in security as
wel|l as privacy. Fundanmentally, a system nust protect against

nmi sdirection for the purposes of hijacking traffic, spoofing,

reveal ing user identities, exposing accurate geo-location, and Deni al
of Service attacks on the infrastructure.

The | LA mappi ng system contains personally identifiable infornmation
(PI'l) including user identities and geo-location. The information
must be safeguarded. An ILA donmain is confined to one adninistrative
domain, only trusted parties entities in the domain participate in
ILA. There is no concept of a global, public mapping system and UEs
in public networks generally do not participate in I LA protocols

since they are untrusted. |LA control protocols, include ILA
redirects, use TCP. TLS or other protocols can be applied for strong
security.
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Privacy in addressing is a consideration. |LA endeavors to provide a
mechani sm of address assignment that prevents inference of user
identity or |ocation.

5.6. Hybrid ICN (hlICN)
5.6.1. Overview

hl CN Anchorl ess Mbility Managenment (hlCN-AMM refers to a novel
nmobi | ity managenent approach, introduced in

[1-D.auge-dmm hicn-nobility], that |everages routable |ocation-

i ndependent identifiers (I1Ds) and an Information-Centric Networking
(I'CN) conmmuni cation nodel integrated in I Pv6, (also referred to as
Hybrid ICN, or hICN) [I-D. nuscariello-intarea-hicn].

Such approach belongs to the category of pure | D based nobility
managenent schenes whose objective is (i) to overcone the linmtations
of traditional |ocator-based solutions Iike Mbile IP (conf)using
locators as identifiers, (ii) to renove the need for a gl obal napping
system as the one required by locator-identifier separation

sol utions.

5.6.2. Consuner and Producer nobility

In ICN and hl CN endpoi nts can act as consuners and/or producers.
Consuners when they emt requests for named data packets (so called
Interests), producers when they send data packets in response to
consuners request (pull-based transport nodel). Cdearly a node can
be a consuner and a producer at the sane tine (e.g. 1in a voice
conversation).

Consuner and producer mobility are handled in a different way due to
the pull-based request nodel. More specifically, consunmer mobility
is natively supported: consuners pull traffic by sending Interest
packets towards named content (wherever produced/stored, the source
is a priori unknown by the consumer). Interests are naned-based
forwarded using the information found in traversed routers’ FIBs.

In case of consunmer mobility, i.e. nmobility of the endpoint issuing
the requests, selection of a new avail able output interface and
retransm ssion of not-yet-satisfied Interests is sufficient for data
delivery to continue, independently fromthe underlying change of

| ocators. Consunmer mobility is fully anchorless with hlCN, and does
not incur any signalization nor tunneling overhead.

Producer nobility is not natively supported by ICN architecture,

rather handled in different ways according to the sel ected producer
nmobi | ity managenent schene.
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5.6.3. Anchorless nobility support

The selected nobility managenent schene for hICN is MAP-Me, an
anchor |l ess producer nobility managenent solution originally proposed
for ICN[I-D.irtf-icnrg-mapne] [ MAPME] and further extended to hlCN
in [I-D. auge-dmm hicn-mobility].

MAP- Me bel ongs to the class of anchorl ess approaches that relies on
scope-limted forwardi ng updates triggered by producer nobility
events to keep locally up-to-date FIB information for a | ow | atency
guaranteed reroute of consuner |Interests towards changing | ocation of
the producer. Forwarding and nobility managenent operations in hlCN
are based only | ocation-independent identifiers, preserving
coexistence with I P | ocators whose exi stence may be required by non-
hl CN servi ces and by control /managenent plane operations specific to
t he considered network architecture.

Signaling of mobility is only required upon producer novenments and
limted in scope to current-to-previous network hops. Unlike routing
updates, it is not necessary to update all routers’ FIBs after a node
has noved, but only those | ocated on the path between the new and a
former position of the producer. Scalability of producer nobility is
guaranteed by an efficient and secure FIB update process with m ninal
and bounded path stretch.

The difference w.r.t. to other classes of approaches is that it does
not require an anchor neither in forwarding plane (no tunnel, traffic
does not need to pass through a specific network node), nor in the
control plane (no rendez-vous point, no nmappi hg systen

5.6.4. Benefits

The appeal of purely ID based architectures is that they nove Loc/I1D
split one step further by enbedding | D-awareness in the network and
transport layer by default and as such conpletely decoupling data
delivery fromunderlying network connectivity. The resulting
nmobi I ity managenent solution is fully anchorless for both consuner
and producer nobility. Forwarding is performed directly based on
identifiers stored in routers’ FIBs and no mapping of IDinto

|l ocators is required. 1In this way, purely |ID based architectures
renove the need to naintain a global mapping systemat scale, and its
i ntrinsic nmanagenent conplexity.

Addi tional benefits brought specifically by ICN principles notivate

the consideration of ICN solutions for next generation nobility
architectures, like for instance:
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o the flexibility of nulti-source/nulti-path connectionless pull-
based transport. An exanple is the native support for consumer

mobility, i.e. the transparent em ssion of data requests over
mul tiple and varying avail abl e network interfaces during node
mobi lity;

o the opportunity to define fine-grained per-application forwarding
and security policies (in the network, and in-between UPFs);

o lowlatency and nulticast capabilities by neans of in-path edge
cachi ng;

0 network-assisted transport.

An in depth analysis of benefits originating fromthe coupling
between a purely identifier-based approach and from specific hlCN
properties can be found in

[1-D. auge-dmm hi cn-nobi | i ty-depl oynment -opti ons] along with sone
illustrative exanples.

5.6.5. Deploynent considerations
*Partial insertion*

The benefits previously described can be obtained by an upgrade of
only a few selected routers at the network edge. The design of hlCN
allows the rest of the infrastructure to remain unnodified, and to

| everage existing nmanagenent and nonitoring tools. There exists thus
a tradeoff between increnental deploynent and benefits which are
proportionally related to the degree of hlICN penetration

*End-t o- end depl oynment *

The depl oynent of an hICN stack in endpoints is the preferred option
and offers the full range of benefits. Both the hICN forwarder and
the transport stack are avail able as reference inplenentations based
on the CICN project [CICNJ. They are both designed to facilitate
insertion on routers and end-user devices thanks to inplenentation in
user space, one targetting high-performance, the other ainmng at w de
support from maj or vendors including i GS, Android, Linux, MacOSX and
W ndows.

*Net wor k- cont ai ned depl oynent *
It is not always possible nor desirable to affect endpoints, and a
depl oynent fully contained in the network is possible through the

depl oynent of proxies. An exanple would be the depl oynent of HITP
proxies at the ingress and egress (resp. first and last UPFs), in
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order to benefit fromcontent awareness in the network. Such
configuration however reduces the flexibility and dynam c forwarding
capabilities in endpoints. |In particular, existing transport
protocols have limted support for dynam cally changi ng paths or

net work conditions.

Traffic that is not handl ed though hl CN nmechani snms can still benefit
fromthe | ower overhead and anchorl ess nmobility capabilities com ng
fromthe renoval of GIP tunnels, as well as dynam c forwarding
capabilities that are inherent to the forwardi ng pipeline. This
results fromthe ability to assign |location-independent identifiers
to endpoints. |t preserves the advantage of renoving the mapping
system and of a |ightweight FIB update process. No encapsulation is
required and packet headers are not nodified, which allows the
network to have visibility in the source and/or destination
identifiers.

*hICN in a slice*

The use of hl CN does not inpose any specific slicing of the network.
Rather, it can assist a transition of services towards hlCN, and/or
the coexi stence of different hlCN depl oynent options.

As an exanple of use of hICNin a slice, a service provider might for
i nstance decide to use an hl CN-enabl ed slice dedicated to video
delivery, with appropriate nobility managenent, and dedi cated hl CN
nodes with appropriate caching/forwardi ng strategies at pl aces
aggregati ng consi derabl e nunber of user requests.

5.6.6. hICN with SRv6

The association of hICN with other user planes technol ogi es, such as
SRv6, is investigated as a possibility to overcone the above-
mentioned tradeoff yielding to a selective, yet fully beneficial
insertion of hICNin IP networks. This would inherit all SRv6
advant ages for underlay (TE, FRR) and service programm ng (NFV), but
al so extend the reach of hICN on regular IP routers with SRv6
functionality.

One realization consists in creating SRv6 donmins in between hlCN
nodes. The hICN router (through forwardi ng strategi es) would then
act as a control plane for SRv6 by specifying the list of SIDs to
insert in the packet.
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5.

6

6

6

6.7. Summary

hl CN proposes a general purpose network architecture that combines
the benefits of a pure-ID architecture with those of ICN. Wile a
full deploynent is recommended to nake efficient use of avail able
network resources, it is still possible to opt for a partial or
phased deployment, with the associated tradeoffs that we have

revi ened here

An hl CN enabl ed network offers native of fl oading capabilities thanks
to the anchorl ess properties resulting fromthe pure-1D conmuni cation

scheme. It does so without the need for a third party mappi ng
system and further requires no change in the 5G architecture nor in
its control plane. The architecture will further |everage the

incremental insertion of information centric functionalities through
proxies or direct insertion in user devices as the technol ogy gets
adopt ed and depl oyed.

Integration into the 5G framework
1. Locator based - SRv6
1.1. Insertion in N9 interface

Exi sting nobil e backhaul enploys GIP tunnels to carry user traffic
flows in the network. These tunnels are unidirectional, are
established via the control plane for a particular QS level, and run
on links between access and the different anchor nodes all the way to
DN gat eways

The Tunnel Endpoint Id (TEID) field in the GIP tunnel plays a crucia
role in stitching the data path between the above nentioned network
nodes for a particular user flow In other words, TEIDs are used to
coordinate traffic hand off between different UPFs.

Inits nost basic form SRv6 can be used as a sinple drop-in
alternative for GIP tunnels. The control plane in this approach
remains the same, and still attenpts to establish GIP-U tunnels and
communi cate TEI Ds between the tunnel end points. However, at the
next | evel, SRv6 capable nodes use SIDs to direct user traffic

bet ween t he UPFs.

The sinplest option here is to encapsulate the entire GIP frane as a
payl oad within SRv6. This schenme still carries the GIP header as the
payl oad and as such doesn’t offer any significant advantage.

A much nore promi sing and efficient option however is to use SIDs to
carry tunnel related information. This is comonly known as the
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Tradi tional Mdde for SRv6 support for mobility. Here, TEIDs and
other relevant data can be encoded into SRv6 SIDs which can be mapped
back to TEID s at the internmediate UPFs thus requiring no changes
except at the encapsul ation and de-encapsul ation points in the UPF
chai ns.

Note that this is a direct replacenent of GIP by SRv6. It’s also
worth noting that in this case the MIU overhead in the N9 interface
i s reduced.

[I-D.ietf-dmm srv6-nobil e-upl ane] discusses the details of |everaging
the existing control plane for distributing GIP tunnel information
bet ween the end nodes and enpl oying SRv6 in user plane for UPF
connectivity. The document defines a SID structure for conveying
TEI D, DA, and SA of GIP tunnels, shows how hybrid | PV4/I1PV6 networks
are supported by this nodel and in doing so, it paves a mgration
path toward a full SRv6 user plane.

Anot her alternative that can provide for a snmooth mgration toward
SRv6 data pl ane between UPFs is via the use of "Tag", and optiona
TLV fields in SRH. Simlar to the previously described nmethod, this
approach takes advantage of the existing control plane to deliver GIP
tunnel information to the UPF endpoints. "Tag" and optional TLV
fields in SRH are then used to encode tunnel information in the SRv6
user plane where the UPFs can deternmine the TEID etc. by inverting

t he mappi ng.

In yet another option, GIP tunnel information can be encoded as a
separate SID either within the same SRH after the SID that identifies
the UPF itself (SRH UPF) or inside a separate SRH (SRH-GIP). This
option resenbl es the MPLS | abel stacking mechani smwhich is w dely
used in different VPN scenarios. Here, we use one SIDto carry
traffic to the target UPF and use the other to encode and decode GIP
related infornation.

It must be noted that in any of the above mentioned approaches, the
ingress UPF in SRv6 donmain can insert a SRH containing the Iist of
SIDs that corresponds to all UPFs along the path. Alternatively,
UPFs can stack a new SRH on top of the one inserted by the previous
one as packets traverse network paths between different pairs of UPFs
in the network.

6.1.2. Control Plane considerations
SRv6, when applied in Tradditional Mde follows the inteworking node

and as such does not require control -plane changes. It still attenps
to establish GIP-U tunnel s and communi cate TEI Ds between the tunne
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endpoi nts. AT the next |level of user plane however, SRv6 capable
nodes use SIDs to direct user traffic between the UPFs.

6.1.3. Extensions to N3/F1-U Xn-U interface

Al t hough not strictly the object of study by 3GPP, previous solutions
can (and would gain to) be extended beyond N9 to cover N3 interface
t oo.

The i medi ate benefit is the conplete renoval of all GIP tunnels,

al ong with associ ated nangenent conplexity and traffic overhead. In
particular, this renoves the need for internetworking between N3 and
N9 technol ogies, and offers a uniformuser plane as reconmended in
the specification.

Potential gains can result for an early handling of traffic right
fromthe RAN and thus possibly closer to the UEE The result is a
sinpler and lighter architecture, allow ng convergence wth other
non- 3G°PP accesses.

The mobil e network woul d benefit of the application of SRv6 to both,
N3 and N9 interfaces. The intrinsic ability of SRv6 to integrate, in
a single protocol, the control of the overlay, underlay and NFV
inmplies that if applied to the N3 interface the end-to-end SRv6-based
network slice can start on the NodeB itself.

In addition, SRv6 could be applied to the F1-U interface for cloud-
RAN and TE pur poses.

6.1.4. Coexistence with GIP-based architecture
An alternative vision, although not reconmended, would be to preserve
the current architecture as is, and deploy alternative user planes on
t op.
As explained in section 5.3.1, SRv6 can co-exist with the current
GIP-based control plane. Additionally, the current control plane can
be extended to suport TE as defined in 5.3.2.

From a dat apl ane perspective, SRv6 can coexist on the N9 interface
together with GIP-U traffic.

This is inportant towards a slow migration froma GIP-based
architecture into different architectures.
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6.2. |IDLOC split
6.2.1. Insertion in N9 interface

An | D-LCOC network architecture is able to decouple the identity of
endpoints (ID) fromtheir location in the network (LOC). Comon |D
LOC architectures are based on two mai n conponents, | D LOC data-pl ane
nodes and an | D-LOC nmappi ng system

| D-LOC dat a- pl ane nodes act upon received data traffic and perform

| D-LOC dat a- pl ane operation. The specific operation that these | D
LCC dat a- pl ane nodes performis based on the particular |ID LOC data-
pl ane protocol that they inplenment. |D LOC data-plane protocols are
usual ly divided in two categories, (1) those that encapsulate |ID
based dat a- pl ane packets into LOC based data-pl ane packets and (2)
those that transformthe addresses on the data-plane packets from I D
based addresses to LOC-based addresses. SRv6 and LI SP-DP protocols
are exanples of the former while the |LA protocol is an exanpl e of
the latter.

The 1 D-LOC nmappi ng systemis a database that provides mappi ngs of
Identity to Location for |ID LOC data-plane nodes to use. Usually,

| D-LCOC architectures use an | D-LOC control plane protocol to nmake
avai l abl e at the data-plane nodes the I D LOC nmappi ngs that they need
to operate. Exanples of such IDLOC control plane protocols are

LI SP-CP and | LAMP, which are discussed later in this section.

When integrating ID-LOC architecture into the 5G framework there are
several aspects to take into account. One is that the | D LOC data-

pl ane function needs to be perforned in the data-plane path as the
packets enter and | eave the ID-LOC dormain. On option for this is to
depl oy |1 D-LOC dat a- pl ane nodes adjacent to UPFs to performthe | D LOC
operation on the traffic as it |eaves or enters the UPFs (as shown in
Fig. Figure 12). 1In this case the I D LOC data-plane protocol will be
part of the N9 interface along with current GIP.
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Figure 12: 5G Integration with I D-LOC (Interworking nodel)

Anot her option is to inplenment the I D-LOC data-plane function
directly in the UPFs (as shown in Fig. Figure 13). 1In this case,

these | D-LOC enabl ed UPFs wil |

or transformed and will be able to directly pr

encapsul ated or transforned.

completely replace GIP in the N9 interface.

B
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In this case the I D-LOC protocol will

| D-LCC
ntrol - pl ane--+

I
Vv

e oo+
----------- >+ UPF-B +- N6- -

Figure 13: 5G Integration with ID-LOC (Integrated nodel)

anot her aspect to consider when integrating the | D-LCC

architecture into the 5G framework is that the Mappi ng System needs
to contain the appropriate | D-LOC mappings in coordination with the

SMF.

In order to do so,

the mappings in the Mapping System are

popul ated either by the SMF directly or by the LOC nodes that should

be in synch with the SM. In the former case, an interface fromthe
SMF to the Mapping Systemis needed (as shown in Figs. Figure 12 and
Fi gure 13).
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6.2.2. LISP control plane

The current LISP control-plane (LISP-CP) specification
[I-Dietf-l1isp-rfc6833bis] is data-plane agnostic and can serve as
control plane for different data-plane protocols (beyond the LISP
data-plane). LISP-CP offers different nmechanisns to register
request, notify and update | D Loc mappi ngs between | D-LOC dat a- pl ane
el ements and the I D-LOC Mapping System In the sections bel ow we
descri be how LI SP-CP can serve to enable the operation of the ILA
dat a- pl ane and the SRv6 dat a- pl ane.

It should be noted that the LI SP-CP can run over TCP or UDP. The
same signaling and | ogic applies independently of the transport.
Addi tionally, when running over TCP, the optim zations specified in
[1-D. kouvel as-1isp-map-server-reliable-transport] can be applied.

6.2.2.1. LISP-CP for ILA

The LISP-CP can serve to resolve the Identifier-to-Locator mappings
required for the operation of an |ILA data-plane. The required |ILA
control plane operations of "request/response" and "push" are

i npl emented via the LI SP nechani sns defined in
[I-D.ietf-lisp-rfc6833bis] and [I-D.ietf-lisp-pubsub] respectively.
In addition, the ILA "redirect" operation is inplenented via the
mappi ng notifications described in [I-D.ietf-1isp-pubsub] triggered
as response to data-plane events.

Furthernmore, the LISP-CP can also be used to obtain the ILA
Identifier when it is not possible to locally derivate it fromthe
endpoi nt address. These two mappi ng operations, Endpoint-to-
Identifier and lIdentifier-to-Locator, can be conbined into one
mappi ng operation to obtain the ILA Identifier and associ ated
Locators in a single round of signaling.

The conpl ete specification of howto use the LISP-CP in conjunction
with an | LA data-plane can be found in [I-D. rodrigueznatal -ila-1isp].

6.2.2.2. LISP-CP for SRv6

The LI SP-CP can be used by an ingress SRv6 node to obtain the egress
node SRv6 VPN SID and its correspondi ng SLA associated with such
endpoint. Alternatively, an ingress SRv6 node can use the LISP-CP to
obtain not only the egress SRv6 VPN segnent for a particul ar endpoint
but also the SRv6 SIDIlist to steer the traffic to that egress SRv6
node.
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The conpl ete specification of howto use the LI SP-CP in conjunction
with an SRv6 data-plane can be found in
[I-D.rodrigueznatal -1isp-srv6].

6.2.3. |ILA control plane

The I LA control plane is conposed of napping protocols that nmanage
and di ssem nate information about the mappi ng database. There are
two | evel s of mapping protocols: one used by ILA routers that require
the full set of ILA nmappings for a donmain, and one used by |ILA nodes
that maintain a caches of nappi ngs.

The | LA mapping systemis effectively a key/val ue datastore that naps
identifiers to locators. The protocol for sharing mapping

i nformati on anongst | LA routers can thus be inplenented by a

di stributed database [I-D. herbert-ila-ilanp]. |LA separates the
control plane fromthe user plane, so alternative control plane
protocols nay be used with a conmon user pl ane
[1-D.1apukhov-bgp-ila-afi], [I-D. rodrigueznatal-ila-lisp].

The |1 LA Mapping Protocol [I-D.herbert-ila-ilanp] is used between |LA
forwardi ng nodes and | LA mapping routers. The purpose of the
protocol is to populate and naintain the |ILA nmapping cache in
forwardi ng nodes. | LAMP defines redirects, a request/response
protocol, and a push mechanismto popul ate the mapping table. Unlike
traditional routing protocols that run over UDP, this protocol is

i ntended to be run over TCP and nmay be RPC oriented. TCP provides
reliability, statefulness inplied by established connections,
ordering, and security in the formof TLS. Secure redirects are
facilitated by the use of TCP. RPC facilities such REST, Thrift, or
GRPC | everage wi dely depl oyed nodel s that are popul ar in SDN

6. 2. 4. Extensions to N3/F1-U Xn-U interface

While not the main focus of this docunent, it is worth noting that it
is also possible to enable an | D-LCC dat a-pl ane over the N3 interface
and to instantiate the I D-LOC overlay directly at the NodeB. In this
case, the NodeB will inplenment the functionality of an | D LOC node,
i.e. it will retrieve I D LOC mappi ngs using an ID-LOC contro

protocol and will encapsul ate/transform | D packets into LOC packets.
Bringing the | D-LOC data-plane to the NodeB (closer to the UE) has
several advantages: (1) conplete renoval of GIP tunnels, (2) unified
managenment of the I D LOC data-pl ane across the network, (3) inproved
dat a- pl ane latency due to traffic being forwarded to the destination
I D-LCC node directly fromthe NodeB, and (4) |ower handover tine
since the ID-LOC nobility event can start at the NodeB itself.
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6.2.5. Coexistence with GIP-based architecture

| D-Locat or separation architecture can be inplenented by contro

pl ane of a dedicated protocol such as LISP, ILA, etc., however, it
may cause nmjor inpact to the specifications of 3GPP 5GS. The
approach, described in [I-D. honma-dnm 5gs-id-1 oc-coexi stence],
enabl es to introduce such | D Locator separation protocols into 5GS
with no or low inpacts. It would also support a migration path
toward a network which an | D Locator separation protocol is

conpl etely incorporated

Thi s approach establishes an individual domain/slice in which an | D
Locat or

separation protocol works as packet forwarding nmechanism and divert
the appropriate packets (e.g., packets for UE-to-UE conmunication) to
the donmain at local/distributed UPFs by using Up-Link Cassifier
(ULCL). ULCL is a fundanental function of UPF, and it diverts uplink
traffic based on filter rules indicated by SM. The other packets to
a central UPF (e.g., packets for Internet access) are forwarded with
GIP-U via N9 interface.

The architecture is shown in Figure 14.
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Figure 14: Architecture of 5GS and | D-LOC Coexi stence

Coexi stence approach allows to use GIP-U or any other forwarding
protocol described in this docunent as user plane nmechani sm
However, each LOC-Node nmust be connected to the all other LOC- Nodes,
and thus it may cause conplexity of path managenent if you use a
prot ocol which needs session establishnent.

Regarding to control plane of this approach, every dedicated | D
Locat or separation protocol described in this document can be used.
For managenent of nobility of UEs in I D Locator separation domain

some cooperation between SMF and mappi ng systemis needed. |In this
approach, a UE is attached to a LOC- Node only when it conmunicates to
another UE or an NF in a dDN. |In 5GS, SMF nanages sessions, and thus

SMF may be required to update mappi ng database when an UE noves to
under another UPF or an NF is noved to another dDN. The i npact
caused by such cooperation can be reduced by using Naf interface
which is defined in 5GS specifications.

Thi s approach provides a nechani smfor introducing |D Locator

separation architecture into 5GS with no or noninal inpact, and
achi eves optinization of forwardi ng path and session continuity.
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Moreover, this can keep scalability on forwarding on down link from
cDN/ I nternet because it can use the current GIP-based nechani sm

Meanwhi | e, this approach causes an extra hop when diverting packets
to I D-Locator separation donmain, and it nay |eads to increase of
| at ency.

6.3. |Dbased - hICN
By operating directly on routers’ FIBs for nobility updates, dynamc

hop- by-hop forwarding strategies etc., hICN inherits the sinplicity
of IP forwarding and reuses |P routing protocols for ID prefixes

advertisenment and routing. |In this way it renoves the chall enges of
managi ng a di stributed mappi ng service at scale (cache update/
refresh, etc.). In addition it remains conpatible with the exiting

control plane architecture as proposed in the 3GPP standard, with no
change required to N1, N2 or N4.

MAP- Me anchor | ess producer mobility managenent does not inply SMF

i nteraction, but does not exclude neither to use SMF signaling to
trigger MAP-Me updates or to handle FIB updates, at the condition to
foll ow the sane procedure described for MAP-Me. However, the absence
of SMF interaction mght be beneficial in case of dense depl oynents
or failure of the central control entities (infrastructure-Iess
communi cati on scenarios) to enpower distributed control of loca
mobility within an area

6.3.1. Insertion in N9 interface

Insertion of hICNin 5GIP infrastructure is facilitated by its
design allowing a selective insertion of hlCN capabilities in a few
networ k nodes at the edge (no need for pervasive fully hlCN network
enabl enent), and to guarantee a transparent interconnection wth

hl CN-unaware | P nodes, w thout using overl ays.

The depl oynment of hICN routers allow to avoid the reliance on GIP
tunnel s, and to provide an agile transport and native anchorl ess
mobility natively. The resulting protocol stack is showin in

Figure 15. We remark that in the protocol layer, hICN is associated
to I Pv6 PDU | ayer, transported in N9 directly over L2.
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6.3.3. Extensions to N3/Fl1-U Xn-U interface

This option ensures that forwarding beyond the radio access is
directly nmanaged through hICN. As a consequence, no additional state
nor signaling is required for static and nobil e consuners, nor for
static producers. The inpact of producer nmobility is | ow because of
the small nunber of inpacted routers.

Dynami c forwardi ng capabilities are extended in this configuration to
the selection of the first UPF, with the potential of additiona
performance i nprovenent and hi gher traffic offl oad because of the
depl oynent of hICN functionalities closer to the UE. A significant
advant age arises in dense deploynents scenari os where it becones
possible to isolate the core network fromthe |ocally-nmanagenent
mobility (a design objective of the nobile architecture), while

all owing distributed selection of ingress UPFs, and dynam c per-
packet | oad bal ancing of traffic across them

6.3.4. Coexistence with GIP-based architecture

This section discusses the insertion of hICNNAMM in an unnodified
3GPP 5G reference architecture, where GIP tunnels are preserved. As
previously stated, nmintaining GIP tunnels does not allow to overcone
limtations of anchor-based approaches. However, a transparent
integration of hICNNAMMIlimts to the m ni nrum depl oyment costs and

al ready brings advantages over the baseline architecture presented
earlier.

The first option shares sone simlarities with the previous situation
and proposes to deploy hl CN-AMM wi t hin Mobil e Edge Conputing (MEC)

platforns. It relies on the |ocal breakout capability introduced in
5G through the UL/CL. This function is used to realize the hICN
punting function described in [I-D.nuscariello-intarea-hicn], i.e. to

identify hICNtraffic (Interest and Data packets) and forward it to
the I ocal MEC hICN instance. Although it preserves tunnels and
anchor points, this option pernmits an early ternination of tunnels
and the distribution of hlICN capabilities close to the edge like in
pat h caching and rate/l oss/congestion control which may be | everaged
for efficient lowlatency content distribution especially in presence
of consumer nobility.

The second option consists in the depl oynent of hl CN-AMM as User

Pl ane Function (UPF) inside nobile user plane. It has the advantage
of preserving hlCN benefits in terms of consuner nobility and
flexible transport.

A nore in depth presentation of those alternative deploynents can be
found in [I-D. auge-dmm hi cn-nobility-depl oynment-options].
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6.4. Coexistence of nultiple protocols in network slices

Slicing is one of the miin features in 5G  Several Slices with
different requirenents can coexist on top of the conmon network
infrastructure. Diverse flows belonging to different 5G slices can
be conpletely disjoint or can share different parts of the network
i nfrastructure

Al'l proposals reviewed in this draft |end thenselves well to 5G
slicing paradigm that can assist a transition of services towards
these new user plane protocols, or allow the coexistence of different
depl oynent options.

Figure 16 illustrates the use of network slices with the different
proposals. Al categories of approach can coexist in separate
slices, so as different deploynents of the sane approach. W refer
to previous sections for nore details about the possible
configurations for ID-LOC, and limt our discussion here to the
possibility for different slices to deploy their own mappi ng system

or share it as illustrated here
Locat or - based I D-LCC split | D- based
(GTP, SRv6-T) (LISP, ILSR, |LA, SRv6-E) (hl CN)
e T o e e e e e aa oo [ RS
I I I
o e e e e e B S +
| +------- + Slice #1 | | +---------- + Slice #2 | | +------- + Slice #4
| | SMF [---+ GIP | | | Mapping +---+ | | | SMF [---+ hICN |
| +--+----+ | | | +---+----- ++ | | | +--+---+ | AWM |
| N4 | | N | | I I I | | M| | M
[ S kB R e B R e i B B i S G S SR
| | UPF]| | UPF | | | | LOCGA]| | | LCCGB]| | | | UPF| | UPF | |
| +----- + oo + || +------- + | H------- + | | +----- + oo +
e e e e e oo o T ST [----------- S T +
I I I I I
+- - -+ | +- - -+ +- - - -+ +- - -+
| DN | I | DN | | MEC | | DN |
+--- -+ | +--- -+ +----- + +--- -+
S [------------ +
[ [ Slice #3 |
| e +---+ |
I I I I
| +---4---+ L - + [
Fo-m - - + | | LOCA | | LOC-B | |---] DN |
| MEC |--| +------- + [ SR + +--- -+
+-- oo - e +

Figure 16: Network slices in 5G
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*|Locat or - based*

Slice #1 illustrates | egacy use of UPFs with GIP in a slice. New
approaches can be deployed increnentally or in parts of the network.
As denonstrated, the use of network slices can provide donain
isolation for this.

*] D-LOC split*

Slice #2 and #3 support ID-LOC. W illustrate in slice #2 a typica
depl oynent with ILA. Mpping then corresponds to ILAM LOC-Ato
ILA-N and LOC-B to | LA-R

Some nunber of ILA-Ns and | LA-Rs are deployed. |LA transformations
are performed over the N9 interface. |LA-Rs would be deployed at the
N6 interface to performtransformati ons on packets received froma
data network. |ILA-Ns will be deployed deeper in the network at one
side of the N3 interface. |LA-Ns nay be supplemented by ILA-Rs that
are deployed in the network. |LA-M manages the |ILA nodes and nappi ng
dat abase within the slice

Slice #3 shows another slice that supports ILA. In this scenario,
the slice is for Mbile Edge Conputing. The slice contains |ILA-Rs
and I LA-Ns, and as illustrated, it nay also contain |LA Hs that run

directly on edge conputing servers. Note in this exanple, one |LA-M
and hence one | LA donain, is shared between slice #2 and slice #3.
Alternatively, the two slices could each have their own |ILA-M and
define separate | LA donuains

*| D- based*

Finally, in slice #4, a slice using hICNNAW i s shown, that does not
require any mappi ng system nor changes in N4.

6.5. Interoperability/Roam ng considerations

D fferent situations including roaning scenarios mght require the
coexi stence of different nobility protocols for the same user plane.
In Figure 17 and Figure 18, we illustrate two possi bl e depl oynments
for the Home- Rout ed Roami ng Scenario, respectively using a UPF
supporting several protocols, and relying on an exchange service
poi nt for interconnection.
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VPLWN [ HPLIWN
_____ - - - N32 ----cccc e oo oo -
I I I
+-- -+ [ +-- -+
| SMF | I | SMF |
+-- -4+ | +-- -4+
I I I
oo + | | |
| 5G UE | I I I
Hom - - -+ N4 [ N4
I I I
| e + +- - - -+ +- - - -+ L pp——
+----- | gNB |----- | UPF |----- N9------ | UPF |------ | DN |
+o-- - + +o-- - + +o-- - + +----+

Figure 17: Direct Connectivity between operators with UPFs supporting
nore than one nmobility protocols

VPLMWN | HPLIWN
_____ - - - N32 ----cccc e oo oo -
I I I
+-- -+ [ +-- -+
| SMF | I | SMF |
+-- -4+ | +-- -4+
I I I
oo + | | |
| 5G UE | I I I
Hom - - -+ N4 [ N4
I I I
| e + +- - - -+ e + +- - - -+ L pp——
Femm - - | gNB |----- | UPF |---|] Exc |----] UPF |------ | DN |
+--- - - + +--- - - + +--- - - + +--- - - + +----+

Fi gure 18: Connectivity between operators using an Exchange that
supports nultiple nobility protocols

7. Summary
Thi s docunment summarizes the various | ETF protocol options for GIP
repl acenent on N9 interface of 3GPP 5G architecture. The docunent
al so proposes optional raplacenets of GIP in N3 interface.

8. Formal Syntax

The follow ng syntax specification uses the augnented Backus- Naur
Form (BNF) as described in [RFC2234].
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9.

10.

11.

12.

12.

Security Consideration

Al'l 3GPP security aspects apply to all the protocols discussed in
thi s docunent.

I ANA Consi derations
There are no | ANA considerations in this specification.
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