Net wor k Wor ki ng Group C. Huitema
I nternet-Draft Private Cctopus Inc.
I ntended status: |nformational June 29, 2018
Expi res: Decenber 31, 2018

DNS- SD Privacy Scaling Tradeoffs
draft-huitema-dnssd-privacyscal i ng- 01

Abst r act

DNS- SD (DNS Service Discovery) normally discloses infornmation about
both the devices offering services and the devices requesting
services. This information includes host nanmes, network paraneters,
and possibly a further description of the correspondi ng service

i nstance. Especially when nobile devices engage in DNS Service

Di scovery over Miulticast DNS at a public hotspot, a serious privacy
probl em ari ses.

The draft currently progressing in the DNS-SD Wrking Goup assunes
peer-to-peer pairing between the service to be discovered and each of
its clients. This has good security properties, but creates scaling
i ssues, because each server needs to publish as many announcenents as
it has paired clients. This |leads to |arge nunber of operations when
servers are paired with many clients.

Different designs are possible. For exanmple, if there was only one
server "discovery key" known by each authorized client, each server
woul d only have to announce a single record, and clients would only
have to process one response for each server that is present on the
network. Yet, these designs will present different privacy profiles,
and pose different managenent challenges. This draft anal yses the
tradeoffs between privacy and scaling in a set of different designs,
usi ng either shared secrets or public keys.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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requesting identities along with informati on about the offered and
requested services. Parts of the published information can seriously
breach the users’ privacy. These privacy issues and potentia
solutions are discussed in [ KWM4a] and [ KWL4b].

A recent draft [I-D.ietf-dnssd-privacy] proposes to solve this
probl em by relying on device pairing. Only clients that have paired
with a device would be able to discover that device, and the

di scovery woul d not be observable by third parties. This design has
a nunber of good privacy and security properties, but it has a cost,
because each server nust provi de separate annoucenents for each
client. In this draft, we conpare scaling and privacy properties of
three different designs:

0 The individual pairing defined in [I-D.ietf-dnssd-privacy],

o0 A single server discovery secret, shared by all authorized
clients,

o0 A single server discovery public key, known by all authorized
clients.

After presenting briefly these three solutions, the draft presents
the scaling and privacy properties of each of them

2. Privacy and Secrets

Private discovery tries to ensure that clients and servers can

di scover each other in a potentially hostile network context, while
mai ntai ni ng privacy. Unauthorized third parties nust not be able to
di scover that a specific server or device is currently present on the
networ k, and they nmust not be able to discover that a particul ar
client is trying to discover a particular service. This cannot be
achi eved without some kind of shared secret between client and
servers. W review here three particular designs for sharing these
secrets.

2.1. Pairing secrets

The solution proposed in [I-D.ietf-dnssd-privacy] relies on pairing
secrets. Each client obtains a pairing secret fromeach server that
they are authorized to use. The servers publish announcenents of the
form "nonce| proof", in which the proof is the hash of the nonce and
the pairing secret. The proof is of course different for each
client, because the secrets are different. For better scaling, the
nonce is comon to all clients, and defined as a coarse function of
time, such as the current 30 minutes interval
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Clients discover the required server by issuing queries containing
the current nonce and proof. Servers respond to these queries if the
nonce matches the current tine interval, and if the proof matches the
hash of the nonce with one of the pairing key of an authorized
client.

2.2. Goup public keys

In contrast to pair-wi se shared secrets, applications may associate
public and private key pairs with groups of equally authorized
clients. This is identical to the pairw se sharing case if each
client is given a unique key pair. However, this option pernits
multiple users to belong to the same group associated with a public
key, depending on the type of public key and cryptographi c scheme
used. For exanple, broadcast encryption is a scheme where nmany
users, each with their own private key, can access content encrypted
under a single broadcast key. The scaling properties of this variant
depend not only on how private keys are nanaged, but also on the
associ ated cryptographic algorithms) by which those keys are used.

2.3. Shared synmetric secret

Instead of using a different secret for each client as in

Section 2.1, another design is to have a single secret per server
shared by all authorized clients of that server. As in the previous
solution, the servers publish announcenents of the form

"nonce| proof", but this time they only need to publish a single
announcenent per server, because each server maintains a single

di scovery secret. Again, the nonce can be comon to all clients, and
defined as a coarse function of tine.

Clients discover the required server by issuing queries containing
the current nonce and proof. Servers respond to these queries if the
nonce matches the current tine interval, and if the proof matches the
hash of the nonce with one of the discovery secrets.

2.4. Shared public key

Instead of a discovery secret used in Section 2.3, clients could
obtain the public keys of the servers that they are authorized to
use.

Many public key systenms assune that the public key of the server is,
well, not secret. But if adversaries know the public key of a
server, they can use that public key as a unique identifier to track
the server. Mbdreover, they could use variations of the padding
oracle to observe discovery protocol nessages and attribute themto a
specific public key, thus breaking server privacy. For these
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reasons, we assume here that the discovery public key is kept secret,
only known to authorized clients.

As in the previous solution, the servers publish announcenents of the
form "nonce| proof", but this tinme they only need to publish a single
announcenent per server, because each server nmintains a single

di scovery secret. The proof is obtained by either hashing the nonce
with the public key, or using the public key to encrypt the nonce --
the point being that both clients and server can construct the proof.
Agai n, the nonce can be comon to all clients, and defined as a
coarse function of tine.

The advant age of public key based solutions is that the clients can
easily verify the identity of the server, for exanple if the service
is accessed over TLS. On the other hand, just using standard TLS
woul d di sclose the certificate of the server to any client that
attenpts a connection, not just to authorized clients. The server
shoul d thus only accept connections fromclients that denonstrate
know edge of its public key.

3. Scaling properties of different solutions
To anal yze scaling issues we will use the follow ng vari abl es:
N: The average nunber of authorized clients per server
G The average nunber of authorized groups per server
M The average nunber of servers per client.
P: The average total nunber of servers present during discovery.
The big difference between the three proposals is the nunber of
records that need to be published by a server when using DNS-SD in
server node, or the nunber of broadcast nessages that needs to be
announced per server in nDNS node:
Pairing secrets: Q(N): One record per client.
G oup public keys: Q(GQG: One record per group
Shared symetric secret: Q1): One record for all (shared) clients.

Shared public key: O1): One record for all (shared) clients.

There are other el enents of scaling, |inked to the mapping of the
privacy di scovery service to DNS-SD. DNS-SD identifies services by a
combi nation of a service type and an instance nane. |In classic
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mappi ng behavior, clients send a query for a service type, and wll
recei ve responses from each server instance supporting that type:

Pairing secrets: Q(P*N): There are Q(P) servers present, and each
publ i shes Q'N) i nstances.

G oup public keys: Q(P*Q: There are Q(P) servers present, and each
publi shes (G instances.

Shared symetric secret: QP): One record per server present.
Shared public secret: QP): One record per server present.

The DNS-SD Privacy draft suggests an optimnization that considerably
reduces the considerations about scaling of responses -- see section
4.6 of [I-D.ietf-dnssd-privacy]. |In that case, clients conpose the
list of instance nanes that they are | ooking for, and specifically
query for these instance nanes:

Pairing secrets: Q(M: The client will conpose OM queries to
di scover all the servers that it is interested in. There will be
at nost (M responses.

G oup public keys: Q(M: The client will conpose M queries to
di scover all the servers that it is interested in. There will be
at most (M responses.

Shared symetric secret: QM: Sanme behavior as in the pairing
secret case.

Shared public secret: QO M: Sane behavior as in the pairing secret
case.

Finally, another elenent of scaling is cacheability. Responses to
DNS queries can be cached by DNS resol vers, and nDNS responses can be
cached by nDNS resolvers. |If several clients send the sanme queries,
and if previous responses could be cached, the client can be served

i medi ately. There are of course differences between the sol utions:

Pairing secrets: No caching possible, since there are separate
server instances for separate clients.

G oup public keys: Caching is possible for anong nmenbers of a group.

Shared symetric secret: Caching is possible, since there is just
one server instance.
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Shared public secret: Caching is possible, since there is just one
server instance.

4. Conparing privacy posture of different solutions

The analysis of scaling issues in Section 3 shows that the solutions
base on a common di scovery secret or discovery public key scale nuch
better than the solutions based on pairing secret. Al these
solutions protect against tracking of clients or servers by third
parties, as long as the secret on which they rely are kept secret.
There are however significant differences in privacy properties,

whi ch becone visible when one of the clients becones conproni sed.

4.1. FEffects of conprom zed client

If aclient is conpronised, an adversary will take possession of the
secrets owned by that client. The effects will be the follow ng:

Pairing secrets: Wth a valid pairing key, the adversary can issue

queries and parse announcenents. It will be able to track the
presence of all the servers to which the conpromnised client was
paired. It may be able to track other clients of these servers if

it can infer that nultiple independent instances are tied to the
same server, for exanple by assessing the | P address associ ated
with a specific instance. It will not be able to inpersonate the
servers for other clients.

G oup public keys: Wth a valid group private key, the adversary can

i ssue queries and parse announcenents. It will be able to track
the presence of all the servers with which the conproni sed group
was authenticated. It may be able to track other clients of these

servers if it can infer that multiple independent instances are
tied to the same server, for exanple by assessing the |IP address
associated with a specific instance. It will not be able to

i npersonate the servers for other clients or groups.

Shared symmetric secret: Wth a valid discovery secret, the

adversary can i ssue queries and parse announcenents. It wll be
able to track the presence of all the servers that the conprom sed
client could discover. It will also be able to detect the clients

that try to use one of these servers. This will not reveal the
identity of the client, but it can provide clues for network
anal ysis. The adversary will also be able to spoof the server’s
announcenents, which could be the first step in a server

i mper sonation attack

Shared public secret: Wth a valid discovery public key, the
adversary can i ssue queries and parse announcenents. It wll be
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able to track the presence of all the servers that the conprom sed
client could discover. It will also be able to detect the clients
that try to use one of these servers. This will not reveal the
identity of the client, but it can provide clues for network

anal ysis. The adversary will not be able to spoof the server’'s
announcenments, or to inpersonate the server.

Revocati on

Assunme an administrator discovers that a client has been conpronised.
As seen in Section 4.1, conpromising a client entails a | oss of
privacy for all the servers that the client was authorized to use,
and also to all other users of these servers. The worse situation
happens in the solutions based on "discovery secrets", but no
solution provides a great defense. The administrator will have to
renedy the problem which neans different actions based on the

di fferent solutions:

Pairing secrets: The adnministrator will need to revoke the pairing
keys used by the conpronised client. This inplies contacting the
(M servers to which the client was paired.

Group public key: The adm nistrator nust revoke the private key
associated with the conproni sed group nenbers and, dependi ng on
the cryptographic schenme in use, generate new private keys for
each exi sting, non-conpronised group nenber. The latter is
necessary for public key encryption schenmes wherein group access
is permtted based on ownership (or not) to an included private
key. Sonme public key encryption schenes pernit revocati on without
rotating any non-conproni sed group nenber private keys.

Shared synmmetric secret: The administrator will need to revoke the
di scovery secrets used by the conprom sed client. This inplies
contacting the QM servers that the client was authorized to
di scover, and then the Q'N) clients of each of these servers.
This will require a total of Q' N*M nanagenent operations.

Shared public secret: The administrator will need to revoke the
di scovery public keys used by the conprom sed client. This
inplies contacting the QM servers that the client was authorized
to discover, and then the Q(N) clients of each of these servers.
Just as in the case of discovery secrets, this will require Q(NM
nmanagenent operati ons.

The revocation of public keys might benefit from some kind of

centralized revocation list, and thus may actually be easier to
organi ze than sinple scaling considerations would dictate.

tema Expi res Decenber 31, 2018 [ Page 8]



Internet-Draft DNS- SD Privacy Scaling Tradeoffs June 2018

4.3. FEffect of conpronized server

If a server is conpronised, an adversary will take possession of the
secrets owned by that server. The effects are pretty nuch the sane
in all configurations. Wth a set of valid credentials, the

adversary can inpersonate the server. |t can track all of the
server’'s clients. There are no differences between the various
sol uti ons.

As renedy, once the conpromise is discovered, the admi nistrator wll
have to revoke the credentials of QN) clients, or (G groups,

connected to that server. |In all cases, this could be done by
notifying all potential clients to not trust this particular server
anynor e.

5. Summary of tradeoffs

In the preceding sections, we have reviewed the scaling and privacy
properties of three possible secret sharing solutions for privacy
di scovery. The conparison can be sumred up as foll ow

o m e e e e e oo oo Fomm e - Fom e e o e e e - +
| Sol ution | Scaling | Resistance | Renediation

oo e e e e aao oo s TR TS S +
[ Pairing secret [ Poor | Bad [ Good [
| G oup public key |  Medium | Bad | Maybe |
| Shared symmetric secret | Good | Really bad | Poor |
[ Shared public secret | Good | Bad [ Maybe [
oo e e e e eie oo s TS TS S +

Tabl e 1: Conparison of secret sharing solutions

Al'l four types of solutions provide reasonable privacy when the
secrets are not conprom sed. They all have poor resistance to the
conpronmi se of a client, as explained in Section 4.1, but sharing a
symretric secret is much worse because it does not prevent server

i npersonation. The pairing secret solution scales worse than the
di scovery secret and discovery public key solutions. The group
public key scales as the nunber of groups for the total set of
clients; this depends on group assignment and will be internediate
between the pairing secret and shared secret solutions. The pairing
secret solution can recover froma conpronise with a smaller nunber
of updates, but the public key solutions may benefit froma sinple
recovery solution using some formof "revocation list".
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6.

Security Considerations

Thi s docunment does not specify a solution, but discusses future
choi ces when providing privacy for discovery protocols.

I ANA Consi derations
This draft does not require any | ANA acti on.
Acknowl edgnent s
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I nformati ve References

[I-D.ietf-dnssd-pairing]
Huitema, C. and D. Kaiser, "Device Pairing Using Short
Aut hentication Strings", draft-ietf-dnssd-pairing-04 (work
in progress), April 2018.

[I-D.ietf-dnssd-privacy]
Huitema, C. and D. Kaiser, "Privacy Extensions for DNS-
SD', draft-ietf-dnssd-privacy-04 (work in progress), April
2018.

[ KWL4a] Kai ser, D. and M Wl dvogel, "Adding Privacy to Milticast
DNS Service Discovery", DO 10.1109/ Trust Com 2014. 107,
2014, <http://ieeexplore.ieee.org/xpl/
articleDetails.jsp?arnunber=7011331>.

[ KW14Db] Kai ser, D. and M Wal dvogel, "Efficient Privacy Preserving
Mul ticast DNS Service Discovery",
DO 10. 1109/ HPCC. 2014. 141, 2014,
<http://ieeexplore.ieee.org/xpl/
articleDetails.jsp?arnunber=7056899>.

[ RFC6762] Cheshire, S. and M Krochmal, "Milticast DNS', RFC 6762,
DO 10.17487/ RFC6762, February 2013,
<https://www. rfc-editor.org/info/rfc6762>.

[ RFC6763] Cheshire, S. and M Krochmal, "DNS-Based Service
Di scovery", RFC 6763, DO 10.17487/ RFC6763, February 2013,
<https://www. rfc-editor.org/info/rfc6763>.

Hui t ema Expi res Decenber 31, 2018 [ Page 10]



Internet-Draft DNS- SD Privacy Scaling Tradeoffs June 2018

[ RFC7858] Hu, Z., Zhu, L., Heidenmann, J., Mankin, A, Wssels, D.,
and P. Hoffman, "Specification for DNS over Transport
Layer Security (TLS)", RFC 7858, DO 10.17487/ RFC7858, May
2016, <https://ww.rfc-editor.org/info/rfc7858>

[ SI GVA] Krawczyk, H., "SIGVA: The 'Sl Gnh- and- MAc' approach to
aut henticated Diffie-Hellman and its use in the I KE
protocol s", 2003, <http://link.springer.com content/
pdf / 10. 1007/ 978- 3- 540- 45146- 4_24. pdf >.

[wWi16] Wi, D., Taly, A, Shankar, A, and D. Boneh, "Privacy,
di scovery, and authentication for the internet of things"
2016, <https://arxiv.org/ pdf/1604.06959. pdf 922>

Appendi x A.  Survey of I|nplenentations

This section surveys several private service discovery designs in the
context of the threat nodel detail ed above.

A.1. DNS-SD Privacy Extensions

Hui tema and Kaiser [I-D.ietf-dnssd-privacy] deconpose private service
di scovery into two stages: (1) identify specific peers offering
private services, and (2) issue unicast DNS-SD queries to those hosts
after connecting over TLS using a previously agreed upon pre-shared
key (PSK), or pairing key. Any out-of-band pairing nmechanismw ||
suffice for PSK establishnment, though the authors specifically
mention [I-D.ietf-dnssd-pairing] as the pairing mechanism Step (1)

i s done by broadcasting "private instance nanes" to |ocal peers,

usi ng service-specific pairing keys. A private instance nane N for
sone service with name N is conposed of a unique nonce r and
commitnment to r using Nk. Conmtnents are constructed by hashing
Nk with the nonce. Only owners of N k may verify its correctness
and, upon doi ng so, answer as needed. The draft recommends
randoni zi ng hostnanmes in SRV responses along with other identifiers,
such as MAC addresses, to minimze likability to specific hosts.

Note that this alone does not prevent fingerprinting and tracking
usi ng that hostnane. However, when done in conjunction with steps
(1) and (2) above, this mitigates fingerprinting and tracking since
di fferent hostnanmes are used across venues and real discovered
services remai n hidden behind private instance nanes.

After discovering its peers, a node will directly connect to each
device using TLS, authenticated with a PSK derived from each
associ ated pairing key, and issue DNS-SD queries per usual. DNS
messages are fornul ated as per [RFC7858].
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As an optimnization, the authors recommend that each nonce be
determnistically derived based on tinme so that comitnent proofs may
be precomputed asynchronously. This avoids O N*M conputation, where
N is the nunmber of nodes in a local network and Mis the nunber of
per - node pairings.

This system has the follow ng properties:

1. Symmetric work load: clients and servers can pre-conpute private
i nstance nanes as a function of their pairing secret and
predi ct abl e nonce.

2. Mitual identity privacy: Both client and server identities are
hi dden from active and passive attackers that do not subvert the
pai ri ng process.

3. No client set size hiding: The nunber of private instance nanes
reveal s the nunmber of unique pairings a server has with its
clients. (Servers may pad the list of records with random
i nstance nanes, though this introduces nore work for clients.)

4. Unlinkability: Private service nanes are unlinkable to post-
di scovery TLS connections. (Note that if determninistic nonces
repeat, servers risk linkability across private service nanes.)

5. No fingerprinting: Assum ng servers use fresh nonces per private
i nstance nane, advertisenents change regularly.

A 2. Private |loT

Boneh et al. [W16] devel oped an approach for private service

di scovery that reduces to private nutual authentication. Mreover,
it should be infeasible for any adversary to forge advertisements or
i npersonate anyone el se on the network. Specifically, service

di scoverers only wish to reveal their identity to services they
trust, and vice versa. Existing protocols such as TLS, |KE, and
SIGVA [SIGVA] require that one side reveal its identity first. Their
approach first allocates, via sone policy manager, key pairs

associ ated wi th human-readabl e policy nanes. For exanple, user Alice
m ght have a key pair associated with the nanes /Alice, /Alicel
Famly, and /Alice/Device. Her key is bound to each of these nanes.
Aut hentication policies (and trust nodels) are then expressed as
policy prefix patterns, e.g., /Alice/*. Broadcast nmessages are
encrypted to policies. For exanple, Alice nmight encrypt a nmessage m
to the policy /Bob/*. Only Bob, who owns a private key bound to,
e.g., /Bob/Devices, can decrypt m (This procedure uses a form of

i dentity-based encryption called prefix-based encryption. Readers
are referred to [WI16] for a thorough description.)
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Using prefix- and policy-based encryption, service discovery is
deconposed into two steps: (1) service announcenent and (2) key
exchange, simlar to [I-D.ietf-dnssd-privacy]. Announcenents carry
service identities, epheneral key shares, and a signature, al
encrypted under the service's desired policy prefix, e.g., /Aicel
Fam ly/*. Upon recei pt of an announcement, clients with matching
policy private keys can decrypt the announcement and use the
epheneral key share to performan Authenticated Diffie Hellnan key
exchange with the service. Upon conpletion, the derived shared
secret may be used for any further comunication, e.g., DNS-SD
queries, if needed.

This system has the follow ng properties:

1. Asymetric work | oad: conputation for clients is on the order of
advertisenents.

2. Mitual identity privacy: Both client and server identities are
hi dden from active and passive attackers.

3. dient set size hiding: Policy-based encryption advertisenents
hi des the nunber of clients with matching policy keys.

4. Unlinkability: Cient initiated connections are unlinkable to
servi ce advertisenments (nodul o network-Iayer connection
i nformati on, such as advertisenment origin and connection
destination).
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