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Abstract

Thi s docunent di scusses the usage and applicability of Link State
Vector Routing (LSVR) extensions in the CLOS architecture of Data
Center Networks. The docunment is intended to provide a sinplified
gui de for the depl oynment of LSVR extensions.
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1. Introduction

Thi s docunment conplenments [I-D.ietf-1svr-bgp-spf] by discussing the
applicability of the technology in a sinple and fairly comon
depl oynent scenario, which is described in Section 4.

After describing the deploynent scenario, Section 5 will describe the
reasons for BGP nodifications for such depl oynments.

Once the control plane routing protocol requirenments are descri bed,
Section 6 will cover the LSVR protocol enhancenents to BGP to neet
these requirenents and their applicability to Data Center CLOS

net wor ks.

2. Requirenments Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
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14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

3. Recomended Readi ng

Thi s docunent assumes know edge of existing data center networks and
data center network topologies [CLOS]. This docunment al so assunes
know edge of data center routing protocols |like BGP [ RFC4271], BGP-
SPF [I-D.ietf-1svr-bgp-spf], OSPF [ RFC2328], as well as, data center
OAM protocols |ike LLDP [ RFC4957] and BFD [ RFC5580] .

4. Conmon Depl oynent Scenario

Wthin a Data Center, a comon network design to interconnect servers
is done using the CLCS topology [CLOS]. The CLCOS topology is fully
non- bl ocki ng and the topology is realized using Equal Cost Miltipath
(ECMP). In a CLCS topology, the m ni mum nunber of parallel paths

bet ween two servers is deternmined by the width of a tier-1 stage as
shown in the figure 1.

The following exanple illustrates nultistage CLOS topol ogy.
Tier-1
oo -- +
| NODE |
+> 12 |--+
||
Tier-2 | | Tier-2
e + e + e +
R >| NODE |[--+->|NODE |--+--|NODE |------------- +
| +omm - | 9 |--+ | 10 | +--| 12 |----- + |
| | +----- + +----- + +----- + | |
I I I I
| +om - - + +om - - + +om - - + | |
| +----- +----> NODE |--+ |NODE| +--|NODE |----- R + |
|| | +---1 6 |--+-> 7 [|--+--] 8 [---+| ||
|| [ I L B SRR L B SRR + | ||
|| || I I || ||
+om - + - + [ +om - + +om - + - +
| NODE | |NCDE | Tier-3 +->| NODE | --+ Tier-3 | NODE | | NODE |
1 11 2| | 3 | | 4 | | 5 |
e - - + 4----- + e - - + e - - + 4----- +
|| | | || | |
A O B O <- Servers -> Z O (ON0)
Figure 1: Illustration of the basic CLOS
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5.

Justification for BG SPF Extension

Many data centers use BGP as a routing protocol to create an overl ay
as well as an underlay network for their CLOS Topologies to sinplify
| ayer-3 routing and operations [ RFC7938]. However, BGP is a path-
vector routing protocol. Since it does not create a fabric topol ogy,
it uses hop-by-hop EBGP peering to facilitate hop-by-hop routing to
create the underlay network and to resolve any overlay next hops.

The hop-by-hop BGP peering paradi gminposes several restrictions
within a CLCS. It severely prohibits a depl oynent of Route

Refl ectors/ Route Controllers as the EBGP sessions are inline with the
data path. The BGP best path algorithmis prefix-based and it
prevents announcenents of prefixes to other BGP speakers until the
best path decision process is perforned for the prefix at each
intermedi ate hop. These restrictions significantly delay the overal
convergence of the underlay network within a CLCS.

The LSVR SPF nodifications allow BGP to overconme these linmtations.
Furthernmore, using the BGP-LS NLRI format [RFC7752] allows the LSVR
data to be advertised for nodes, links, and prefixes in the BGP
routi ng domai n and used for SPF conputations.

LSVR Applicability to CLOS Networks

Wth the BGP SPF extensions [I-D.ietf-Isvr-bgp-spf], the BGP best
pat h conputation and route computation are replaced with GSPF-1i ke

al gorithnms [ RFC2328] both to determ ne whether an BGP-LS NLRI has
changed and needs to be re-advertised and to conpute the routing
table. These nodifications will significantly inprove convergence of
the underlay while affording the operational benefits of a single
routing protocol [RFC7938].

Data center controllers typically require visibility to the BGP

topol ogy to conpute traffic-engineered paths. These controllers

| earn the topol ogy and other relevant information via the BGP-LS
address fam ly [RFC7752] which is totally independent of the underl ay
address families (usually |IPv4/1Pv6 unicast). Furthernmore, in

tradi tional BGP underlays, all the BGP routers will need to advertise
their BGP-LS information i ndependently. Wth the BGP SPF extensions,
controllers can learn the topol ogy using the sane BGP adverti senents
used to conpute the underlay routes. Furthernore, these data center
controllers can avail the convergence advantages of the BGP SPF
extensions. The placenent of controllers can be outside of the
forwarding path or within the forwarding path.

Alternatively, as each and every router in the BG SPF donmain wll
have a conplete view of the topol ogy, the operator can also choose to
configure BGP sessions in hop-by-hop peering nodel described in
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[ RFC7938] along with BFD [ RFC5580]. In doing so, while the hop-by-
hop peering nodel |acks inherent benefits of the controller-based
nmodel , BGP updates need not be serialized by BGP best path al gorithm
in either of these nodels. This hel ps overall network convergence.

6.1. Usage of BGP-LS SAFI

The BGP SPF extensions [I-D.ietf-1svr-bgp-spf] define a new BGP-LS
SAFI for announcenent of BGP SPF |link-state. The NLRI format and its
associ ated attributes follow the format of BGP-LS for node, |ink, and
prefix announcenents. Whether the peering nodel within a CLCS

foll ows hop-by-hop peering described in [ RFC7938] or any controller-
based or route-reflector peering, an operator can exchange BGP SPF
SAFlI routes over the BGP peering by sinply configuring BGP SPF SAFI
bet ween the necessary BGP speakers.

The BGP-LS SPF SAFI can al so co-exist with BGP | P Uni cast SAFI which
coul d exchange overlapping I P routes. The routes received by these
SAFl s are eval uated, stored, and announced separately according to
the rules of [RFC4760]. The tie-breaking of route installation is a
matter of the local policies and preferences of the network operator

Finally, as the BGP SPF peering is done follow ng the procedures
described in [RFC4271], all the existing transport security
mechani snms i ncl udi ng [ RFC5925] are avail able for the BGP-LS SPF SAFI

6.1.1. Relationship to Oher BGP AFlI/SAFI Tupl es

Normal |y, the BGP-LS AFI/SAFI is used solely to conpute the underl ay
and is given preference over other AFlI/SAFls. Oher BGP SAFls, e.g.

| Pv6/1 Pv6 Unicast VPN woul d use the BGP- SPF conputed routes for next

hop resolution. However, if BGP-LS NLRI is also being advertised for
control |l er consunption, there is no need to replicate the Node, Link
and Prefix NLRI in BGP-NLRI. Rather, additional NLRI attributes can
be advertised in the BGP-LS SPF AFI/SAFI as required

6.2. Peering Mdels

As previously stated, BGP SPF can be depl oyed using the existing
peering nodel where there is a single hop BGP session on each and
every link in the data center fabric [RFC7938]. This provides for
both the advertisement of routes and the determi nation of link and
nei ghboring switch availability. Wth BG SPF, the underlay will
converge faster due to changes in the decision process which wll
all ow NLRI changes to be advertised faster after detecting a change

Alternately, BFD [ RFC5580] can be used to swiftly determ ne the
availability of links and the BGP peering nodel can be significantly
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sparser than the data center fabric. BGP SPF sessions then only be
established with enough peers to provide a bi-connected graph. |If

| EBGP is used, then the BGP routers at tier NN1 will act as route-
reflectors for the routers at tier N

6.2.1. Bi-Connected Gaph Heuristic

Wth this heuristic, discovery of BGP peers is assunmed Section 6. 3.
Additionally, it assuned that the direction of the peering can be
ascertained. In the context of a data center fabric, direction is
ei ther northbound (toward the spine), southbound (toward the Top-Cf -
Rack (TOR) switches) or east-west (sane level in hierarchy. The
determination of the direction is beyond the scope of this document.
However, it woul d be reasonable to assune a techni que where the TOR
swi tches can be identified and the nunber of hops to the TOR is used
to determne the direction

In this heuristic, BGP speakers allow passive session establishnent
for southbound BGP sessions. For northbound sessions, BGP speakers
will attenpt to maintain two northbound BGP sessions with different
switches (in data center fabrics there is normally a single layer-3
connection anyway). For east-west sessions, passive BGP session
establishnent is allowed. However, BGP speaker will never actively
establish an east-west BGP session unless it can't establish two
nort hbound BGP sessi ons.

6.3. BGP Peer Discovery
6.3.1. BGP Peer Discovery Requirenents

The nmost basic requirenment is to be able to discover the address of a
singl e-hop peer without pre-configuration. This is being
acconpl i shed today with using | Pv6 Router Advertisenments (RA)

[ RFC4861] and assunming that a BGP sessions is desired with any

di scovered peer. Beyond the basic requirenent, it is useful to have
to following information relating to the BGP session

0 Autononous System (AS) and BGP ldentifier of a potential peer.
The latter can be used for debugging and to decrease the
I'i keli hood of BGP session establishment collisions.

0 Security capabilities supported and for cryptographic
aut hentication, the security capabilities and possibly a key-chain
[ RFC8177] to be used.

0 Session Policy ldentifier - A group nunber or nane used to
associ ate conmon session paraneters with the peer. For exanpl e,
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in a data center, BGP sessions with a Top of Rack (ToR) device
coul d have parameters than BGP sessions between | eaf and spi ne.

In a data center fabric, it is often useful to know whether a peer is
sout hbound (towards the servers) or northbound (towards the spine or
super-spine) Section 6.2.1. A potential requirenent would also be to
determine this dynamically. One nechanism w thout specifying all
the details, mght be for the ToRs to be identified when installed
and for the others switches in the fabric to determne their |evel
based on the distance fromthe cl osest ToR

If there are multiple |links between BGP speakers or the links between
BGP speakers are unnunbered, it is also useful to be able to
establish multi-hop sessions using the | oopback addresses. This wll
often require the discovery protocol to install route(s) toward the
potential peer |oopback addresses prior to BGP session establishnent.

Finally, a sinple BGP discovery protocol could also be used to
establish a nulti-hop session with one or nore controllers by
advertising connectivity to one or nore controllers. However, once
the multi-hop session actually traverses multiple nodes, it is
bordering a distance-vector routing protocol and possibly this is not
a good requirenent for the discovery protocol

6.3.2. BGP Peer Discovery Alternatives

Wi | e BGP peer discovery is not part of [I-D.ietf-I|svr-bgp-spf],
there are, at least, three proposals for BGP peer discovery. At

| east one of these nechanisnms will be adopted and will be applicable
to depl oynents other than the data center. It is strongly
RECOMVENDED t hat the accepted mechani smbe used in conjunction wth
BGP SPF in data centers. The BGP di scovery nechani sm shoul d

di scovery both peer addresses and endpoints for BFD di scovery.
Additionally, it would be great if there were a heuristic for

determ ning whether the peer is at a tier above or below the

di scovering BGP speaker (refer to Section 6.2.1).

The BGP di scovery mechani sns under consideration are
[1-D. acee-idr-11dp-peer-discovery],
[1-D. xu-idr-nei ghbor-aut odi scovery], and [I-D.ynbk-Isvr-Isoe].
6.3.3. Data Center Interconnect (DCl) Applicability
Since BGP SPF is to be used for the routing underlay and DCl gat eway

boxes typically have direct or very sinple connectivity, BGP externa
sessions would typically not include the BGP SPF SAFI
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6.4. Non-CLOS/ FAT Tree Topol ogy Applicability

The BGP SPF extensions [I-D.ietf-1svr-bgp-spf] can be used in other
topol ogi es and avail the inherent convergence inprovenents.
Additionally, sparse peering techniques nay be utilized Section 6. 2.
However, determining whether or to establish a BGP session is nore
compl ex and the heuristic described in Section 6.2.1 cannot be used.
In such topol ogi es, other techniques such as those described in
[I-D.Ii-dynam c-fl oodi ng] may be enpl oyed. One potential depl oynent
woul d be the underlay for a Service Provider (SP) backbone where
usage of a single protocol, i.e., BGP, is desired.

7. 1 ANA Consi derations
No | ANA updates are requested by this docunent.

8. Security Considerations
Thi s docunent introduces no new security considerati ons above and
beyond those already specified in the [ RFC4271] and
[I-D.ietf-Isvr-bgp-spf].
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