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1.

I nt roducti on

Gven a multicast distribution tree, tracing froma multicast source
to a receiver is difficult, since we do not know on which branch of
the multicast tree the receiver lies. This neans that we have to
flood the whole tree to find the path froma source to a receiver

On the other hand, walking up the tree froma receiver to a source is
easy, as nost existing multicast routing protocols know the upstream
router for each source. Tracing froma receiver to a source can

i nvolve only the routers on the direct path.

Thi s docunent specifies the nulticast traceroute facility naned
Mrace version 2 or Mrace2 which allows the tracing of an IP

mul ticast routing path. Mrace2 is usually initiated froman Mrace2
client by sending an Mrace2 Query to a Last Hop Router (LHR) or to a
Rendezvous Point (RP). The RP is a special router where sources and
receivers neet in Protocol |ndependent Multicast - Sparse Mdde (PI M
SM [5]. Fromthe LHR/' RP receiving the query, the tracing is
directed towards a specified source if a source address is specified
and source specific state exists on the receiving router. If no
source address is specified or if no source specific state exists on
a receiving LHR the tracing is directed toward the RP for the

speci fied group address. Moreover, Mrace2 provides additiona

i nformati on such as the packet rates and | osses, as well as other

di agnostic information. Mrace2 is primarily intended for the

foll owi ng purposes:

0 To trace the path that a packet would take froma source to a
receiver.

0 To isolate packet |oss problens (e.g., congestion).

o To isolate configuration problens (e.g., Time to live (TTL)
t hreshol d).

Figure 1 shows a typical case on how Mrace2 is used. First-hop
router (FHR) represents the first-hop router, LHR represents the

| ast-hop router (LHR), and the arrow lines represent the Mrace2
messages that are sent fromone node to another. The nunbers before
the Mrace2 nessages represent the sequence of the nessages that
woul d happen. Source, Receiver and Mrace2 client are typically
host s.
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Wien an Mrace2 client initiates a nulticast trace, it sends an
Mrace2 Query packet to the LHR or RP for a nulticast group and,
optionally, a source address. The LHR/RP turns the Query packet into
a Request. The Request nessage type enabl es each of the upstream
routers processing the nessage to apply different packet and nessage
validation rules than those required for handling of a Query nmessage.
The LHR/ RP then appends a standard response block containing its

i nterface addresses and packet statistics to the Request packet, then
forwards the packet towards the source/RP. The Request packet is
either unicasted to its upstreamrouter towards the source/RP, or
multicasted to the group if the upstreamrouter’s | P address is not
known. In a simlar fashion, each router along the path to the
source/ RP appends a standard response block to the end of the Request
packet before forwarding it to its upstreamrouter. Wen the FHR
recei ves the Request packet, it appends its own standard response

bl ock, turns the Request packet into a Reply, and unicasts the Reply
back to the Mrace2 client.

The Mrace2 Reply may be returned before reaching the FHR under sone
circunstances. This can happen if a Request packet is received at an
RP or gateway, or when any of several types of error or exception
conditions occur which prevent sending of a request to the next
upstream router.

The Mrace2 client waits for the Mrace2 Reply nessage and di spl ays

the results. Wen not receiving an Mrace2 Reply nessage due to
net wor k congestion, a broken router (see Section 5.6), or a non-
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respondi ng router (see Section 5.7), the Mrace2 client may resend
anot her Mrace2 Query with a | ower hop count (see Section 3.2.1), and

repeat the process until it receives an Mrace2 Reply nessage. The
details are Mrace2 client specific and outside the scope of this
docunent .

Note that when a router’s control plane and forwardi ng pl ane are out
of sync, the Mrace2 Requests m ght be forwarded based on the control
states instead. In this case, the traced path m ght not represent
the real path the data packets would follow

M race2 supports both IPv4 and I Pv6. Unlike the previous version of
Mrace, which inplenments its query and response as |Internet G oup
Management Protocol (I GW) messages [8], all Mrace2 nessages are
UDP- based. Al though the packet formats of 1Pv4 and | Pv6 Mrace2 are
di fferent because of the address famlies, the syntax between themis
simlar.

Thi s docunent describes the base specification of Mrace2 that can
serve as a basis for future proposals such as Mrace2 for Automatic
Mul ticast Tunneling (AMI) [9] and Mrace2 for Miulticast in MPLS/ BGP
IP VPNs (MVPN) [10]. They are therefore out of the scope of this
docunent .

2. Term nol ogy

In this docunent, the key words "MJST", "MJST NOT", "REQUI RED",
"SHALL", "SHALL NOr", "SHOULD', "SHOULD NOT", "RECOMMENDED', " MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119 [1],
and indicate requirement |levels for conpliant Mrace2

i mpl emrent ati ons.

2. 1. Definitions

Since Mrace2 Queries and Requests flowin the opposite direction to
the data flow, we refer to "upstreant and "downstream' with respect
to data, unless explicitly specified.

Incomng interface
The interface on which data is expected to arrive fromthe
speci fied source and group.

Qut goi ng interface
This is one of the interfaces to which data fromthe source or RP
is expected to be transmitted for the specified source and group.
It is also the interface on which the Mrace2 Request was
received.
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Upstream rout er
The router, connecting to the Incomng interface of the current
router, which is responsible for forwarding data for the specified
source and group to the current router.

First-hop router (FHR)
The router that is directly connected to the source the Mrace2
Query specifies.

Last-hop router (LHR
A router that is directly connected to a receiver. It is also the
router that receives the Mrace2 Query froman Mrace2 client.

G oup state
It is the state a shared-tree protocol, such as PIMSM [5], uses
to choose the upstreamrouter towards the RP for the specified
group. In this state, source-specific state is not available for
the correspondi ng group address on the router

Source-specific state
It is the state that is used to choose the path towards the source
for the specified source and group

ALL-[ protocol ] - ROUTERS group
It is alink-local nmulticast address for multicast routers to
comruni cate with their adjacent routers that are running the same
routing protocol. For instance, the I Pv4 ' ALL- Pl M ROUTERS group
is 224.0.0.13", and the 1 Pv6 'ALL-PI M ROUTERS group is 'ff02::d

[5].
3. Packet Formats

This section describes the details of the packet formats for Mrace2
nessages.

Al Mrace2 nessages are encoded in the Type/Length/Val ue (TLV)
format (see Section 3.1). The first TLV of a nessage is a nessage
header TLV specifying the type of nmessage and additional context
informati on required for processing of the message and for parsing of
subsequent TLVs in the nessage. Subsequent TLVs in a nessage,
referred to as Bl ocks, are appended after the header TLV to provide
addi tional information associated with the nmessage. |If an

i mpl erent ati on receives an unknown TLV type for the first TLV in a
message (i.e., the header TLV), it SHOULD ignore and silently discard

the entire packet. |If an inplenentation receives an unknown TLV type
for a subsequent TLV within a nmessage, it SHOULD i gnore and silently
discard the entire packet. |If the length of a TLV exceeds the

avai | abl e space in the containing packet, the inplenentati on MIST
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ignore and silently discard the TLV and any renai ning portion of the
cont ai ni ng packet .

All Mrace2 nessages are UDP packets. For |IPv4, Mrace2 Query and
Request nessages MJUST NOT be fragnented. For |Pv6, the packet size
for the Mrace2 nessages MJST NOT exceed 1280 bytes, which is the
smal | est Maxi mum Transmi ssion Unit (MIU) for an I Pv6 interface [2].
The source port is uniquely selected by the |ocal host operating
system The destination port is the | ANA reserved Mrace2 port
nunber (see Section 8). Al Mrace2 nessages MJUST have a valid UDP
checksum

Additionally, Mrace2 supports both | Pv4 and | Pv6, but not nixed.
For exanple, if an Mrace2 Query or Request nessage arrives in as an
| Pv4 packet, all addresses specified in the Mrace2 nessages MJST be
IPv4 as well. Sane rule applies to | Pv6 Mrace2 nessages.

3. 1. Mrace2 TLV format

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length | Value .... |
B E e r e s i s i o T T s S S S S 2

Type: 8 bhits

Descri bes the format of the Value field. For all the avail abl e
types, please see Section 3.2

Length: 16 bits
Length of Type, Length, and Value fields in octets. M ninum
length required is 3 octets. The nmaxi mum TLV |l ength is not
defined; however the entire Mrace2 packet |ength SHOULD NOT
exceed the avail abl e MIU.

Val ue: variable | ength
The format is based on the Type value. The length of the val ue
field is Length field mnus 3. Al reserved fields in the Val ue
field MUST be transnitted as zeros and ignored on receipt.

3.2. Defined TLVs

The followi ng TLV Types are defi ned:
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Code Type

0x01 Mrace2 Query

0x02 M race2 Request

0x03 Mrace2 Reply

0x04 Mrace2 Standard Response Bl ock
0x05 M race2 Augnented Response Bl ock
0x06 M race2 Extended Query Bl ock

Each Mrace2 nessage MUST begin with either a Query, Request or Reply
TLV. The first TLV deternines the type of each Mrace2 nessage.
Following a Query TLV, there can be a sequence of optional Extended
Query Blocks. In the case of a Request or a Reply TLV, it is then
foll owed by a sequence of Standard Response Bl ocks, each froma

mul ticast router on the path towards the source or the RP. 1In the
case nore information is needed, a Standard Response Bl ock can be
foll owed by one or nultiple Augnented Response Bl ocks.

We will describe each nmessage type in detail in the next few
sections.

3.2.1. Mrace2 Qery

An Mrace2 Query is usually originated by an Mrace2 client which
sends an Mrace2 Query message to the LHR  Wen tracing towards the
source or the RP, the internediate routers MJUST NOT nodi fy the Query
message except the Type field. |If the actual number of hops is not
known, an Mrace2 client could send an initial Query nessage with a
| arge # Hops (e.g., Oxffffffff), in order to try to trace the full
pat h.

An Mrace2 Query message is shown as foll ows:
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1 2 3
1234567890123456789012345678901
+- +- + R e o ol ik s e S i S R R e S N i TR TR SR T SR T s

Type [ Length [ # Hops
B s el e e e el I R T i i R R S S O e

Mul ti cast Address

———+—+o00
1
1
1
+-o +a
1

+
- - +_ +

B e e et e e e e e B B R o o A A e e
| Sour ce Address
i I T e e i i S R e e e e S e t T S _BIE R

Mrace2 Cdient Address

—_—_

T e S S S S O S DU U DUp S DU SRS
Query ID | Client Port # |

I
+
I
I
I
+
I
T i T S T i T S S s T i S S S S

Figure 2

# Hops: 8 bits
This field specifies the maxi num nunber of hops that the Mrace2
client wants to trace. |If there are sonme error conditions in the
m ddl e of the path that prevent an Mrace2 Reply from being
received by the client, the client MAY issue another Mrace2 Query
with a | ower nunber of hops until it receives a Reply.

Mul ticast Address: 32 bits or 128 bits
This field specifies an I Pv4 or | Pv6 address, which can be either:

m1l: a multicast group address to be traced; or,

m2: all 1's in case of IPv4 or the unspecified address (::) in
case of IPv6 if no group-specific information is desired.

Source Address: 32 bits or 128 bits
This field specifies an I Pv4 or | Pv6 address, which can be either:

s-1: a unicast address of the source to be traced; or,
s-2: all 1's in case of IPv4 or the unspecified address (::) in

case of IPv6 if no source-specific information is desired.
For exanple, the client is tracing a (*,g) group state.
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Note that it is invalid to have a source-group conbi nati on of
(s-2, m2). |If arouter receives such conbination in an Mrace2
Query, it MIST silently discard the Query.

Mrace2 Client Address: 32 bits or 128 bits
This field specifies the Mrace2 client’s | Pv4 address or |Pv6
gl obal address. This address MJUST be a valid unicast address, and
therefore, MJUST NOT be all 1's or an unspecified address. The
Mrace2 Reply will be sent to this address.

Query ID: 16 bits
This field is used as a unique identifier for this Mrace2 Query
so that duplicate or delayed Reply nessages nmay be detected.

Client Port #: 16 bits
This field specifies the destination UDP port nunber for receiving
the Mrace2 Reply packet.

3.2.2. Mrace2 Request

The format of an Mrace2 Request nessage is simlar to an Mrace2
Query except the Type field is 0x02.

When a LHR receives an Mrace2 Query nessage, it would turn the Query
into a Request by changing the Type field of the Query fromOx01l to
0x02. The LHR would then append an Mrace2 Standard Response Bl ock
(see Section 3.2.4) of its own to the Request nessage before sending
it upstream The upstreamrouters would do the sane w thout changing
the Type field until one of themis ready to send a Reply.

3.2.3. Mrace2 Reply

The format of an Mrace2 Reply nessage is simlar to an Mrace2 Qery
except the Type field is 0x03.

Wien a FHR or a RP receives an Mrace2 Request nessage which is
destined to itself, it would append an Mrace2 Standard Response

Bl ock (see Section 3.2.4) of its own to the Request nessage. Next,
it would turn the Request message into a Reply by changing the Type
field of the Request from 0x02 to 0x03. The Reply nessage would then
be unicasted to the Mrace2 client specified in the Mrace2 dient
Address field.

There are a nunber of cases in which an internediate router m ght
return a Reply before a Request reaches the FHR or the RP. See
Section 4.1.1, Section 4.2.2, Section 4.3.3, and Section 4.5 for nore
detail s.
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3.2.4. |1Pv4 Mrace2 Standard Response Bl ock

This section describes the nmessage format of an I Pv4 Mrace2 Standard
Response Bl ock. The Type field is 0x04.

1 2 3
1234567890123456789012345678901
B S i A S S S i s S S S S i stk s ST S S S

Type | Length | vVBZ [
e e e S e R i e T S e S e T S T i sl SN SR o S S S T 5

+- +
ery Arrival Tine |
B S S e i i i i i T T T S S S S S S S S i S
I ncom ng Interface Address [
B s T T ST S o i ST L o S i T ot ST S S S S
Qut goi ng Interface Address |
B i i S T e S S e s i I S e e e
Upst ream Rout er Address |
B S S e i i i i i T T T S S S S S S S S i S

I nput packet count on inconing interface .
B T i S S i S T h T i S S S S e
. Qut put packet count on outgoing interface .
B i s T T S T et S S T S I T s sl s ol ST S S S
. Total nunber of packets for this source-group pair .
B E e r e s i s i o T T s S S S S 2
| Rt g Protocol | Mul ticast Rtg Protocol |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Fad TTL | vVBZ | S| Src Mask | Forwardi ng Code|
B T i S S i S T h T i S S S S e

T+ +— +— +— +7— + OO

MBZ: 8 bits
This field MIUST be zeroed on transm ssion and ignored on
reception.

Query Arrival Tinme: 32 bits
The Query Arrival Tine is a 32-bit Network Tine Protocol (NTP)
ti mestanp specifying the arrival time of the Mrace2 Query or
Request packet at this router. The 32-bit formof an NTP
timestanp consists of the mddle 32 bits of the full 64-bit form
that is, the low 16 bits of the integer part and the high 16 bits
of the fractional part.
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The followi ng fornula converts froma tinmespec (fractional part in
nanoseconds) to a 32-bit NTP tinestanp:

query arrival _tine
= ((tv.tv_sec + 32384) << 16) + ((tv.tv_nsec << 7) [/ 1953125)

The constant 32384 is the nunber of seconds fromJan 1, 1900 to
Jan 1, 1970 truncated to 16 bits. ((tv.tv_nsec << 7) / 1953125)
is a reduction of ((tv.tv_nsec / 1000000000) << 16).

Note that Mrace2 does not require all the routers on the path to
have synchroni zed clocks in order to nmeasure one-way | atency.

Additionally, Query Arrival Time is useful for neasuring the
packet rate. For example, suppose that a client issues two
queries, and the corresponding requests RL and R2 arrive at router
X at time Tl and T2, then the client would be able to conpute the
packet rate on router X by using the packet count information
stored in the Rl and R2, and the time T1 and T2.

Incomng Interface Address: 32 bits
This field specifies the address of the interface on which packets
fromthe source or the RP are expected to arrive, or 0 if unknown
or unnunber ed.

Qutgoing Interface Address: 32 bits
This field specifies the address of the interface on which packets
fromthe source or the RP are expected to transmit towards the
receiver, or 0 if unknown or unnunbered. This is also the address
of the interface on which the Mrace2 Query or Request arrives.

Upstream Router Address: 32 bits
This field specifies the address of the upstreamrouter from which
this router expects packets fromthis source. This may be a
mul ticast group (e.g., ALL-[protocol]-ROUTERS group) if the
upstreamrouter is not known because of the workings of the
mul ticast routing protocol. However, it should be 0 if the
incom ng interface address is unknown or unnumnbered.

I nput packet count on inconing interface: 64 bits
This field contains the nunber of nulticast packets received for
all groups and sources on the inconming interface, or all 1's if no
count can be reported. This counter may have the sanme val ue as
i fHCInMul ticastPkts fromthe Interfaces Goup MB (IF-MB) [12]
for this interface.

Qut put packet count on outgoing interface: 64 bit
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This field contains the nunber of nulticast packets that have been
transmtted or queued for transm ssion for all groups and sources

on the outgoing interface, or all 1's if no count can be reported.
This counter may have the sane value as ifHCOut MulticastPkts from
the IFFM B [12] for this interface.

Total nunber of packets for this source-group pair: 64 bits
This field counts the nunber of packets fromthe specified source
forwarded by the router to the specified group, or all 1's if no
count can be reported. |If the S bit is set (see below), the count
is for the source network, as specified by the Src Mask field (see
below). |If the Sbit is set and the Src Mask field is 127,
i ndi cating no source-specific state, the count is for all sources
sending to this group. This counter should have the sanme val ue as
i pMcast Rout ePkts fromthe IP Multicast MB [13] for this
forwardi ng entry.

Rtg Protocol: 16 bits
This field describes the unicast routing protocol running between
this router and the upstreamrouter, and it is used to determ ne
the RPF interface for the specified source or RP. This value
shoul d have the sane val ue as i pMastRouteRt Protocol fromthe IP
Multicast MB [13] for this entry. |If the router is not able to
obtain this value, all 0's must be specified.

Multicast Rtg Protocol: 16 bits
This field describes the multicast routing protocol in use between
the router and the upstreamrouter. This value should have the
same val ue as i pMast RouteProtocol fromthe IP Milticast MB [ 13]
for this entry. |If the router cannot obtain this value, all 0's
must be specified.

Fwd TTL: 8 bits
This field contains the configured nmulticast TTL threshold, if
any, of the outgoing interface.

S: 1 bit
If this bit is set, it indicates that the packet count for the
source-group pair is for the source network, as determ ned by
maski ng the source address with the Src Mask field.

Src Mask: 7 bits
This field contains the nunber of 1's in the netmask the router
has for the source (i.e. a value of 24 nmeans the netmask is
Oxffffff00). |If the router is forwarding solely on group state,
this field is set to 127 (0x7f).

Forwar di ng Code: 8 bhits
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This field contains a forwarding information/error code. Val ues
with the high order bit set (0x80-0xff) are intended for use as
error or exception codes. Section 4.1 and Section 4.2 explain how
and when the Forwarding Code is filled. Defined values are as

foll ows:
Val ue Nane
0x00 NO _ERRCR
0x01 WRONG | F
0x02 PRUNE_SENT
0x03 PRUNE_RCVD
0x04 SCOPED
0x05 NO _ROUTE
0x06 WRONG_LAST_HOP
0x07 NOT_FORWARDI NG
0x08 REACHED RP
0x09 RPF_| F
Ox0A NO_MULTI CAST
0x0B | NFO_HI DDEN
0x0C REACHED GW
0x0D  UNKNOWN QUERY
0x80 FATAL_ERROR
0x81 NO_SPACE
0x83 ADM N_PRCHI B

Asaeda, et al.

Descri ption

No error

Mrace2 Request arrived on an interface

to which this router would not forward for
the specified group towards the source or RP.
This router has sent a prune upstream which
applies to the source and group in the
Mrace2 Request.

This router has stopped forwarding for this
source and group in response to a request
fromthe downstreamrouter.

The group is subject to admnistrative
scoping at this router.

This router has no route for the source or
group and no way to deternine a potenti al
route.

This router is not the proper LHR

This router is not forwarding this source and
group out the outgoing interface for an
unspeci fied reason.

Reached t he Rendezvous Point.

Mrace2 Request arrived on the expected
RPF interface for this source and group.

M race2 Request arrived on an interface
which is not enabled for multicast.

One or nore hops have been hidden fromthis
trace.

Mrace2 Request arrived on a gateway (e.g.,
a NAT or firewall) that hides the

i nformati on between this router and the
Mrace2 client.

A non-transitive Extended Query Type was
recei ved by a router which does not support
the type.

A fatal error is one where the router may
know the upstreamrouter but cannot forward
the message to it.

There was not enough roomto insert another
St andard Response Bl ock in the packet.
Mrace2 is adnministratively prohibited.
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This section describes the nmessage format of an IPv6 Mrace2 Standard

Response Bl
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nunber of packets for this source-group pair

R i T e S it ST i T S S S S S S T s

Rt g Protocol |

Mul ticast Rtg Protocol [

T S S i o S S e i o STl S S S S ST S S S S &

| MBZ 2 | S| Src Prefix Len | Forwardi ng Code|
B T i S S i S T h T i S S S S e
MBZ: 8 bits
This field MIUST be zeroed on transm ssion and ignored on
reception.
Query Arrival Tinme: 32 bits
Same definition as in | Pv4.
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Incomng Interface ID: 32 bits
This field specifies the interface 1D on which packets fromthe
source or RP are expected to arrive, or O if unknown. This ID
shoul d be the value taken fromlInterfacelndex of the IF-MB [ 12]
for this interface.

Qutgoing Interface ID: 32 bits
This field specifies the interface 1D to which packets fromthe
source or RP are expected to transmt, or O if unknown. This ID
shoul d be the value taken fromlInterfacelndex of the IF-MB [ 12]
for this interface

Local Address: 128 bits
This field specifies a global 1Pv6 address that uniquely
identifies the router. A unique |ocal unicast address [11] SHOULD
NOT be used unless the router is only assigned |ink-local and
uni que | ocal addresses. |If the router is only assigned |ink-Iloca
addresses, its link-local address can be specified in this field.

Renote Address: 128 bits
This field specifies the address of the upstreamrouter, which, in
nost cases, is a link-local unicast address for the upstream
router.

Al 't hough a link-1ocal address does not have enough information to
identify a node, it is possible to detect the upstreamrouter wth
the assistance of Inconmng Interface ID and the current router
address (i.e., Local Address).

Note that this may be a nulticast group (e.g., ALL-[protocol]-
ROUTERS group) if the upstreamrouter is not known because of the

wor ki ngs of a nmulticast routing protocol. However, it should be
the unspecified address (::) if the incomng interface address is
unknown.

I nput packet count on inconming interface: 64 bits
Same definition as in | Pv4.

Qut put packet count on outgoing interface: 64 bits
Same definition as in |Pv4.

Total nunber of packets for this source-group pair: 64 bits
Sane definition as in IPv4, except if the S bit is set (see
below), the count is for the source network, as specified by the
Src Prefix Len field. If the Sbit is set and the Src Prefix Len
field is 255, indicating no source-specific state, the count is
for all sources sending to this group. This counter should have
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the same val ue as i pMastRoutePkts fromthe IP Miulticast MB [13]
for this forwarding entry.

Rtg Protocol: 16 bhits
Sane definition as in | Pv4.

Multicast Rtg Protocol: 16 bits
Same definition as in |Pv4.

MBZ 2: 15 bits
This field MUST be zeroed on transm ssion and i gnored on
reception.

S 1 bit
Sane definition as in I Pv4, except the Src Prefix Len field is
used to mask the source address.

Src Prefix Len: 8 bits
This field contains the prefix length this router has for the
source. |If the router is forwarding solely on group state, this
field is set to 255 (Oxff).

Forwardi ng Code: 8 bhits
Sane definition as in | Pv4.

3.2.6. Mrace2 Augnented Response Bl ock
In addition to the Standard Response Bl ock, a multicast router on the
traced path can optionally add one or nultiple Augnented Response
Bl ocks before sending the Request to its upstreamrouter

The Augnented Response Block is flexible for various purposes such as
provi di ng di agnosis information (see Section 7) and protocol

verification. |Its Type field is 0x05, and its format is as foll ows:
0 1 2 3
01234567890123456789012345678901
B i sl o e S e e S S T sl st it S SRR R R S SR o S S it S SR
| Type | Length | vVBZ |
B R e i o S e S S S S S e s s SR R e S S i il aETE (R S SR
| Augnent ed Response Type | Val ue .... |
R e i e i i e T R S S e il sl S I R S S e S e s

MBZ: 8 bits
This field MIUST be zeroed on transm ssion and ignored on
reception.

Augnent ed Response Type: 16 bits
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This field specifies the type of various responses froma

mul ticast router that m ght need to comruni cate back to the
Mrace2 client as well as the nmulticast routers on the traced
pat h.

The Augnent ed Response Type is defined as foll ows:

Code Type

0x01 # of the returned Standard Response Bl ocks

When the NO_SPACE error occurs on a router, the router should send
the original Mrace2 Request received fromthe downstream router
as a Reply back to the Mrace2 client and continue with a new
Mrace2 Request. In the new Request, the router would add a

St andard Response Bl ock foll owed by an Augnented Response Bl ock
with 0x01 as the Augnented Response Type, and the nunber of the
returned Mrace2 Standard Response Bl ocks as the Val ue.

Each upstreamrouter would recognize the total number of hops the
Request has been traced so far by adding this nunber and the
nunber of the Standard Response Block in the current Request
nessage

Thi s docunment only defines one Augnented Response Type in the
Augnent ed Response Bl ock. The description on how to provide

di agnosi s i nformati on using the Augnented Response Bl ock is out of
the scope of this docunent, and will be addressed in separate
document s.

Val ue: variable length
The format is based on the Augnmented Response Type value. The
Il ength of the value field is Length field mnus 6

3.2.7. Mrace2 Extended Query Bl ock

There nmay be a sequence of optional Extended Query Bl ocks that follow
an Mrace2 Query to further specify any information needed for the
Query. For example, an Mrace2 client mght be interested in tracing
the path the specified source and group woul d take based on a certain
topology. In this case, the client can pass in the nulti-topology ID
as the Value for an Extended Query Type (see below). The Extended
Query Type is extensible and the behavior of the new types will be
addressed by separate documents.

The Mrace2 Extended Query Block's Type field is 0x06, and is
formatted as foll ows:
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Type [ Lengt h [ MBZ | T|
B e i i e o e e S T S e e s i i TR S
[ Ext ended Query Type | Val ue .... |
B e o i T o S e i T e e e S i s ot o S R TR S
MBZ: 7 bits

This field MUST be zeroed on transm ssion and i gnored on
reception.

T-bit (Transitive Attribute): 1 bit
If the TLV type is unrecogni zed by the receiving router, then this
TLV is either discarded or forwarded al ong with the Query,
depending on the value of this bit. |If this bit is set, then the
router MUST forward this TLV. If this bit is clear, the router
MUST send an Mrace2 Reply with an UNKNOMNN_QUERY error

Ext ended Query Type: 16 bits
This field specifies the type of the Extended Query Bl ock

Val ue: 16 bits
This field specifies the value of this Extended Query.

4. Rout er Behavi or

This section describes the router behavior in the context of Mrace?2
in detail.

4.1. Receiving Mrace2 Query

An Mrace2 Query message is an Mrace2 nessage with no response
bl ocks filled in, and uses TLV type of 0x01

4.1.1. CQuery Packet Verification

Upon receiving an Mrace2 Query message, a router MJST exani ne
whet her the Multicast Address and the Source Address are a valid
conbi nation as specified in Section 3.2.1, and whether the Mrace2
Client Address is a valid |P unicast address. |If either one is
invalid, the Query MJST be silently ignored.

M race2 supports a non-local client to the LHRRP. A router SHOULD
however, support a mechanismto filter out queries fromclients
beyond a specified adm nistrative boundary. The potential approaches
are described in Section 9. 2.
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In the case where a local LHR client is required, the router nust
then exam ne the Query to see if it is the proper LHR'RP for the
destination address in the packet. It is the proper local LHRif it
has a nmulticast-capable interface on the sane subnet as the Mrace2
Client Address and is the router that would forward traffic fromthe
given (S,G§ or (*,G onto that subnet. It is the proper RPif the
mul ticast group address specified in the query is 0 and if the IP
header destination address is a valid RP address on this router.

If the router deternmines that it is not the proper LHRIRP, or it
cannot nmake that determination, it does one of two things depending
on whether the Query was received via nulticast or unicast. |If the
Query was received via nmulticast, then it MJST be silently discarded.
If it was received via unicast, the router turns the Query into a
Reply message by changing the TLV type to 0x03 and appending a

St andard Response Bl ock with a Forwardi ng Code of WRONG LAST HOP.

The rest of the fields in the Standard Response Bl ock MJST be zeroed.
The router then sends the Reply nessage to the Mrace2 dient Address
on the Cient Port # as specified in the Mrace2 Query.

Duplicate Query nmessages as identified by the tuple (Mrace2 dient
Address, Query ID) SHOULD be ignored. This MAY be inpl enented using
a cache of previously processed queries keyed by the Mrace2 dient
Address and Query ID pair. The duration of the cached entries is

i mpl ementation specific. Duplicate Request nessages MJUST NOT be
ignored in this manner.

4.1.2. Query Normal Processing

When a router receives an Mrace2 Query and it determines that it is
the proper LHR/RP, it turns the Query to a Request by changing the
TLV type from Ox01 to 0x02, and performs the steps listed in
Section 4. 2.

4.2. Receiving Mrace2 Request

An Mrace2 Request is an Mrace2 nessage that uses TLV type of 0x02.

Wth the exception of the LHR, whose Request was just converted from
a Query, each Request received by a router should have at |east one

St andard Response Block filled in.

4.2.1. Request Packet Verification

If the Mrace2 Request does not cone from an adjacent router, or if
the Request is not addressed to this router, or if the Request is
addressed to a nmulticast group which is not a |ink-scoped group
(i.e., 224.0.0.0/24 for IPvd4, FFx2::/16 [3] for IPv6), it MIST be
silently ignored. The Generalized TTL Security Mechani sm (GISM [ 14]
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SHOULD be used by the router to determi ne whether the router is
adj acent or not.

If the sumof the nunber of the Standard Response Bl ocks in the

recei ved Mrace2 Request and the val ue of the Augnented Response Type
of 0x01, if any, is equal or nore than the # Hops in the Mrace2
Request, it MJST be silently ignored.

4.2.2. Request Nornmal Processing

When a router receives an Mrace2 Request nessage, it perforns the
following steps. Note that it is possible to have nmultiple
situations covered by the Forwardi ng Codes. The first one
encountered is the one that is reported, i.e. all "note Forwarding
Code N' should be interpreted as "if Forwarding Code is not already
set, set Forwarding Code to N'. Note that in the steps described
bel ow the "Qutgoing Interface" is the one on which the Mrace2
Request nessage arrives

1. Prepare a Standard Response Bl ock to be appended to the packet,
setting all fields to an initial default value of zero.

2. If Mrace2 is adninistratively prohibited, note the Forwardi ng
Code of ADM N _PROHI B and skip to step 4.

3. In the Standard Response Block, fill in the Query Arrival Tine,
Qut going Interface Address (for IPv4) or Qutgoing Interface ID
(for 1Pv6), Qutput Packet Count, and Fwd TTL (for |Pv4).

4. Attenpt to determine the forwarding information for the
speci fied source and group, using the sane nechani sns as woul d
be used when a packet is received fromthe source destined for
the group. A state need not be instantiated, it can be a
"phantont state created only for the purpose of the trace, such
as "dry-run."

If using a shared-tree protocol and there is no source-specific
state, or if no source-specific information is desired (i.e.

all 1's for 1Pv4 or unspecified address (::) for 1Pv6), group
state should be used. |If there is no group state or no group-
specific information is desired, potential source state (i.e.
the path that would be followed for a source-specific Join)
shoul d be used.

5. If no forwarding information can be determ ned, the router notes
a Forwardi ng Code of NO ROUTE, sets the remaining fields that
have not yet been filled in to zero, and then sends an Mrace2
Reply back to the Mrace2 client.
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10.

11.

12.

13.

If a Forwardi ng Code of ADM N _PROH B has been set, skip to step
7. Oherwise, fill in the Inconmng Interface Address (or
Incomng Interface 1D and Local Address for |Pv6), Upstream
Rout er Address (or Renote Address for |Pv6), |nput Packet Count,
Total Nunber of Packets, Routing Protocol, S, and Src Mask (or
Src Prefix Len for | Pv6) using the forwarding information
determined in step 4.

If the Qutgoing interface is not enabled for multicast, note
Forwar di ng Code of NO MULTICAST. |If the Qutgoing interface is
the interface fromwhich the router woul d expect data to arrive
fromthe source, note forwarding code RPF_IF. |f the Qutgoing
interface is not one to which the router would forward data from
the source or RP to the group, a Forwarding code of WRONG I F is
noted. 1In the above three cases, the router will return an
Mrace2 Reply and terninate the trace.

If the group is subject to adninistrative scoping on either the
Qut going or Incomng interfaces, a Forwardi ng Code of SCOPED is
not ed.

If this router is the RP for the group for a non-source-specific
query, note a Forwardi ng Code of REACHED RP. The router wll
send an Mrace2 Reply and terminate the trace.

If this router is directly connected to the specified source or
source network on the Incomng interface, it sets the Upstream
Rout er Address (for IPv4) or the Renpte Address (for |Pv6) of
the response block to zero. The router will send an Mrace2
Reply and terminate the trace

If this router has sent a prune upstream which applies to the
source and group in the Mrace2 Request, it notes a Forwarding
Code of PRUNE SENT. |If the router has stopped forwarding
downstreamin response to a prune sent by the downstream router
it notes a Forwarding Code of PRUNE_RCVD. |If the router should
normal ly forward traffic downstream for this source and group
but is not, it notes a Forwardi ng Code of NOT_FORWARDI NG

If this router is a gateway (e.g., a NAT or firewall) that hides
the informati on between this router and the Mrace2 client, it
notes a Forwardi ng Code of REACHED GW The router continues the
processing as described in Section 4.5.

If the total nunmber of the Standard Response Bl ocks, i ncluding
the newly prepared one, and the val ue of the Augnented Response
Type of 0x01, if any, is less than the # Hops in the Request,
the packet is then forwarded to the upstreamrouter as described
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in Section 4.3; otherwi se, the packet is sent as an Mrace2
Reply to the Mrace2 client as described in Section 4. 4.

4.3. Forwarding Mrace2 Request
This section describes how an Mrace2 Request shoul d be forwarded.
4.3.1. Destination Address

If the upstreamrouter for the Mrace2 Request is known for this
request, the Mrace2 Request is sent to that router. |If the Inconing
interface is known but the upstreamrouter is not, the Mrace2
Request is sent to an appropriate nulticast address on the | nconing
interface. The multicast address SHOULD depend on the nulticast
routing protocol in use, such as ALL-[protocol]-ROUTERS group. It
MUST be a |ink-scoped group (i.e., 224.0.0.0/24 for |Pv4, FF02::/16
for 1Pv6), and MJUST NOT be the all-systens nulticast group
(224.0.0.1) for I1Pv4 and All Nodes Address (FF02::1) for IPv6. It
MAY al so be the all-routers nulticast group (224.0.0.2) for |Pv4 or
Al'l Routers Address (FF02::2) for IPv6 if the routing protocol in use
does not define a nore appropriate nulticast address.

4,.3.2. Source Address

An Mrace2 Request should be sent with the address of the Incomning
interface. However, if the Inconming interface is unnunbered, the
router can use one of its nunbered interface addresses as the source
addr ess.

4.3.3. Appendi ng Standard Response Bl ock

An Mrace2 Request MJST be sent upstreamtowards the source or the RP
after appending a Standard Response Block to the end of the received
Mrace2 Request. The Standard Response Bl ock includes the nulticast
states and statistics information of the router described in

Section 3.2.4.

I f appendi ng the Standard Response Bl ock woul d nake the Mrace2
Request packet |onger than the MIU of the Incoming Interface, or, in
the case of | Pv6, |longer than 1280 bytes, the router MJUST change the
Forwardi ng Code in the |ast Standard Response Bl ock of the received
Mrace2 Request into NO SPACE. The router then turns the Request
into a Reply and sends the Reply as described in Section 4.4.

The router will continue with a new Request by copying fromthe old
Request excluding all the response blocks, followed by the previously
prepared Standard Response Bl ock, and an Augnent ed Response Bl ock

wi th Augnment ed Response Type of 0x01 and the nunber of the returned

Asaeda, et al. Expi res June 23, 2018 [ Page 24]



Internet-Draft M race2 Decenber 2017

St andard Response Bl ocks as the value. The new Request is then
f orwar ded upstream

4.4, Sending Mrace2 Reply

An Mrace2 Reply MJST be returned to the client by a router if any of
the follow ng conditions occur

1. The total nunber of the traced routers are equal to the # of hops
in the request (including the one just added) plus the nunber of
the returned bl ocks, if any.

2. Appending the Standard Response Bl ock woul d make the Mrace2
Request packet |onger than the MIU of the Incoming interface.
(I'n case of IPv6 not nmore than 1280 bytes; see Section 4.3.3 for
additional details on handling of this case.)

3. The request has reached the RP for a non source specific query or
has reached the first hop router for a source specific query (see
Section 4.2.2, itens 9 and 10 for additional details).

4.4.1. Destination Address

An Mrace2 Reply MIST be sent to the address specified in the Mrace2
Client Address field in the Mrace2 Request.

4.4.2. Source Address

An Mrace2 Reply SHOULD be sent with the address of the router’s
Qutgoing interface. However, if the Qutgoing interface address is
unnunbered, the router can use one of its nunbered interface

addr esses as the source address.

4.4.3. Appending Standard Response Bl ock

An Mrace2 Reply MJST be sent with the prepared Standard Response
Bl ock appended at the end of the received Mrace2 Request except in
the case of NO_SPACE forwardi ng code

4.5, Proxying Mrace2 Qery

When a gateway (e.g., a NAT or firewall), which needs to bl ock

uni cast packets to the Mrace2 client, or hide information between
the gateway and the Mrace2 client, receives an Mrace2 Query froman
adj acent host or Mrace2 Request from an adjacent router, it appends
a Standard Response Bl ock with REACHED GW as the Forwarding Code. It
turns the Query or Request into a Reply, and sends the Reply back to
the client.
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4.

5.

5.

At the same tine, the gateway originates a new Mrace2 Query nessage
by copying the original Mrace2 header (the Query or Request without
any of the response bl ocks), and makes the changes as foll ows:

0o sets the RPF interface’'s address as the Mrace2 dient Address;
0 wuses its own port nunmber as the Cient Port #; and,

0 decreases # Hops by ((nunber of the Standard Response Bl ocks that
were just returned in a Reply) - 1). The "-1" in this expression
accounts for the additional Standard Response Bl ock appended by
the gateway router.

The new Mrace2 Query nmessage is then sent to the upstreamrouter or
to an appropriate nmulticast address on the RPF interface.

When the gateway receives an Mrace2 Reply whose Query |ID nmatches the
one in the original Mrace2 header, it MJUST relay the Mrace2 Reply
back to the Mrace2 client by replacing the Reply’s header with the
original Mrace2 header. |f the gateway does not receive the
corresponding Mrace2 Reply within the [Mrace Reply Timeout] period
(see Section 5.8.4), then it silently discards the original Mrace2
Query or Request nessage, and terninates the trace.

6. Hiding Information

I nformati on about a domain’s topol ogy and connectivity may be hidden
fromthe Mrace2 Requests. The Forwardi ng Code of | NFO H DDEN may be
used to note that. For exanple, the inconing interface address and
packet count on the ingress router of a domain, and the outgoing

i nterface address and packet count on the egress router of the domain
can be specified as all 1's. Additionally, the source-group packet
count (see Section 3.2.4 and Section 3.2.5) within the domain may be
all 1's if it is hidden.

Cient Behavior
Thi s section describes the behavior of an Mrace2 client in detail.
1. Sending Mrace2 Query

An Mrace2 client initiates an Mrace2 Query by sending the Query to
the LHR of interest.
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5.1.1. Destination Address

If an Mrace2 client knows the proper LHR it unicasts an Mrace2
Query packet to that router; otherwise, it MAY send the Mrace2 Query
packet to the all-routers nmulticast group (224.0.0.2) for IPv4d or A
Routers Address (FF02::2) for IPv6. This will ensure that the packet
is received by the LHR on the subnet.

See al so Section 5.4 on determning the LHR
5.1.2. Source Address

An Mrace2 Query MJUST be sent with the client’s interface address,
whi ch woul d be the Mrace2 Cient Address.

5.2. Determining the Path

An Mrace2 client could send an initial Query nessages with a large #
Hops, in order to try to trace the full path. |If this attenpt fails,
one strategy is to performa linear search (as the traditiona

uni cast traceroute program does); set the # Hops field to 1 and try
to get a Reply, then 2, and so on. |If no Reply is received at a
certain hop, the hop count can continue past the non-respondi ng hop
in the hopes that further hops may respond. These attenpts should
continue until the [Mrace Reply Tineout] timeout has occurred.

See also Section 5.6 on receiving the results of a trace.
5.3. Collecting Statistics

After a client has deternmined that it has traced the whole path or as
much as it can expect to (see Section 5.8), it mght collect
statistics by waiting a short tine and performng a second trace. |If
the path is the same in the two traces, statistics can be displayed
as described in Section 7.3 and Section 7. 4.

5.4. Last Hop Router (LHR

The Mrace2 client may not know which is the last-hop router, or that
router may be behind a firewall that bl ocks unicast packets but
passes nulticast packets. |In these cases, the Mrace2 Request should
be nulticasted to the all-routers multicast group (224.0.0.2) for

I Pv4 or All Routers Address (FF02::2) for I1Pv6. Al routers except
the correct last-hop router SHOULD i gnore any Mrace2 Request
received via nulticast.
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5.5. First Hop Router (FHR)

The | ANA assigned 224.0.1.32 as the default mnulticast group for old
I Pv4 ntrace (v1l) responses, in order to support ntrace clients that
are not unicast reachable fromthe first-hop router. Mrace2,
however, does not require any |Pv4/1Pv6 nmulticast addresses for the
Mrace2 Replies. Every Mrace2 Reply is sent to the unicast address
specified in the Mrace2 Client Address field of the Mrace2 Reply.

5.6. Broken Internedi ate Router

A broken internmedi ate router mght sinply not understand Mrace2
packets, and drop them The Mrace2 client will get no Reply at all
as a result. It should then performa hop-by-hop search by setting
the # Hops field until it gets an Mrace2 Reply. The client may use
linear or binary search; however, the latter is likely to be sl ower

because a failure requires waiting for the [Mrace Reply Tineout]
peri od.

5.7. Non-Supported Router

When a non-supported router receives an Mrace2 Query or Request
message whose destination address is a nmulticast address, the router
will silently discard the nmessage.

When the router receives an Mrace2 Query which is destined to
itself, the router would return an Internet Control Message Protocol
(1CwP) port unreachable to the Mrace2 client. On the other hand,
when the router receives an Mrace2 Request which is destined to
itself, the router would return an | CMP port unreachable to its

adj acent router fromwhich the Request receives. Therefore, the
Mrace2 client needs to termnate the trace when the [Mrace Reply
Ti meout] tineout has occurred, and may then issue another Query with
a | ower nunber of # Hops.

5.8. Mrace2 Term nation

When perform ng an expandi ng hop-by-hop trace, it is necessary to
determ ne when to stop expandi ng.

5.8.1. Arriving at Source
A trace can be determned to have arrived at the source if the

Incoming Interface of the last router in the trace is non-zero, but
the Upstream Router is zero.
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5.8. 2. Fatal Error

A trace has encountered a fatal error if the last Forwarding Error in
the trace has the 0x80 bit set.

5.8.3. No Upstream Router

A trace cannot continue if the last Upstream Router in the trace is
set to O.

5.8.4. Reply Tineout

Thi s docunment defines the [Mrace Reply Tineout] value, which is used
to time out an Mrace2 Reply as seen in Section 4.5, Section 5.2, and
Section 5.7. The default [Mrace Reply Tinmeout] value is 10
(seconds), and can be manual |y changed on the Mrace2 client and
routers.

5.9. Continuing after an Error

When the NO SPACE error occurs, as described in Section 4.2, a router
will send back an Mrace2 Reply to the Mrace2 client, and continue
with a new Request (see Section 4.3.3). |In this case, the Mrace2
client may receive nmultiple Mrace2 Replies fromdifferent routers
along the path. When this happens, the client MJUST treat themas a
single Mrace2 Reply nessage.

If atrace tines out, it is very likely that a router in the niddle
of the path does not support Mrace2. That router’s address will be
in the Upstream Router field of the Iast Standard Response Bl ock in
the last received Reply. A client may be able to determne (via
nrinfo or the Sinple Network Management Protocol (SNWP) [11][13]) a
Iist of neighbors of the non-responding router. The nei ghbors
obtained in this way could then be probed (via the nulticast MB
[13]) to determi ne which one is the upstream nei ghbor (i.e., Reverse
Pat h Forwardi ng (RPF) nei ghbor) of the non-responding router. This
al gorithmcan identify the upstream nei ghbor because, even though
there may be nmultiple neighbors, the non-responding router should
only have sent a "join" to the one neighbor corresponding to its

sel ected RPF path. Because of this, only the RPF nei ghbor should
contain the non-responding router as a nulticast next hop inits MB
output list for the affected nmulticast route.

6. Protocol -Specific Considerations

This section describes the Mrace2 behavior with the presence of
different nmulticast protocols.
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6.1. PIMSM

When an Mrace2 reaches a PIMSM RP, and the RP does not forward the
trace on, it neans that the RP has not perforned a source-specific
join so there is no nore state to trace. However, the path that
traffic would use if the RP did performa source-specific join can be
traced by setting the trace destination to the RP, the trace source
to the traffic source, and the trace group to 0. This Mrace2 Query
may be unicasted to the RP, and the RP takes the sane actions as an
LHR.

6. 2. Bi -Directional PIM

Bi-directional PIM[6] is a variant of PIMSMthat builds bi-
directional shared trees connecting multicast sources and receivers.
Along the bi-directional shared trees, nulticast data is natively
forwarded fromthe sources to the Rendezvous Point Link (RPL), and
fromwhich, to receivers without requiring source-specific state. In
contrast to PIMSM Bi-directional PIMalways has the state to trace.

A Designated Forwarder (DF) for a given Rendezvous Point Address
(RPA) is in charge of forwarding downstreamtraffic onto its link,
and forwardi ng upstreamtraffic fromits link towards the RPL that
the RPA belongs to. Hence Mrace2 Reply reports DF addresses or RPA
al ong the path.

6.3. PIMDM

Rout ers running Pl M Dense Mbde [15] do not know the path packets
woul d take unless traffic is flowing. Wthout sone extra protocol
mechani sm this nmeans that in an environment with rmultiple possible
paths with branch points on shared nmedia, Mrace2 can only trace
exi sting paths, not potential paths. Wen there are multiple

possi bl e paths but the branch points are not on shared nedia, the
upstreamrouter is known, but the LHR may not know that it is the
appropriate | ast hop.

When traffic is flowing, PIM Dense Mdde routers know whet her or not
they are the LHR for the link (because they won or | ost an Assert
battle) and know who the upstreamrouter is (because it won an Assert
battle). Therefore, Mrace2 is always able to follow the proper path
when traffic is flow ng.

6.4. |1 GW/ M.D Proxy
When an I GW or Miulticast Listener Discovery (M.D) Proxy [7] receives

an Mrace2 Query packet on an inconming interface, it notes a WRONG | F
in the Forwardi ng Code of the |ast Standard Response Bl ock (see
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Section 3.2.4), and sends the Mrace2 Reply back to the Mrace2
client. On the other hand, when an Mrace2 Query packet reaches an
outgoing interface of the |1 GW/ M.D proxy, it is forwarded onto its
incomng interface towards the upstream router

7. Probl em Di agnosi s

Thi s section describes different scenari os Mrace2 can be used to
di agnose the multicast problens.

7.1. Forwarding Inconsistencies

The Forwarding Error code can tell if a group is unexpectedly pruned
or administratively scoped.

7.2. TTL or Hop Limt Problens

By taking the maxi num of hops fromthe source and forwardi ng TTL
threshold over all hops, it is possible to discover the TTL or hop
limt required for the source to reach the destination

7.3. Packet Loss

By taking nultiple traces, it is possible to find packet |oss
information by tracking the difference between the output packet
count for the specified source-group address pair at a given upstream
router and the input packet count on the next hop downstream router
On a point-to-point link, any steadily increasing difference in these
counts inplies packet |oss. Although the packet counts will differ
due to Mrace2 Request propagation delay, the difference should
remai n essentially constant (except for jitter caused by differences
in propagation tinme anmong the trace iterations). However, this
difference will display a steady increase if packet loss is
occurring. On a shared link, the count of input packets can be

| arger than the nunber of output packets at the previous hop, due to
other routers or hosts on the link injecting packets. This appears
as "negative |l oss" which may mask real packet | oss.

In addition to the counts of input and output packets for al

multicast traffic on the interfaces, the Standard Response Bl ock

i ncludes a count of the packets forwarded by a node for the specified
source-group pair. Taking the difference in this count between two
traces and then conparing those differences between two hops gives a
measure of packet loss just for traffic fromthe specified source to
the specified receiver via the specified group. This neasure is not
af fected by shared |inks.
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On a point-to-point link that is a nulticast tunnel, packet loss is
usual Iy due to congestion in unicast routers along the path of that
tunnel. On native nulticast links, loss is nore likely in the output
queue of one hop, perhaps due to priority dropping, or in the input
queue at the next hop. The counters in the Standard Response Bl ock
do not allow these cases to be distinguished. Differences in packet
counts between the incom ng and outgoing interfaces on one node
cannot generally be used to nmeasure queue overflow in the node.

7.4. Link Uilization

Again, with two traces, you can divide the difference in the input or
out put packet counts at some hop by the difference in tine stanps
fromthe sane hop to obtain the packet rate over the link. [If the
aver age packet size is known, then the link utilization can al so be
estimated to see whet her packet |oss may be due to the rate limt or
the physical capacity on a particular |ink being exceeded.

7.5. Time Del ay

If the routers have synchroni zed clocks, it is possible to estimate
propagati on and queuing delay fromthe differences between the

ti mestanps at successive hops. However, this delay includes contro
processing overhead, so is not necessarily indicative of the del ay
that data traffic would experience

8. | ANA Consi der ations

The following new registries are to be created and nai ntai ned under
the "RFC Required" registry policy as specified in [4].

8.1. "Mrace2 Forwarding Codes" Registry

This is an integer in the range 0-255. Assignnent of a Forwarding
Code requires specification of a value and a name for the Forwarding
Code. Initial values for the forwarding codes are given in the table
at the end of Section 3.2.4. Additional values (specific to |Pv6)
may al so be specified at the end of Section 3.2.5. Any additions to
this registry are required to fully describe the conditions under

whi ch t he new Forwardi ng Code is used.

8.2. "Mrace2 TLV Types" registry
Assi gnnent of a TLV Type requires specification of an integer val ue

"Code" in the range 0-255 and a nane ("Type"). Initial values for
the TLV Types are given in the table at the beginning of Section 3.2.
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8.3. UDP Destination Port

| ANA has assigned UDP user port 33435 (ntrace) for use by this
protocol as the Mrace2 UDP destination port.

9. Security Considerations

This section addresses some of the security considerations related to
M race2.

9.1. Addresses in Mrace2 Header

An Mrace2 header includes three addresses, source address, nulticast
address, and Mrace2 client address. These addresses MJST be
congruent with the definition defined in Section 3.2.1 and forwarding
M race2 nessages having invalid addresses MJUST be prohibited. For
instance, if Mrace2 Client Address specified in an Mrace2 header is
a multicast address, then a router that receives the Mrace2 nessage
MUST silently discard it.

9.2. Filtering of dients

A router SHOULD support a nechanismto filter out queries from
clients beyond a specified administrative boundary. Such a boundary
could, for exanple, be specified via a list of allowed/disallowed
client addresses or subnets. |If a query is received frombeyond the
specified adnmi nistrative boundary, the Query MJST NOT be processed.
The router MAY, however, performrate limted |ogging of such events.

9.3. Topol ogy Discovery
M race2 can be used to discover any actively-used topology. |f your
network topology is a secret, Mrace2 may be restricted at the border
of your dommin, using the ADM N _PRCHI B forwardi ng code.

9.4. Characteristics of Milticast Channel
M race2 can be used to di scover what sources are sending to what
groups and at what rates. |If this information is a secret, Mrace2
may be restricted at the border of your dommin, using the
ADM N _PROHI B f orwardi ng code.

9.5. Limting Query/Request Rates
Arouter may limt Mrace2 Queries and Requests by ignoring some of

the consecutive nessages. The router MAY randomy ignore the
recei ved nessages to nminimze the processing overhead, i.e., to keep

Asaeda, et al. Expi res June 23, 2018 [ Page 33]



Internet-Draft M race2 Decenber 2017

fairness in processing queries, or prevent traffic anplification.
The rate Iimt is left to the router’s inplenentation.

9.6. Limting Reply Rates

The proxying and NO SPACE behaviors may result in one Query returning
multiple Reply nessages. |In order to prevent abuse, the routers in
the traced path MAY need to rate-linit the Replies. The rate linit
function is left to the router’s inplenmentation.
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