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Abst r act

At the first neeting of the proposed Path Aware Networki ng Research
G oup, diver Bonaventure |ed a discussion of our nostly-unsuccessfu
attenpts to exploit Path Awareness to achieve a variety of goals,
over the past decade. At the end of that discussion, the research
group agreed to catal og and anal yze these ideas, to extract insights
and | essons for path-aware networking researchers.

Thi s docunment contains that catal og and anal ysis.
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Decenber 20, 2018.
Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent.
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1. Introduction

At | ETF 99, the proposed Path Aware Networki ng Research G oup [ PANRG
held its first neeting [ PANRG 99], and the first presentation in that
session was "A Decade of Path Awareness" [PATH Decade]. At the end
of this discussion, two things were abundantly clear

o The Internet community has accumrul at ed consi der abl e experience
with many Path Awareness ideas over a long period of tine, and

o Although sone Path Awareness ideas have been successfully depl oyed
(for exanple, Differentiated Services, or D ffServ [ RFC2475]),
nost of these ideas haven't seen w despread adoption. The reasons
for this non-adoption are many, and are worthy of study.

The nmeta-lessons fromthis experience are
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o0 Path Aware Networking is nmore Research than Engi neering, so
establishing an | RTF Research Group for Path Aware Networking is
the right thing to do [ RFC7418], and

0 Catal oging and anal yzi ng our experience to |learn the reasons for
non-adoption is a great first step for the proposed Research
G oup.

Thi s docunment contains that catal og and anal ysis.
About this Docunent

This docunent is not intended to include every idea about Path Aware
Net wor ki ng that we can find. |Instead, we include enough ideas to
provi de background for new | essons to guide researchers in their
work, in order to add those | essons to Section 2

A Note for Contributors (Consider renmoving after approval)

There is no shanme to having your idea included in this docunent.
When t hese proposals were made, we were trying to engi neer sonething
that was research. The docunent editor started with a subsection on
his own idea. The only shanme is not |earning from experience, and
not sharing that experience with other networking researchers and
engi neers.

This docunment is being built collaboratively. To contribute your
experience, please send a Gthub pull request to
https://github. com panrg/ draft-dawki ns- panr g- what - not -t o- do

Di scussi on of specific contributed experiences and this docunent in
general should take place on the PANRG mailing list.

A Note for the Editor (Renpbve after taking these actions)
The to-do list for upcoming revisions includes

0 Rearrange the Summary of Lessons Learned so that it flows (the
current revision is nore or less in the order of contributions).

0 Tag the Lessons Learned so that they are tied to one or nore
specific contributions.

Architectural QGuidance
As background for understanding the Lessons Learned contained in this

docunent, the reader is encouraged to becone familiar with the
Internet Architecture Board' s docunents on "Wat Mkes for a
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Successful Protocol ?* [RFC5218] and "Planning for Protocol Adoption
and Subsequent Transitions" [RFC8170].

Al t hough these two docunents do not specifically target path-aware
net wor ki ng protocols, they are hel pful resources on successfu
protocol adoption and depl oynment.

2. Summary of Lessons Learned

This section sunmari zes the Lessons Learned fromthe contri buted
sections in Section 4.

o The benefit of Path Awareness has to be great enough to overcone
entropy for already-depl oyed devices. The colloquial American
English expression, "If it ain't broke, don't fix it" is in ful
flower on today's Internet.

o If internediate devices along the path can’t be trusted, it's
difficult torely on internedi ate devices to drive changes to
endpoi nt behavi ors.

o |If operators can’t charge for a Path Aware technol ogy in order to
recover the costs of deploying it, the benefits nmust be really
significant.

o Inpact of a Path Aware technol ogy on operational practices can
prevent depl oynent of prom sing technol ogy.

0 Per-connection state in internediate devices is an inpedinent to
adopti on and depl oyment.

o Providing benefits for early adopters is key - if everyone nust
depl oy a technology in order for the topology to provide benefits,
or even to work at all, the technology is unlikely to be adopted.

0o The Internet is a distributed system so the nore a technol ogy
relies on information propagated from distant hosts and routers,
the less likely that information is to be accurate.

0 Transport protocol technologies nmay require infornmation from
applications, in order to work effectively, but applications may
not know the information they need to provide.

3. Tenplate for Contributions
There are many things that could be said about the Path Aware

net wor ki ng technol ogi es that have been devel oped. For the purposes
of this docunent, contributors are requested to provide
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o the nanme of a technol ogy, including an abbreviation if one was
used

o if available, a long-termpointer to the best reference describing
t he technol ogy

0 a short description of the problemthe technol ogy was intended to
sol ve

0 a short description of the reasons why the technol ogy wasn’'t
adopt ed

0 a short statenent of the | essons that researchers can |learn from
our experience with this technol ogy.

4., Contributions

The editor has added sone suggested subsections as a starting place,
but others are solicited and wel cone.

4.1. Integrated Services (IntServ)
The suggested references for IntServ are:

0 RFC 1633 Integrated Services in the Internet Architecture: an
Overvi ew [ RFC1633]

0 RFC 2211 Specification of the Controll ed-Load Network El enent
Servi ce [ RFC2211]

0 RFC 2212 Specification of CGuaranteed Quality of Service [RFC2212]

0 RFC 2215 General Characterization Parameters for |ntegrated
Service Network El ements [ RFC2215]

0 RFC 2205 Resource ReSerVation Protocol (RSVP) [RFC2205]

In 1994, when the IntServ architecture document [RFC1633] was
published, real-time traffic was first appearing on the Internet. At
that tinme, bandwi dth was a scarce commopdity. Internet Service
Providers built networks over DS3 (45 Mops) infrastructure, and sub-
rate (< 1 Mbs) access was common. Therefore, the | ETF anticipated a
need for a fine-grained QS nechani sm

In the IntServ architecture, sone applications require service
guarantees. Therefore, those applications use the Resource
Reservation Protocol (RSVP) [ RFC2205] to signal bandwi dth
reservations across the network. Every router in the network
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4.

4.

4.

mai ntains per-flow state in order to a) performcall adm ssion
control and b) deliver guaranteed service

Applications use Flow Specification (Fl ow Specs) [RFC2210] to
describe the traffic that they emit. RSVP reserves bandw dth for
traffic on a per Flow Spec basis.

1.1. Reasons for Non-depl oynent

IntServ was never wi dely depl oyed because of its cost. The follow ng
factors contributed to cost:

0 IntServ nust be deployed on every router within the QS donmain
0 IntServ maintained per flow state
As IntServ was being discussed, the follow ng occurred:

o0 It becane nore cost effective to solve the QS problem by addi ng
bandwi dth. Between 1994 and 2000, Internet Service Providers
upgraded their infrastructures fromDS3 ( 45 Mips ) to OC48 ( 2.4
Gops )

o DiffServ [RFC2475] offered a nore cost-effective, albeit |ess
fine-grained, solution to the QS probl em

1.2. Lessons Learned.
The follow ng | essons were | earned:

0 Any nmechanismthat requires a router to maintain state is not
likely to succeed.

0 Any nechanismthat requires an operator to upgrade all of its
routers is not likely to succeed.

IntServ was never wi dely depl oyed. However, the technology that it
produced was depl oyed for reasons other than bandw dth managenent.
RSVP is widely depl oyed as an MPLS signaling nmechanism BGP uses
Fl ow Specs to distribute firewall filters.

2. Qick-Start TCP

Qui ck-Start [RFCA782] is an experinmental TCP extension that |everages
support fromthe routers on the path to determ ne an all owed sendi ng
rate, either at the start of data transfers or after idle periods.

In these cases, a TCP sender cannot easily deternine an appropriate
sending rate, given the lack of information about the path. The
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default TCP congestion control therefore uses the tinme-consuning
slowstart algorithm Wth Quick-Start, connections are allowed to
use higher sending rates if there is significant unused bandw dth
along the path, and if the sender and all of the routers along the
pat h approve the request. By examining Tinme To Live (TTL) fields, a
sender can deternine if all routers have approved the Quick-Start
request. The protocol also includes a nonce that provides protection
agai nst cheating routers and receivers. |If the Quick-Start request
is explicitly approved by all routers along the path, the TCP host
can send at up to the approved rate; otherwi se TCP woul d use the
default congestion control. Quick-Start requires nodifications in
the invol ved end-systens as well in routers. Due to the resulting
depl oynent chal | enges, Quick-Start has been being proposed in

[ RFCAT782] for controlled environments such as intranets only.

The Quick-Start protocol is a |ightweight, coarse-grained, in-band
net wor k- assi sted fast startup nechanism The benefits are studi ed by
simulation in a research paper [SAF07] that conplenents the protoco
specification. The study confirns that Quick-Start can significantly
speed up m d-sized data transfers. That paper al so presents router

al gorithnms that do not require keeping per-flow state. Later studies
[ Sch1l] conprehensively anal yzes Quick-Start with a full Linux

i mpl ementation and with a router fast path prototype using a network
processor. In both cases, Quick-Start could be inplenmented with
limted additional conplexity.

4.2.1. Reasons for Non-depl oynent

However, the experiments with Quick-Start in [Schll] reveal severa
chal | enges

0 Having information fromthe routers along the path can reduce the
risk of congestion, but it cannot avoid it entirely. Determ ning
whet her there is unused capacity is not trivial in actual router
and host inplenentations. Data about avail able bandw dth visible
at the IP layer may be inprecise, and due to the propagation
del ay, information can already be outdated when it reaches the
sender. There is a trade-off between the speedup of data
transfers and the risk of congestion even with Quick-Start.

0 For scalable router fast path inplenentation, it is inportant to
enabl e parallel processing of packets, as this is a widely used
met hod e.g. in network processors. One challenge is
synchroni zati on of information between different packets, which
shoul d be avoi ded as nuch as possi bl e.

0 Only selected applications can benefit from Quick-Start. For
achi eving an overall benefit, it is inportant that senders avoid
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sendi ng unnecessary Quick-Start requests, e.g. for connections
that will only send a small anount of data. This typically
requires application-internal know edge. It is a nmpostly unsol ved
question how a sender can indeed deternine the data rate that

Qui ck-Start shall request for

After conpletion of the Quick-Start specification, there have been

| arge-scal e experinments with an initial w ndow of up to 10 MsSS

[ RFC6928]. This alternative "IWO0" approach can also ranp up data
transfers faster than the standard TCP congestion control, but it
only requires sender-side TCP nodifications. As a result, this
approach can be easier and increnentally deployed in the Internet.
Whil e theoretically Quick-Start can outperform"IWO0", the absolute

i mprovenent of data transfer tines is rather small in many cases.
After publication of [RFC6928], nobst nodern TCP stacks have increased
their default initial window There is no known depl oynent of Quick-
Start TCP.

4.2.2. Lessons Learned

There are some | essons |earned from Quick-Start. Despite being a
very |light-weight protocol, Quick-Start suffers from poor increnental
depl oynent properties, both regarding the required nodifications in
network infrastructure as well as its interactions with applications.
Except for corner cases, congestion control can be quite efficiently
performed end-to-end in the Internet, and in nodern TCP stacks there
is not nuch roomfor significant inprovenment by additional network
support.

4.3. Triggers for Transport (TR GIRAN)

TCP [ RFCO793] has a well-known weakness - the end-to-end flow contro
mechani sm has only a single signal, the |loss of a segnent, and sem -
nmodern TCPs (since the late 1980s) have interpreted the |loss of a
segnment as evidence that the path between two endpoi nts has becone
congest ed enough to exhaust buffers on internedi ate hops, so that the
TCP sender should "back of f" - reduce its sending rate until it knows
that its segments are now being delivered w thout |oss [ RFC2581].
More nodern TCPs have added a growi ng array of strategies about how
to establish the sending rate [ RFC5681], but when a path is no | onger
operational, TCPs can wait nmany seconds before retrying a segnent,
even if the path becones operational while the sender is waiting to
retry.

The thinking in Triggers for Transport was that if a path conpletely

st opped worki ng because its first-hop Iink was "down", that sonmehow
TCP coul d be signal ed when the first-hop link returned to service,

Dawki ns Expi res Decenber 20, 2018 [ Page 8]



I nt

4. 3.

4. 3.

ernet-Draft What Not To Do June 2018

and the sending TCP could retry imedi ately, without waiting for a
full Retransmission Time Qut (RTO).

1. Reasons for Non-depl oynent

Two TRI GTRAN BOFs were held, at |ETF 55 [ TRI GTRAN-55] and | ETF 56
[ TRI GTRAN-56], but this work was not chartered, and there was no
interest in deploying TRIGIRAN unless it was chartered in the | ETF.

2. Lessons Learned.

The reasons why this work was not chartered provide several usefu
| essons for researchers.

0o TRIGIRAN triggers are only provided when the first-hop link is
"down", so TRIGITRAN triggers couldn’t replace normal TCP
retransm ssion behavior if the path fail ed because sone |ink
further along the network path was "down". So TRI GIRAN triggers
added conplexity to an already conplex TCP state machi ne, and
didn't allow any existing conplexity to be renoved.

0 The state of the art in the early 2000s was that TRI GTRAN triggers
were assuned to be unauthenticated, so they couldn't be trusted to

tell a sender to "speed up", only to "slow down". This reduced
the potential benefit to inplenenters.

o internediate forwardi ng devices required nodification to provide
TRI GTRAN triggers, but operators couldn’t charge for TRI GTRAN
triggers, so there was no way to recover the cost of nodifying
testing, and depl oyi ng updated internedi ate devi ces.

Shi n6

The 1 Pv6 routing architecture [ RFC1887] assuned that nbst sites on
the Internet would be identified by Provider Assigned |IPv6 prefixes,
so that Default-Free Zone routers only contained routes to other
providers, resulting in a very small routing table.

For a single-honed site, this could work well. A multi-homed site
with only one upstream provider could al so work well, although BGP
mul ti homi ng froma single upstream provider was often a prem um
service (costing nore than twice as nuch as two single-honed sites),
and if the single upstream provider went out of service, all of the
mul ti-homed paths could fail sinultaneously.

I Pv4 sites often nmultihomed by obtaining Provider |ndependent
prefixes, and advertising these prefixes through nultiple upstream
providers. Wth the assunption that any nultihomed |IPv4 site would
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also multihonme in IPv6, it seened likely that |1 Pv6 routing would be
subject to the sane pressures to announce Provi der |ndependent
prefixes, resulting in a global 1Pv6 routing table that exhibited the
same problens as the global I1Pv4 routing table. During the early
2000s, work began on a protocol that would provide the sane benefits
for multihoned | Pv6 sites without requiring sites to advertise

Provi der | ndependent prefixes into the global routing table.

This protocol, called Shing, allowed two endpoints to exchange
mul ti pl e addresses ("Locators") that all napped to the sane endpoint
("ldentity"). After an endpoint |learned nultiple Locators for the
other endpoint, it could send to any of those Locators with the
expectation that those packets would all be delivered to the endpoint
with the sane ldentity. Shint was an exanple of an "ldentity/Locator
Split" protocol

Shin6, as defined in [RFC5533] and related RFCs, provided a workable
solution for | Pv6e multihoning using Provider Assigned prefixes,

i ncluding capability discovery and negotiation, and allow ng end-to-
end application comunication to continue even in the face of path
failure, because applications don't see Locator failures, and
continue to communi cate with the sane Identity using a different
Locat or.

4.4.1. Reasons for Non-depl oynent

Note that the probl em being addressed was "site multihom ng", but
Shine was providing "host nultihom ng". That neant that the decision
about what path woul d be used was under host control, not under
router control

Al t hough nmore work coul d have been done to provide a better technica
solution, the biggest inpedinments to Shinb depl oyment were
operational and business considerations. These inpedinents were

di scussed at multiple network operator group neetings, including

[ Shi nb-35] at [ NANOCG- 35] .

The technol ogy issues centered around scaling concerns that Shinb
relied on the host to track all the TCP connections and the file
descriptions with associated HTTP state, while al so tracking
Identity/Locator mappings in the kernel, and tracking failures to
recogni ze that a backup path has failed

The operator issues centered around concerns that operators were
performng traffic engineering, but would have no visibility or
control over hosts when they chose to begin using another path, and
relying on hosts to engineer traffic exposed their networks to
oscillation based on feedback | oops, as hosts nove frompath to path.
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At a minimum traffic engineering policies must be pushed down to

i ndi vidual hosts. In addition, the usual concerns about firewalls
that expected to find a transport-|evel protocol header in the IP
payl oad, and won't be able to performfirewalling functions because
its processing logic would have to | ook past the Identity header

The business issues centered renoving or reducing the ability to sel
BGP mul ti hom ng service, which is often nore expensive than single-
honmed connectivity.

4.4.2. Lessons Learned

It is extrenely inportant to take operational concerns into account
when a pat h-aware protocol is making decisions about path sel ection
that may conflict with existing operational practices and business

consi derati ons.

W al so note that some path-aware networking ideas recycle. Al though
Shimé did not achieve significant deploynment, the | ETF chartered a
wor ki ng group to specify "Miltipath TCP" [MP-TCP] in 2009, and
Multipath TCP allows TCP applications to control path selection, with
many of the sanme advantages and di sadvant ages of Shi nb.

4.5. Next Steps in Signaling (NSIS)
Wite-up of Next Steps in Signhaling (NSIS) [ RFC5974]
Your description could be here.

5. Security Considerations
Thi s docunment describes ideas that were not adopted and wi dely

depl oyed on the Internet, so it doesn't affect the security of the
I nternet.

If this docunent neets its goals, we may devel op new i deas for Path
Awar e Networking that would affect the security of the Internet, but
security considerations for those ideas will be described in the
correspondi ng RFCs that propose them

6. | ANA Consi derations

Thi s docunent nakes no requests of | ANA
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Abstract

In contrast to the present Internet architecture, a path-aware
internetworking architecture has two important properties: it exposes
the properties of available Internet paths to endpoints, and provides
for endpoints and applications to use these properties to select
paths through the Internet for their traffic. While this property of
"path awareness" already exists in many Internet-connected networks
within single domains and via administrative interfaces to the
network layer, a fully path-aware internetwork expands these concepts
across layers and across the Internet.

This document poses questions in path-aware networking open as of
2021, that must be answered in the design, development, and
deployment of path-aware internetworks. It was originally written to
frame discussions in the Path Aware Networking proposed Research
Group (PANRG), and has been published to snapshot current thinking in
this space.
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1. Introduction to Path-Aware Networking

In the current Internet architecture, the network layer provides a
best-effort service to the endpoints using it, without verifiability
of the properties of the path between tne endpoints. While there are
network layer technologies that attempt better-than-best-effort
delivery, the interfaces to these are generally administrative as
opposed to endpoint-exposed (e.g. Path Computation Element (PCE)
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[RFC4655] and Software-Defined Wide Area Network (SD-WAN)
approaches), and they are often restricted to single administrative
domains. In this architecture, an application can assume that a
packet with a given destination address will eventually be forwarded
toward that destination, but little else.

A transport layer protocol such as TCP can provide reliability over
this best-effort service, and a protocol above the network layer,
such as Transport Layer Security (TLS) [RFC8446] can authenticate the
remote endpoint. However, little, if any, explicit information about
the path is available to the endpoints, and any assumptions made
about that path often do not hold. These sometimes have serious
impacts on the application, as in the case with BGP hijacking
attacks.

By contrast, in a path-aware internetworking architecture, endpoints
can select or influence the path(s) through the network used by any
given packet or flow. The network and transport layers explicitly
expose information about the path or paths available to the endpoints
and to the applications running on them, so that they can make this
selection. The Application Layer Traffic Optimization (ALTO)
protocol [RFC7285] can be seen as an example of a path-awareness
approach implemented in transport-layer terms on the present Internet
protocol stack.

Path selection provides explicit visibility and control of network
treatment to applications and users of the network. This selection
is available to the application, transport, and/or network layer
entities at each endpoint. Path control at the flow and subflow
level enables the design of new transport protocols that can leverage
multipath connectivity across disjoint paths through the Internet,
even over a single physical interface. When exposed to applications,
or to end-users through a system configuration interface, path
control allows the specification of constraints on the paths that
traffic should traverse, for instance to confound passive
surveillance in the network core [RFC7624].

We note that this property of "path awareness" already exists in many
Internet-connected networks within single domains. Indeed, much of
the practice of network engineering using encapsulation at layer 3
can be said to be "path aware", in that it explicitly assigns traffic
at tunnel endpoints to a given path within the network. Path-aware
internetworking seeks to extend this awareness across domain
boundaries without resorting to overlays, except as a transition
technology.
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This document presents a snapshot of open questions in this space
that will need to be answered in order to realize a path-aware
internetworking architecture; it is published to further frame
discussions within and outside the Path Aware Networking Research
Group, and is published with the rough consensus of that group.

1.1. Definitions

For purposes of this document, "path aware networking" describes
endpoint discovery of the properties of paths they use for
communication across an internetwork, and endpoint reaction to these
properties that affects routing and/or data transfer. Note that this
can and already does happen to some extent in the current Internet
architecture; this definition expands current techniques of path
discovery and manipulation to cross administrative domain boundaries
and up to the transport and application layers at the endpoints.

Expanding on this definition, a "path aware internetwork" is one in
which endpoint discovery of path properties and endpoint selection of
paths used by traffic exchanged by the endpoint are explicitly
supported, regardless of the specific design of the protocol features
which enable this discovery and selection.

A "path", for the purposes of these definitions, is abstractly
defined as a sequence of adjacent path elements over which a packet
can be transmitted, where the definition of "path element" is
technology-dependent. As this document is intended to pose questions
rather than answer them, it assumes that this definition will be
refined as part of the answer the first two gquestions it poses, about
the vocabulary of path properties and how they are disseminated.

Research into path aware internetworking covers any and all aspects
of designing, building, and operating path aware internetworks or the
networks and endpoints attached to them. This document presents a
collection of research questions to address in order to make a path
aware Internet a reality.

2. Questions

Realizing path-aware networking requires answers to a set of open
research questions. This document poses these questions, as a
starting point for discussions about how to realize path awareness in
the Internet, and to direct future research efforts within the Path
Aware Networking Research Group.
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2.1. A Vocabulary of Path Properties

The first question: how are paths and path properties defined and
represented?

In order for information about paths to be exposed to an endpoint,
and for the endpoint to make use of that information, it is necessary
to define a common vocabulary for paths through an internetwork, and
properties of those paths. The elements of this vocabulary could
include terminology for components of a path and properties defined
for these components, for the entire path, or for subpaths of a path.
These properties may be relatively static, such as the presence of a
given node or service function on the path; as well as relatively
dynamic, such as the current values of metrics such as loss and
latency.

This vocabulary and its representation must be defined carefully, as
its design will have impacts on the properties (e.g., expressiveness,
scalability, security) of a given path-aware internetworking
architecture. For example, a system that exposes node-level
information for the topology through each network would maximize
information about the individual components of the path at the
endpoints, at the expense of making internal network topology
universally public, which may be in conflict with the business goals
of each network’s operator. Furthermore, properties related to
individual components of the path may change frequently and may
quickly become outdated. However, aggregating the properties of
individual components to distill end-to-end properties for the entire
path is not trivial.

2.2. Discovery, Distribution, and Trustworthiness of Path Properties

The second question: how do endpoints and applications get access to
accurate, useful, and trustworthy path properties?

Once endpoints and networks have a shared vocabulary for expressing
path properties, the network must have some method for distributing
those path properties to the endpoints. Regardless of how path
property information is distributed, the endpoints require a method
to authenticate the properties —— to determine that they originated
from and pertain to the path that they purport to.

Choices in distribution and authentication methods will have impacts
on the scalability of a path-aware architecture. Possible dimensions
in the space of distribution methods include in-band versus out-of-
band, push versus pull versus publish-subscribe, and so on. There
are temporal issues with path property dissemination as well,
especially with dynamic properties, since the measurement or
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elicitation of dynamic properties may be outdated by the time that
information is available at the endpoints, and interactions between
the measurement and dissemination delay may exhibit pathological
behavior for unlucky points in the parameter space.

2.3. Supporting Path Selection

The third question: how can endpoints select paths to use for traffic
in a way that can be trusted by the network, the endpoints, and the
applications using them?

Access to trustworthy path properties is only half of the challenge
in establishing a path-aware architecture. Endpoints must be able to
use this information in order to select paths for specific traffic
they send. As with the dissemination of path properties, choices
made in path selection methods will also have an impact on the
tradeoff between scalability and expressiveness of a path-aware
architecture. One key choice here is between in-band and out-of-band
control of path selection. Another is granularity of path selection
(whether per packet, per flow, or per larger aggregate), which also
has a large impact on the scalabilty/expressiveness tradeoff. Path
selection must, like path property information, be trustworthy, such
that the result of a path selection at an endpoint is predictable.
Moreover, any path selection mechanism should aim to provide an
outcome that is not worse than using a single path, or selecting
paths at random.

Path selection may be exposed in terms of the properties of the path
or the identity of elements of the path. In the latter case, a path
may be identified at any of multiple layers (e.g. routing domain
identifier, network layer address, higher-layer identifier or name,

and so on). In this case, care must be taken to present semantically
useful information to those making decisions about which path(s) to
trust.

2.4. Interfaces for Path Awareness

The fourth question: how can interfaces among the network, transport,
and application layers support the use of path awareness?

In order for applications to make effective use of a path-aware
networking architecture, the control interfaces presented by the
network and transport layers must also expose path properties to the
application in a useful way, and provide a useful set of paths among
which the application can select. Path selection must be possible
based not only on the preferences and policies of the application
developer, but of end-users as well. Also, the path selection
interfaces presented to applications and end users will need to
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support multiple levels of granularity. Most applications’
requirements can be satisfied with the expression of path selection
policies in terms of properties of the paths, while some applications
may need finer-grained, per-path control. These interfaces will need
to support incremental development and deployment of applications,
and provide sensible defaults, to avoid hindering their adoption.

2.5. Implications of Path Awareness for the Transport and Application
Layers

The fifth question: how should transport-layer and higher layer
protocols be redesigned to work most effectively over a path-aware
networking layer?

In the current Internet, the basic assumption that at a given time
all traffic for a given flow will receive the same network treatment
and traverse the same path or equivalend paths often holds. In a
path aware network, this assumption is more easily violated. The
weakening of this assumption has implications for the design of
protocols above any path—-aware network layer.

For example, one advantage of multipath communication is that a given
end-to—-end flow can be "sprayed" along multiple paths in order to
confound attempts to collect data or metadata from those flows for
pervasive surveillance purposes [RFC7624]. However, the benefits of
this approach are reduced if the upper-layer protocols use linkable
identifiers on packets belonging to the same flow across different
paths. Clients may mitigate linkability by opting to not re-use
cleartext connection identifiers, such as TLS session IDs or tickets,
on separate paths. The privacy-conscious strategies required for
effective privacy in a path-aware Internet are only possible if
higher-layer protocols such as TLS permit clients to obtain
unlinkable identifiers.

2.6. What is an Endpoint?

The sixth question: how is path awareness (in terms of vocabulary and
interfaces) different when applied to tunnel and overlay endpoints?

The vision of path-aware networking articulated so far makes an
assumption that path properties will be disseminated to endpoints on
which applications are running (terminals with user agents, servers,
and so on). However, incremental deployment may require that a path-
aware network "core" be used to interconnect islands of legacy
protocol networks. In these cases, it is the gateways, not the
application endpoints, that receive path properties and make path
selections for that traffic. The interfaces provided by this gateway
are necessarily different than those a path-aware networking layer
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provides to its transport and application layers, and the path
property information the gateway needs and makes available over those
interfaces may also be different.

2.7. Operating a Path Aware Network

The seventh question: how can a path aware network in a path aware
internetwork be effectively operated, given control inputs from
network administrators, application designers, and end users?

The network operations model in the current Internet architecture
assumes that traffic flows are controlled by the decisions and
policies made by network operators, as expressed in interdomain and
intradomain routing protocols. In a network providing path selection
to the endpoints, however, this assumption no longer holds, as
endpoints may react to path properties by selecting alternate paths.
Competing control inputs from path-aware endpoints and the routing
control plane may lead to more difficult traffic engineering or
nonconvergent forwarding, especially if the endpoints’ and operators’
notion of the "best" path for given traffic diverges significantly.
The degree of difficulty may depend on the fidelity of information
made available to path selection algorithms at the endpoints.
Explicit path selection can also specify outbound paths, while BGP
policies are expressed in terms of inbound traffic.

A concept for path aware network operations will need to have clear
methods for the resolution of apparent (if not actual) conflicts of
intent between the network’s operator and the path selection at an
endpoint. It will also need set of safety principles to ensure that
increasing path control does not lead to decreasing connectivity; one
such safety principle could be "the existence of at least one path
between two endpoints guarantees the selection of at least one path
between those endpoints.”

2.8. Deploying a Path Aware Network

The eighth question: how can the incentives of network operators and
end-users be aligned to realize the vision of path aware networking,
and how can the transition from current ("path-oblivious"™) to path-

aware networking be managed?

The vision presented in the introduction discusses path aware
networking from the point of view of the benefits accruing at the
endpoints, to designers of transport protocols and applications as
well as to the end users of those applications. However, this vision
requires action not only at the endpoints but also within the
interconnected networks offering path aware connectivity. While the
specific actions required are a matter of the design and
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implementation of a specific realization of a path aware protocol
stack, it is clear than any path aware architecture will require
network operators to give up some control of their networks over to
endpoint-driven control inputs.

Here the question of apparent versus actual conflicts of intent
arises again: certain network operations requirements may appear
essential, but are merely accidents of the interfaces provided by
current routing and management protocols. For example, related (but
adjacent) to path aware networking, the widespread use of the TCP
wire image [RFC8546] in network monitoring for DDoS prevention
appears in conflict with the deployment of encrypted transports, only
because path signaling [RFC8558] has been implicit in the deployment
of past transport protocols.

Similarly, incentives for deployment must show how existing network
operations requirements are met through new path selection and
property dissemination mechanisms.

The incentives for network operators and equipment vendors need to be
made clear, in terms of a plan to transition [RFC8170] an
internetwork to path-aware operation, one network and facility at a
time. This plan to transition must also take into account that the
dynamics of path aware networking early in this transition (when few
endpoints and flows in the Internet use path selection) may be
different than those later in the transition.

Aspects of data security and information management in a network that
explicitly radiates more information about the network’s deployment
and configuration, and implicitly radiates information about endpoint
configuration and preference through path selection, must also be
addressed.
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