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Abst ract

Thi s docunent describes RPL protocol design issues, various
observations and possi bl e consequences of the design and
i mpl ement ati on choi ces.
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This Internet-Draft is submitted in full conformance with the
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Internet-Drafts are working docunents of the Internet Engineering
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Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on February 25, 2019.
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Copyright (c) 2018 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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primary notivation for this draft is to enlist different issues
with RPL operation and invoke a discussion w thin the working group.
This draft by itself is not intended for RFC tracks but as a WG
di scussion track. This draft nay in turn result in other work itens
taken up by the WG which nmay inprovise on the issues nentioned
herewi t h.
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2. Introduction

RPL [ RFC6550] specifies a proactive di stance-vector routing schene
designed for LLNs (Low Power and Lossy Networks). RPL enables the
network to be forned as a DODAG and supports storing node and non-
storing node of operations. Non-storing node allows reduced nenory
resource usage on the nodes by all owi ng non-BR nodes to operate

wi t hout managi ng a routing table and involves use of source routing
by the 6LBR to direct the traffic along a specific path. |In storing
node of operation internediate routers nmaintain routing tables.

This work aims to highlight various issues with RPL which makes it
difficult to handle certain scenarios. This work will highlight such
i ssues in context to RPL’s node of operations (storing versus non-
storing). There are cases where RPL does not provide clear rules and
i npl ement ati ons have to nake their choices hindering interoperability
and perfornmance.

[1-D.clausen-11n-rpl-experiences] provides some interesting points.
Some sections in this draft may overlap with sonme observations in
[clausen], but this is been done to further extend some scenarios or
observations. It is highly encouraged that readers should also visit
[1-D.clausen-I1n-rpl-experiences] for other insights. Regardless,
this draft is self-sufficient in a way that it does not expect to
have read [cl ausen-draft].

2.1. Requirenments Language and Ter m nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
NS- MOP = RPL Non-storing Mde of Operation
S-MOP = RPL Storing Mbde of Operation
Thi s docunent uses terninology described in [ RFC6550] and [ RFC6775].
3. DTSN increnent in storing MOP
DTSN i ncrenent has mmjor inpact on the overall RPL control traffic
and on the efficiency of downstreamroute update. DTSN is sent as
part of DI O nessage and signals the downstream nodes to trigger the
target advertisenent. The 6LR needs to deci de when to update the
DTSN and usually it should do it in a conservative way. The DTSN

updat e nechani sm det er mi nes how soon the downward routes are
established al ong the new path. RPL specifications does not provide
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any cl ear nechani smon how the DTSN update shoul d happen in case of
storing node

(6LBR)

I

I
(A
I\

/ \
(G (H

Figure 1: Sanple topol ogy

Consi der exanpl e topol ogy shown in Figure 1, assune that node D
switches the parent fromnode Bto C. ldeally the downstream nodes D
and its sub-childs should send their target advertisenent to the new
path via node C. To achieve this result in a efficient way is a
chal l enge. Increnenting DTSN is the only way to trigger the DAO on
downstream nodes. But this trigger should be sent not only on the
first hop but to all the grand-child nodes. Thus DTSN has to be
incremented in the conpl ete sub-DODAG rooted at node D thus resulting
in DIQ DAO storm along the sub-DODAG This is specifically a big

i ssue in high density networks where the netric deteoration night
happen transiently even though the signal strength is good.

The prinmary inplenmentation issue is whether a child node increnent
its own DTSN when it receives DISN update fromits parent node? This
woul d result in DAOC updates in the sub-DODAG thus the cost could be
very high. If not incremented it may result in serious |oss of
connectivity for nodes in the sub- DODAG
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3.1. Deliberations

(1)

(2)

In S-MOP, should the child nodes increnent its D O on seeing
that its preferred parent has updated its DTSN?

What are rules for DTSN increnent for storing MOP, which
mul tiple inplementations can follow thus allow ng consi stent
performance across different inplenmentations?

4. DAO retransm ssion and use of DAO-ACK in storing MOP

[ RFC6550] has an optional DAO ACK mechani sm usi ng whi ch an upstream
parent confirms the reception of a DAO fromthe downstreamchild. In
case of storing node, the DAO is addressed to the inmedi ate hop
upstream parent resulting in DAO-ACK fromthe parent. There are two
i npl ement ati ons possi bl e:

(D

(2)

Jadhav,

Hop- by-hop ACK: A parent responds with a DAO ACK i medetialy
after receiving the DAO

End-to- End ACK: A node waits for the upstream parent to send
DAO- ACK to respond with a DAO ACK downstream The upstream
parent may do as many attenpts to successfully send this DAO
upstream | n other words, the parent node accepts the
responsibilty of sending the DAO upstreamtill the point it is
ACKed the nmoment it responds back with its own ACK to the child.

1-> 3->
DAO DAO
(Tgt Node) -------- (6LR)------- (root)
ACK ACK
<-2 <-4

Fi gure 2: Hop-by-hop DAC ACK

1-> 2->
DAO DAO
(Tgt Node) -------- (6LR)------- (root)
ACK ACK
<-4 <-3

Fi gure 3: End-to-End DAO ACK
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4.1. Significance of bidirectional Path establishnment indication and
rel evance of DAOC ACK

Lot of application traffic patterns requires that the bidirectional
pat h be established between the target node and the root. A typical
exanple is that COAP request with ACK bit set would require an
acknow edgenent fromthe end receiver and thus warrants bidirectional

path establishnment. It is inperative that the target node first
ascertai ns whether such a bidirectional path is established before
initiating such application traffic. In case of non-storing MOP, the

DAO- ACK works perfectly fine to ascertain such bidirectional
connectivity since it is an indication that the root which usually is
the direct destination of the DAO has received the DAO. But in case
of storing MOP, things are nore conplicated since DAO is sent hop-by-
hop and the DAO ACK semantics are not clear enough as per the current
specification. As nentioned in above section, an inplenentation can
choose to inplenment hop-by-hop ACK or end-to-end ACK

4.2. Problens with hop-by-hop DAO ACK

The primary issue with this node is that target node cannot ascertain
bidirection path connectivity on the reception of the DAO ACK

4.3. Problens with end-to-end DAO ACK

In this case, it is possible for the target node to ascertain if the
DAO has indeed reached the root since the reception of DAG ACK on
target node confirms this. However there is extra state infornmation
that needs to be maintained on the 6LRs on behalf of all the child
nodes. Also it is very difficult for the target node to ascertain a
timer value to decide whether the DAO transmnission has failed to
reach the root.

4.4. Deliberations
(1) How should an inplenentation interpret the DAO ACK semantics?
(2) What is the best way for the target node to know that the end to
end bidirectional path is successfully installed or updated? In
NS- MOP, the DAO ACK provides a clear way to do this. Can the
same be achi eved for storing- MOP?

(3) Wat happens if the DAOACK with Status!=0 is responded by
ancest or node?

(4) How to selectively NACK subset of targets in case target
contai ners are aggregated?
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4.5.

6

.1

| mpl ement ati on Not es

Current RPL open source inplenmentations have both types of DAO ACK
i npl ementations. For e.g. RIOT supports hop-by-hop DAO ACK.
Conti ki ol der versions supported hop-by-hop ACK but the recent
versi on have changed to end-to-end ACK inpl ement ati on.

The sequence of sending no-path DAO and DAO matters when updating the
routing adjacencies on a parent switch. [If an inplenentation chooses
to send no-path DAO before DAOthen it results in significantly nore
overhead for route invalidation. This is because no-path DAO woul d
traverse all the way up to the BR clearing the routes on the way. In
case there is a conmon ancestor post which the old and new path
remains sane then it is better to send regular DAO first thus
limting the propagati on of subsequent no-path DAOtill this comon
ancestor.

Handl i ng resource unavailability

The nodes in the constrai ned networks have to naintain various
records such as nei ghbor cache entries and routing entries on behal f
of other targets to facilitate packet forwarding. Because of the
constrai ned nature of the devices the nenory avail abl e nmay be very
limted and thus the path selection algorithmnay have to take into
consi deration such resource constraints as well.

RPL currently does not have any mechanismto advertise such resource
indicator netrics. The primary tables associated with RPL are
routing table and the nei ghbor cache. Even though nei ghbor cache is
not directly linked with RPL protocol, the maintenance of routing
adj acencies results in updates to nei gbor cache.

Del i ber ati ons

Is it possible to know that an upstream parent/ancestor cannot
hol d enough routing entries and thus this path should not be used?

Is it possible to know that an upstream parent cannot hold any
nmor e nei ghbor cache entry and thus this upstream parent shoul d not
be used?

Handl i ng aggregated targets

RPL al |l ows and defines specific procedures so as to aid target
aggregation in DAO Having said that, the specification does not
mandat e use of aggregated targets nor does it make any comment on
whet her a receiving node needs to handle it. Target aggregation is
an useful tool and especially helps with Iink [ayer technol ogi es that

Jadhav, et al. Expi res February 25, 2019 [ Page 7]



Internet-Draft RPL (bservations August 2018

7

does not suffer fromlow MIUs such as PLC. Even if the
i mpl ement ati on does not support aggregating targets, it should
atl east mandate reception of aggregated targets in DAQO

RPL has a nechanismcurrently to ACK the DAO but it does not have a
mechanismto ACK the target container. Thus in case of aggregated
targets in the DAQ if the subset of the targets fail then it is

i mpossible for the DAO ACK to signal this to the DAO sender.

.1. Deliberations

Even if the inplenentation does not support aggregating targets,
should it atleast mandate reception and handling of aggregated
targets in DAO?

There is a good scope for conpressing aggregated targets which can
significantly reduce the RPL control overhead.

How to sel ectively NACK subset of targets in case target
cont ai ners are aggregated?

The DEFAULT_DAO DELAY of 1sec does not help nmuch with aggregation
The upstream parent nodes should wait for nore tine then the child
nodes so as to effectively aggregate. Can we have

DEFAULT_DAO DELAY a function of the level/rank the node is at?

RPL Transit Information in DAO

RPL al |l ows associating a target or set of targets with a Transit

i nformati on container which contains attributes for a path to one or
nore destinations identified by the set of targets. |In case of NS
MOP, the transit Information will contain the all critical Parent
Address which all ows the common ancestor usually the root to identify
the source route header for the target node. The Transit Infornmation
al so contains other information such as Path Sequence and Path
Lifetime which are critical for maintaining route adjacencies.

RPL however does not mandate the use of Transit |Information container
for targets.

.1. Deliberations

Is it ok to let inplenentations decide on the inclusion of Transit
I nformati on cont ai ner?

Is it possible to achieve interop w thout nandati ng use of Transit
I nformati on Cont ai ner?
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If the Transit Information container is sent, should the handling
of Pat hSequence be mandat ed?

The DEFAULT_DAO DELAY of 1sec does not help nmuch with aggregation
The upstream parent nodes should wait for nore tine then the child
nodes so as to effectively aggregate. Can we have

DEFAULT_DAO DELAY a function of the level/rank the node is at?

8. Managi ng persistent variables across node reboots
8.1. Persistent storage and RPL state information

Devices are required to be functional for several years w thout
manual mai ntanence. Usually battery power consunption is considered
key for operating the devices for several (tens of) years. But apart
frombattery, flash nenory endurance may prove to be a lifetine
bottl eneck in constrained networks. Endurance is defined as maxi num
nunber of erase-wite cycles that a NAND/ NOR cell can undergo before

losing its 'gauranteed’” wite operation. |In some cases (cheaper
NAND- MLC/ TLC), the endurance can be as less as 2K cycles. Thus for
e.g. if agiven cell is witten 5 tinmes a day, that NAND-flash cel

assuni ng an endurance of 10K cycles may |last for |less than 6 years.

Wear leveling is a popular technique used in flash nmenory to mnim ze
the inpact of Iimted cell endurance. War |eveling works by
arrangi ng data so that erasures and re-wites are distributed evenly
across the nmedium The nenory sectors are over-provisioned so that
the wites are distributed across nultiple sectors. Many |oT

pl atforns do not necessarily consider this over-provisioning and
usual Iy provision the nmenory only to what is required. Sone
scenari os such as street-lighting may not require the application
layer to wite any information to the persistent storage and thus the
over-provisioning is often ignored. |In such cases if the network
stack ends up using persistent storage for naintaining its state
informati on then it becones counter-productive.

In a star topol ogy, the anount of persistent data wite done by
network protocols is very limted. But ad-hoc networks enpl oyi ng
routing protocols such as RPL assume certain state information to be
retai ned across node reboots. 1In case of 10T devices this storage is
nostly floating gate based NAND/ NOR based flash nmenory. The inpact
of loss of this state information differs depending upon the type
(6LN 6LR/ 6LBR) of the node.
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8.2. Lollipop Counters

[ RFC6550] Section 7.2. explains sequence counter operation defining
lollipop [Perl man83] style counters. Lollipop counters specify
mechani smin which even if the counter value waps, the algorithm
woul d be able to tell whether the received value is the |atest or
not. This mechanismalso helps in "sone cases" to recover from node
reboot, but is not fool proof.

Consi der an e.g. where Node A boots up and initialises the seqcnt to
240 as recommended in [ RFC6550]. Node A comuni cates to Node B using
this seqcnt and node B uses this seqcnt to determ ne whether the

i nformati on node A sent in the packet is latest. Now |lets assune,
the counter val ue reaches 250 after some operations on Node A, and
node B keeps receiving updated seqcnt fromnode A. Now consider that
node A reboots, and since it reinitializes the seqcnt value to 240
and sends the information to node B (who has seqcnt of 250 stored on
behal f of node A). As per section 7.2. of [RFC6550], when node B
receives this packet it will consider the information to be old
(since 240 < 250).

+-- - - - +-- - - - Fom e o - +
| A | B | CQutput |
N N Fommameas +
| 240 | 240 | A<B, old
| 240 | 241 | A<B, old
| 240 | :: | A<B, old
| 240 | 256 | A<B, old
| 240 | 0 | A<B, new |
| 240 1 | A>B, new |
| 240 | :: | A>B, new |
| 240 | 127 | A>B, new |
H-- - - - H-- - - - Fom e - +

Default values for lollipop counters considered from [ RFC6550]
Section 7. 2.

Table 1: Exanple lollipop counter operation
Based on this figure, there is dead zone (240 to 0) in which if A
operates after reboot then the seqcnt will always be consi dered

smal l er. Thus node A needs to mmintain the seqcnt in persistent
storage and reuse this on reboot.

Jadhav, et al. Expi res February 25, 2019 [ Page 10]



Internet-Draft RPL (bservations August 2018

8.3. RPL State vari abl es

The inpact of loss of RPL state information differs dependi ng upon
the node type (6LN 6LR/ 6LBR). Follow ng sections explain different
state variables and the inpact in case this information is |ost on
reboot .

8.3.1. DODAG Ver si on

The tuple (RPLInstancel D, DODAG D, DODAGVer si onNurber) uni quely
identifies a DODAG Version. DODAGVersionNunber is increnented
everytime a global repair is initiated for the instance (global or
local). A node receiving an ol der DODAGVersi onNunber will ignore the
DI O nmessage assuning it to be fromold DODAG version. Thus a 6LBR
node (and 6LR node in case of |ocal DODAG needs to maintain the
DODAGVer si onNunber in the persistent storage, so as to be avail able
on reboot. |In case the 6LBR could not use the |atest

DODAGVer si onNunber the inplication are that it won't be able to
recover/re-establish the routing table.

8.3.2. DISNfieldin DO

DTSN (Destinati on advertisenment Trigger Sequence Nunber) is a DO
message field used as part of procedure to maintain Downward routes.
A 6LBR/ 6LR node may increnent a DTSN in case it requires the
downstream nodes to send DAO and t hus update downward routes on the
6LBR/ 6LR node. In case of RPL NS-MOP, only the 6LBR naintains the
downward routes and thus controls this field update. 1In case of
S-MOP, 6LRs additionally keep downward routes and thus control this
field update.

In S-MOP, when a 6LR node switches parent it may have to issue a DO
with incremented DTSN to trigger downstream child nodes to send DAO
so that the downward routes are established in all parent/ancestor
set. Thus in S-MOP, the frequency of DTSN update might be relatively
hi gh (given the node density and hysteresis set by objective function
to switch parent).

8.3.3. PathSequence

Pat hSequence is part of RPL Transit Option, and associated with RPL
Target option. A node whichs owns a target address can associate a
Pat hSequence in the DAO nessage to denote freshness of the target
information. This is especially useful when a node uses nultiple
paths or multiple parents to advertise its reachability.

Loss of PathSequence infornation maintained on the target node can
result in routing adjacencies been | ost on 6LRs/6LBR/ 6BBR.
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8.4. State variables update frequency

e m e e e e e e oo - B e e e e e e e e oo +

[ State variabl e | Update frequency | | npacts node type

o e e e e e e o n o e e e e e e e e oo +

| DODAGVer si onNunber | Low | 6LBR, 6LR(1ocal DODAG |
DTSN | H gh(SM, Low(NSM | 6LBR, 6LR [

| Pat hSequence | H gh(SM, Low(NSM | 6LR, 6LN |

e m e e e e e e oo - B e e e e e e e e oo +

Low=<5 per day, Hi gh=>5 per day; SM=Storing MOP, NSM=Non-Storing MOP
Table 2: RPL State variables
8.5. Deliberations

(1) Is it possible that RPL reduces the use of persistent storage
for maintaining state infornmation?

(2) In nost cases, the node reboots will happen very rarely. Thus
doi ng a persistent storage book-keeping for handling node reboot
m ght not nmake sense. 1s it possible to consider signaling

(especially after the node reboots) so as to avoid naintaining
this persistent state? |Is it possible to use one-tine on-reboot
signalling to recover sonme state information?

(3) It is necessary that RPL avoids using persistent storage as far
as possible. Ideally, extensions to RPL should consider this as
a design requirenment especially for 6LR and 6LN nodes. DTSN and
Pat hSequence are the primary state variabl es which have ngj or

i mpact .
8.6. Inplenentation Notes

An i npl enentation should use a random DACSequence nunber on reboot so
as to avoid a risk of reusing the same DACSequence on reboot.

Regardl ess the sequence counter size of 8bits does not provide nuch
gur ant ees towards choosi ng a good random nunber. A parent node wil |
not respond with a DAOACK in case it sees a DAOw th the same

previ ous DACSequence.

Wite-Before-Use: The state information should be witten to the
flash before using it in the nessaging. |If it is done the other way,
then the chances are that the node power downs before witing to the
persi stent storage.
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9.

10.

11.

12.

13.

13.

RPL under - specification

(a) PathSequence: Is it mandatory to use Pat hSequence in DAO Transit
container? RPL nmentions that a 6LR/ 6LBR hosting the routing
entry on behal f of target node should refresh the lifetine on
reception of a new Path Sequence. But RPL does not necessarily
mandat e use of Path Sequence. Most of the open source
i mpl ementation [RIOI [CONTIKI] currently do not issue Path
Sequence in the DAO nessage.

(b) Target Container aggregation in DAO RPL allows nmultiple targets
to be aggregated in a single DAO nessage and has introduced a
noti on of Del ayDAO using which a 6LR node could delay its DAOto
enabl e such aggregation. But RPL does not have clear text on
handl i ng of aggregated DAGCs and thus it hinders
interoperability.

(c) DTSN Update: RPL does not clearly define in which cases DTSN
shoul d be updated in case of storing node of operation. More
details for this are presented in Section 3.
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