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Abst ract

Many stringent requirements are inposed on today’'s network, such as

Il ow | atency, high availability and reliability in order to support
several use cases such as |oT, Ganming, Content distribution, Robotics
et c.

Adoption of cloud and fog technol ogy at the edge of the network

all ows operator to deploy a single "Service Function" to multiple
"Execution locations". The decision to steer traffic to a specific

| ocati on may change frequently based on load, proximity etc. Under
the current SFC franework, steering traffic dynanmically to the
different execution end points require a specific 're-chaining

i.e., a change in the service function path reflecting the different

I P endpoints to be used for the new execution points. |In order to
address this, we discuss separating the |ogical Service Function Path
fromthe specific execution end points. This can be done by

i dentifying the Service Functions using a nane rather than a routable
| P endpoint (or Layer 2 address). This draft describes the necessary
extensions to the various concepts and met hods of SFC, specifically
the SFF, in order to handl e such nanme based rel ati onshi ps.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

The requirenments on today’'s networks are very diverse, enabling

mul tiple use cases such as |oT, Content Distribution, Gam ng, Network
functions such as Cloud RAN. Every use case inmposes certain
requirenents on the network. These requirenents vary from one
extrene to other and often they are in a divergent direction

Net wor k operator and service providers are pushing many functions
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towards the edge of the network in order to be closer to the users.
This reduces | atency and backhaul traffic, as user request can be
processed | ocally.

It becones nore challenging for the network when user nobility as
well as non-determnistic availability of conpute and storage
resources are considered. The inpact is felt nost at the edge of the
net wor k because as users nove, their point of attachment changes
frequently, which results in (at least partially) relocating the
service as well as the service endpoint. Furthernore, network
functions are pushed nore and nore towards the edge, where conpute
and storage resources are constrained and availability is non-

determ nisti c.

In such a dynam c network environment, the capability to dynamically
conpose new services fromavail abl e services as well as nove a
service instance in response to user nobility or resource
availability is desirable.

The Service Function Chaining (SFC) franmework [RFC7665] all ows
network operators as well as service providers to conpose new
services by chaining individual "Service Functions". Such chains are
expressed through explicit relationships of functional conponents
(the service functions), realized through their direct Layer 2 (e.g.
MAC address) or Layer 3 (e.g., |P address) relationship as defined

t hrough next hop information that is being defined by the network
operator, see Section 3 for nore background on SFC

A dynani c service environnment as the one outlined above, i.e.
utilizing edge-based services, requires that service end points are
created and recreated frequently. Wthin the SFC franework, it neans
to reconfigure the existing chain through information based on the
new rel ati onshi ps, causing overhead in a nunber of conponents,
specifically the orchestrator that initiates the initial service
function chain and any possible reconfiguration

Thi s docunment describes how such changes can be handl ed wi t hout
involving the initiation of new and reconfigured SFCs by enbeddi ng
the necessary functionality directly into the Service Function
Forwarder. |In other words, the SFF described here allows for keeping
an existing SFC intact, as described by its service function path
(SFP), while enabling the selection of an appropriate service
function endpoint(s) during the traversal of packets through the SFC
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2. Exanpl e use case: 5G control plane services

As stated above, we can fornul ate the probl em of keeping a service
function chain intact while providing selection of the specific
service function endpoints that are traversed at any point in tine.
We exenplify the need for such a solution through a use case stenmmi ng
fromthe current 3GPP Rel 16 work on Service Based Architecture (SBA)
[ _3GPP_SBA], [_3GPP_SBA ENHANCEMENT]. In this work, a change in

desi gni ng nmobil e network control planes is notivated by replacing the
traditional network function interfaces with a fully service-based
one. HITP was chosen as the application | ayer protocol for
exchangi ng suitable service requests [ _3GPP_SBA]. Wth this in nind,
t he exchange between, say the session managenent function (SMF) and
the aut henticati on managenment function (AMF) in a 5G control plane is
bei ng described as a set of web service like requests which are in
turn enbedded into HITP requests. Hence, interactions in a 5G
control plane can be nodell ed based on service function chains where
the relationship is between the specific (IP-based) service function
endpoi nts that inplenment the necessary service endpoints in the SMF
and AMF.

Motivating the nove froma network function nodel (in pre-Rel 15
systens of 3GPP) to a service-based nodel is the proliferation of
data center operations for nobile network control plane services. In
ot her words, typical |T-based nethods to service provisioning, in
particul ar that of virtualization of entire conpute resources, are
envisioned to being used in future operations of nobile networks.
Hence, operators of such future nobile network desire to virtualize
service function endpoints and direct (control plane) traffic to the
nost appropriate current service instance. 'Appropriate’ here can be
defined by topol ogi cal or geographical proxinmity of the service
initiator to the service function endpoint. Alternatively, network
or service instance conpute | oad can be used to direct a request to a
nore appropriate (in this case |l ess |oaded) instance to reduce

possi ble latency of the overall request. Such data centre centric
operation is extended with the trend towards regionalization of |oad
through a ’'regional office approach, where micro data centres
provide virtualizable resources that can be used in the service
execution, creating a |arger degree of freedom when choosing the
"nmost appropriate’ service endpoint for a particular inconmng service
request.

Wil e the nove to a service-based nodel aligns well with the
framewor k of SFC, choosing the nost appropriate service instance at
runtime requires so-called 're-chaining’ of the SFC since the
relationships in said SFC are defined through Layer 2 or 3
identifiers, which in turn are likely to be different if the chosen
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service instances reside in different parts of the network (e.g., in
a regional data center).

3. Background
3.1. Basic Definitions
We first start with few basic definitions, according to [ RFC7665]:

0 A Service Function (SF) is responsible for specific treatnment of
recei ved packets. A Service Function can act at various |ayers of
a protocol stack (e.g., at the network layer or other OSI |ayers).
As a | ogical conponent, a service function can be realized as a
virtual elenent or be enbedded in a physical network el enent.

0 The ordered series of Service Functions is defined through the
Servi ce Function Chain (SFC

0 Service Function Path (SFP) defines the specific execution of an
SFC in specific Service Function instances. The SFP reflects the
mechani sm used by service chaining to express the result of
appl ying nore granul ar policy and operational constraints to the
abstract requirenents of a service chain (SFC

0 The SFP is identified by the Service Path Identifier (SPI') and the
Service index (SI).

0 A Network Locator Map exists at each SFF that translates the SP

and SI information into a Next Hop information within the SFC
domai n.
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e e T T +
| SPL | SI | Next Hop(s) | Transport Encapsul ation

Homm - - Homm - - e e e e e e e e o o e e e e e e e e oo +
| 10 | 255 | 192.0.2.1 | VXLAN- gpe [
I I I I I
| 10 | 254 | 198.51.100.10 | GRE [
I I I I I
| 10 | 251 | 198.51.100.15 | GRE [
I I I I I
| 40 | 251 | 198.51.100.15 | GRE [
I I I I I
| 50 | 200 | 01:23:45:67:89:ab | Ethernet |
I I I I I
| 15 | 212 | Null (end of path) | None |
Homm - - Homm - - e e e e e e e e o o e e e e e e e e oo +

Figure 1: Network Locator Map in SFC

0 Network Service Header (NSH) [RFCB300] is a distinct identifiable
pl ane that can be used across all transports to create a service
chai n and exchange netadata al ong the chain. A Network Service
Header (NSH) contains service path information and optionally
nmet adata that are added to a packet or frame and used to create a
service plane. A control plane is required in order to exchange
NSH val ues with participating nodes, and to provision the sane
nodes with requisite informati on such as service path IDto
overl ay mappi ng

0 1 2 3
01234567890123456789012345678901

i T e o o s T e e et e ok o Sl e
| Service Path Identlfler (SPI) | Service Index
B o o ks s S S e i el T R e S S e o o o o o =

Figure 2: NSH Service Path Header

0 Service Cassifier / Service Cassification is responsible for
directing incom ng packets froma user or another network towards
an identified SFP, therefore forwardi ng the packet to the
respective service functions specified in the SFP. For this, the
service classifier adds the NSH header, which contains the
respective (SPI, SI) to identify the Service Function Path.

Addi tional context information such as Userl D, Applicationl D maybe
added. Finally, the service classifier determ nes the suitable
transport and adds transport encapsul ation for delivery to the
SFF.
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0 Service Function Forwarder (SFF at the router) executes the
foll owi ng functions:
* Renpve Transport encapsul ation

* Inspect NSH header to find SPI/SI, deternine the next SF1,
which is the Firewall function in our exanple above.

*  Forward the Packet and NSH encapsul ation to appropriate SF,
here SF1 in our exanple

3.2. Chaining of Service Functions
When a traffic flowis forwarded over a service chain, packets in the

traffic fl ow are processed by the various service function instances,
with each service function instance applying a service function

(e.g., firewall, network access translation (NAT), deep packet
i nspection (DPl), etc.) prior to forwarding the packets to the next
network node. It is a Service |ayer concept and can possibly work

over any Virtual network layer and an Underl ay network, possibly IP
and any Layer 2 technology. At the service |layer, Service Functions
are identified using a path identifier and an index. Eventually this
index is translated to an | P address (or MAC address) of the host
where the service function is running.

As an exanple, a user’s request to access a video server fromhis
hone over a fixed network, may flow through several service functions
over a service chain, as depl oyed by network operator. The CPE
accepts the request, pass it on through a firewall, video optim zer
and video server. These service functions define a Service Function
Chain. The following diagramin Figure 3 shows the exanple Service
Function Chain described here.

Fi gure 3: Mapping SFC onto Service Function Execution Points along a
Servi ce Function Path

[ RFC7665] describes an architecture for the specification, creation
and ongoi ng mai nt enance of Service Function Chains (SFCs). It

i ncludes architectural concepts, principles, and conponents used in
the construction of conposite services through depl oynent of SFCs.
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3.3. (Operations for Traversing SFCs

The following diagramin Figure 4 fits the architectural concepts and
operation of SFC to the use case described above. How packets are
encapsul ated and de-capsulated, as it traverses through the service
functions, is also shown.

The CPE may act as a Service Cassifier. The Service Function
Forwarder (SFF) is the router or gateways in the network. SF1
represents the Firewall function. SF2 represents Video Optim zation
function and Vi deo server function

B RS + oo - + +----- +
| Controller | | SF1 | | SF2 |
R e + +--/\--+ +-/\--+
Configuration|-------------- [|------- |
I \ I Voo
Hommmmmmaeaas + \V------ + \V------ +
------ > dassifier |--->] VTOR|----->] VIOR |------>
Packet +------------ + 1 | SFF | | | SFF | Packet
[ Homm - - - + Homm - - - +
Fommmemee + Fommmeaem +
| L2 HDR | | L2 HDR |
Fommm e + Fommm e +
| NSH HDR | | NSH HDR
Fomm - oo - - + Fomm - oo - - +
| Packet | | Packet |
TP + TP +

Fi gure 4: Processing of an SFC Packet al ong an SFP
3.4. (Operations inside an SFF

The following diagramin Figure 5 describes the functions inside an
SFF.
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o +
----| SF | /----
| L Ho---
I I
oo I I +
| SFF I I I
I I I I
| B RS + \/ H---mmme oo +| oo - + |
—————— > Renove prev|---> Process nsh |-----> Add |------>
TE+NSH | TE [ | identify next| | TE | Packet
+PKT | +------------ + | SF | | | +NSH+TE
| R + e +
| nsh+pkt nsh+pkt |
B +

Fi gure 5: Processing an incom ng SFC Packet in an SFF

Servi ce Function Forwarder (SFF at the router) executes the follow ng
functions:

o0 Renove TE (RTE): SFF first renoves the Transport Encapsul ation
(TE) and forwards the Packet with NSH header to the next sub-
function

0 Process NSH ( PNSH)

*

Trossen,

Based on the NSH header, a possibly local service function is

identified as next SF. If it is reachable fromthe sane SFF,
the SFF then forwards the packet. The packet is processed by
service function. It is returned to SFF with updated NSH

header. SFF processes the NSH header again to identify next SF
(e.g., the Video Optimzation and Delivery function in

Figure 3. This SF is not reachable by the same SFF, it needs
to be sent to the next SFF

The "Process NSH (PNSH)" sub-function may process the follow ng
i nformati on: NSH header, Service Function G aph, Network
| ocator map avail able at SFF

The SPI (Service Path ID) and SI (Service Index) from NSH
header may be used to identify the current position in the
Servi ce Function G aph [RFC7665]. Fromthat, PNSH function
determ nes the next Service Function, which needs to be

r eached.
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* As an exanple, let us examine the follow ng Service Function
G aphs avail able at the SFF node. Each graph may be
identified/ associated with a SPI

o o m e e e e e e e e e e oo oo +
| -t [ [ [ |
|/ \ / \ / \ / Vo
[( 1 )+-->( 2 )+---> 6 )+--->C 8 ) |
|\ / \ / \ / \ 1T
| - ‘...’ SPl =10 ‘---" |
o o e e e e e e e e e oo +
, -+ - - - -
/ \ / \ / \ / \ / \
(1 H)+--> 2 )+--->( 3 )+---->( 7 H+---->C 9 )
\ /
, -+ - - - -
/ \ / \ / \ / \ / \
(1 )H)+-->C 7 )+--->( 8 )+---->( 4 H+---->( T )
\ /

Fi gure 6: Exanple of mapping SFCs onto SPI/SI |Information

* Let us assune that PNSH determ nes from NSH header that SPI =
10 and SI = 254. SPI value of 10 indicates that the first
graph (inside dotted line) in the above diagramis referenced.
The SI value indicates the location in the graph. Generally at
t he begi nning of the graph, SI is set to 255 and decrenmented by
1 as the packet traverses each node. |In this case, e.g. a
val ue of 254 indicates that 1 nodes (e.g. Firewall function)
have been traversed and the next SF to reach is 2 (e.g. the
Video Optimzer / Video delivery function).

*  Next SPI may be used as an index in the Network Locator Map
[ RFC8300] (see Figure 1) to identify the next hop

* SPI = 10 and SI = 254 indicates next hop is 192.51.100.10. It
i ndicates to reach the next SF, the packet needs to reach the
host with the address and use GRE as Layer 2 encapsul ation

0 Add TE (ATE): The third sub-function is to identify the Transport
encapsul ation (TE) for the Packet and NSH. The transport
encapsul ation is added to the packet and NSH. SFF puts the
encapsul at ed packet in the network to be forwarded to the next SF.

Trossen, et al. Expi res Decenber 29, 2018 [ Page 10]



Internet-Draft Nanme Based SFF June 2018

Service functions (SF, SF1, ....SFn) act on an incom ng packet based
on the NSH context information. E. g. SF1, i.e. Firewall function
apply policy based on Userl D and decides if the packet should be
forwarded or not. The SF then decrenments Sl, add the NSH back into
packet and forwards to SFF. The |ocal SFF then | ooks into NSH and
forwards in a simlar way to next service function

The SFC architecture [ RFC7665] does not mandate how the SFP is
compi l ed or how SFCs are defined in general. For the conpilation of
SFC, it is envisioned that the network operator identifies the
Service Functions (SFs), that a packet need to traverse, to conpose
or offer a specific service. QOher alternatives are the

speci fication of SFCs through standardization bodies, reflecting a
standardi zed exchange that represent a standardi zed service that can
be depl oyed in operator network.

It is envisioned that the network operator or the service provider
defines the Service Function Path for a given SFC. The specific SFP
can be deci ded based on policy, network depl oynent, services to be

of fered, how a packet related to an user or a service needs to be
processed or served. Through the selection of the specific SFP for a
given SFC, the network operator has full control over how to realize
the given SFC

For the distribution of the SFC forwarding information, i.e., the
Net wor k Locator Map, a controller is envisioned to provide the
necessary information to the SFC nodes (i.e., the classifier and
SFF). The configuration information and provisioning may be done
usi ng Netconf, CLI and it includes "Network Locator Map". This
configuration informati on nmay be provided to the SFC nodes during
initialization, periodic refresh or when required. Realizations of
such "controller’ could be a Northbound SDN controller application

It is this managenent |evel distribution of configuration

i nformati on, such as the Next Hop information to the SFF nodes, that

i npede flexibility by requiring any change to, for instance, Next Hop
information to be distributed to the suitable SFF node in cases of
changi ng the specific Service Function instance which should be used
for the next transactions traversing this SFF node. 1In the follow ng
chapters, we formalize this problemand provide a solution for it

4. Challenges with current framework
As outlined in Section 3, the Service Function Path defines an
ordered sequence of specific Service Functions instances being used

for the interaction between initiator and service functions along the
SFP. These service functions are addressed by | P addresses and
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defined as next hop information in the network | ocator maps of
traversi ng SFF nodes.

As outlined in the use case, however, the service provider may want
to provision SFC nodes based on dynanically spun up service function
i nstances so that these (now virtualized) service functions can be
reached in the SFC domain using the SFC underlay |ayer.

Fol I owi ng the original nodel of SFC, any change in a specific
execution points for a specific Service Function along the SFP will
require a change of the SFP information (since the new service
function execution points likely carries different I P or L2 address
i nformation) and possibly even the Next Hop information in SFFs al ong
the SFP. In case the availability of new service function instances
is dynamc (e.g., through the use of container-based virtualization
techni ques), the current nodel and realization of SFC reduces the
flexibility of the service providers and increases the nanagenent
conplexity incurred by the frequent changes of (service) forwarding
information in the respective SFF nodes. This is because any change
of the SFP (and possibly next hop info) will need to go through
sui t abl e managenment cycl es.

The next section outlines a solution to address the issue, allow ng
for keeping SFC information (represented in its SFP) intact while
addressing the flexibility desire of the service provider.

5. Nane based operation in SFF
5.1. General |dea

The general idea is two-pronged. Firstly, we elevate the definition
of a Service Function Path onto the |evel of ’nane-based
interactions’ rather than limting SFPs to Layer 3 or Layer 2
information only. Secondly, we extend the operations of the SFF to
all ow for forwarding decisions that take into account such nane-based
interaction while renmai ni ng backward conpatible to the current SFC
architecture [RFC7665]. In the follow ng sections, we outline these
two conponents of our solution

5.2. Nane-Based Service Function Path (nSFP)
In the existing SFC franework [2], as outlined in Section 3, the SFP
i nformati on encapsul ates forwardi ng i nfornmati on based on Layer 2 or 3
information, i.e., MAC or I P addresses. W introduce the notion of a
" name- based service function path (nSFP)’

In today’'s networking terns, any identifier can be treated as a nane.
The realization of "Name based SFP" through extended SFF operations
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(see Section 5.4) is illustrated using HTTP transactions. Here, UR'S
are being used to name for a Service Function along the nSFP. It is
to be noted that the Nanme based SFP approach is not restricted to
HTTP (as the protocol) and URIs (as next hop identifier within the
SFP). Qher identifiers such as an I P address itself can al so be
used and are interpreted as a 'nane’ in the nSFP . Wth this, our
notion of the nSFP goes beyond the initial proposals nmade in [7],
which [imted the notion of a "name’ to a URL (uniformresource

| ocator), conmmonly used in the addressing of HTTP requests. [In other
words, | P addresses as well as fully qualified donmain names form ng
complex URI's (uniformresource identifiers), such as www. foo. com
service_nanmel, are all captured by the notion of '"nanme’ in this
draft.

General ly, nSFPs are defined as an ordered sequence of the "nane" of
Service Functions (SF) and a typical name-based Service Function Path
may | ook |ike: 192.168.x.x -> www. f0o.com -> ww. f 002. conl servicel ->
www. f 002. cont servi ce2

Qur use case in Section 2 can then be represented as an ordered naned
sequence. An exanple for a session initiation that involves an

aut hentication procedure, this could |look |ike 192.168.x.x ->

snf. 3gpp. org/session_initiate -> anf. 3gpp.org/auth -> snf. 3gpp. org/
session_conplete -> 192. 168. X. X

In accordance with our use case in Section 2, any of these naned
services can potentially be realized through nore than one replicated
SF instances. This |eads to nake dynam ¢ deci sion on where to send
packets al ong the SAME service function path information, being

provi ded during the execution of the SFC. Through el evating the SFP
onto the notion of nanme-based interactions, the SFP will remain the
same even if those specific execution points change for a specific
service interaction.

The follow ng di agram descri bes this nane-based SFP concept and the

resul ting mappi ng of those naned interactions onto (possibly)
replicated instances.
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| SERVI CE LAYER [
| 192.168.x.x --> ww. foo.com--> ww. f 0o02. com --> www. f ooN. com |

R RRRRREEEEEETEE NEEEEETEEEREEES [ -m e +
| |
R L PEETEE IEEEEEEEEEREEES [ m e +
| Underl ay network \/ \/ |
[ +--+ -+ - -+ +--+ -+ - -+ |
I N N I
| e S T e S T |
| Conput e nodes Conput e nodes |
g +

Fi gure 7: Mapping SFC onto Service Function Execution Points along a
Service Function Path based on Virtualized Service Function |nstance

5.3. Nane Based Network Locator Map (nNLM

In order to forward a nane-based SFC, we need to extend the network

| ocator map as originally defined in [RFC8300] with the ability to
consi der name relations based on URIs as well as high-level transport
protocol s such as HTTP for mean of packet forwarding.

The extended Network Locator Map or name-based Network Locator Map
(nNLM is shown in Figure 8 as an exanple for ww. foo.com bei ng part
of the nSFP. Such extended nNLMis stored at each SFF throughout the
SFC domain with suitable information populated to the nNLM during the
configuration phase.
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e e T T +
| SPL | SI | Next Hop(s) | Transport Encapsul ation

Homm - - Homm - - e e e e e e e e o o e e e e e e e e oo +
| 10 | 255 | 192.0.2.1 | VXLAN- gpe [
I I I I I
| 10 | 254 | 198.51.100.10 | GRE [
I I I I I
| 10 | 253 | www foo.com | HTTP |
I I I I I
| 40 | 251 | 198.51.100.15 | GRE |
I I I I I
| 50 | 200 | O1:23:45:67:89:ab | Ethernet [
I I I I I
| 15 | 212 | Null (end of path) | None |
Homm - - - Homm - - - Fom e e e e oo oo o m e e e e e oo oo +

Fi gure 8: Nane-based Network Locator Map

Al ternatively, the extended network | ocator map may be defined with
inplicit nane information rather than explicit URIs as in Figure 8.
In the exanple of Figure 9 below, the next hop is represented as a
generic HTTP service without a specific URl being identified in the

ext ended network locator map. |In this scenario, the SFF forwards the
packet based on parsing the HTTP request in order to identify the
host nane or URI . It retrieves the URI and may apply policy

information to determ ne the destination host/service.
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e e T T +
| SPL | SI | Next Hop(s) | Transport Encapsul ation

Homm - - Homm - - e e e e e e e e o o e e e e e e e e oo +
| 10 | 255 | 192.0.2.1 | VXLAN- gpe [
I I I I I
| 10 | 254 | 198.51.100.10 | GRE [
I I I I I
| 10 | 253 | HITP Service | HTTP |
I I I I I
| 40 | 251 | 198.51.100.15 | GRE |
I I I I I
| 50 | 200 | O1:23:45:67:89:ab | Ethernet [
I I I I I
| 15 | 212 | Null (end of path) | None |
Homm - - - Homm - - - Fom e e e e oo oo o m e e e e e oo oo +

Figure 9: Name-based Network Locator Map with Inplicit Nane
i nformation

5.4. Nane-based Service Function Forwarder (nSFF)

While [I-D. purkayast ha-sfc-service-indirection] outlined the
realization of forwarding packets in URL-based interaction through
HTTP via a specific function (called Service Request Routing in

[1-D. purkayast ha-sfc-service-indirection], it is desirable to extend
the SFF of the SFC underlay in order to handl e nSFPs transparently
and without the need to insert a special (SRR) service function into
the nSFP. Such extended nane-based SFF woul d then be responsible for
forwardi ng a packet in the SFC donmain as per the definition of the
(ext ended) nSFP

In our exenplary realization for an extended SFF, the solution
described in this docunent uses HTTP transactions, i.e., HITP as an
exanpl e bearer protocol for the next hop information. The UR in the
HTTP transaction are the names in our nSFP information, which will be
used for nanme based forwarding, while the HITP requests are encoded
in plain text, e.g.

GET / HTTP/ 1.1 Host: www. foo.com Accept - Language: en

Fol | owi ng our reasoning so far, HITP requests (and nore specifically
the plain text encoded requests above) are the equival ent of Packets
that enter the SFC domain . The handling of any internediate | ayers
such as TCP, IPis left to the realization of the (extended) SFF
operations towards the next (named) hop. For this, we will first
outline the general lifecycle of an SFC packet in the follow ng
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subsection, followed by two exanples for determ ning next hop
information in Section 5.4.2, finalized by a |layered view on the
realization of the nSFF in Section 5.4.3.

5.4.1. Lifecycle of a Packet

Wth reference to the SFC architecture, the lifecycle of packet is
shown in Figure 10 below, follow ng the steps outlined in Section 3:

Fom e e oo eea oo +
| NSH | HITP GET |
QUTSI DE | R T +
SFC DOVAI N | I\ SF
I I
Fom e o - + [ Fom e o - Fom e o - + Fomm e e e o +
| HTTP GET |  _ | I I I I I
| Host: |--]1_|->] TE + NSH | HITP GET |---|_|-->] TE | HITP GET |
| Accept | | | HOST: | SFF | + | HOST: |
| Lang: en | dass | | Acc : | | NSH Acc : |
S + jfier +---------- S + +---||+ --------- +
| |
\/
SFF _
-1
-------------- ||
QUTSIDE SFC  +----- \/---+
DOVAI N | HTTP GET |
| Host |
| Accept [
| Lang: en |
Fom e - +

Figure 10: Lifecycle of an SFC Packet traversing SFC Donain

It is also possible that within an SFC domain there nmay be m x of
routing decisions at the SFF. Conceptually, all routing is done by
interpreting the SFP information as 'nanmes’. The routing decisions
t hensel ves are either based on well-known, e.g., |P routing nethods,
or they utilize nmethods such as those outlined in [EuCNC] (for |P-
addressed SFC packets) or [H2020PO NT] (for URI-addressed SFC
packets) .

In the proposed solution, the respective operations shown in Figure 5
of Section 3.4 are realized by the nane-based SFF, called nSFF in the
following. The following diagramin Figure 11 describes the
traversal between two service function instances of an nSFP-based
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transactions in an exanple chain of: 192.168.x.x -> SF1 (www. f 00. com
-> SF2 (ww. foo2.con) -> SF3 -> ..

According to the lifecycle in Figure 10 and based on our exanple
chain above, the followi ng figure shows an exanple traffic flowin an
NnSFP wi th nSFF and nNLM

Fomemmmaaas +
| SF1 | Fomm oo - + R +
| instance |\ | NR | | SF2 |
S + \ +---f/\---+ - - - - - +
\ I I
o mmm e o + \ - + Foemmmmaas + Foemmmmaas + S RS +
| Cassifier |--> nSFF1 |-->| Forwarder|-->| Forwarder]|-->| nSFF2 |
. + Ao + Ao + Ao + Ao +
Il
Fom e - +
| Boundary |
| node |
. +

Figure 11: Operations at extended SFF
Traffic originates froma Cassifier or another SFF on the left.
Traffic is processed by the inconing nSFF1 (on the left side) through
the followi ng steps. The operations described in Figure 4 are
extended and the traffic exits at nSFF2

0 Step 1: At nSFF1 the nNLMin Figure 12 is assuned
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e e T T +
| SPL | SI | Next Hop(s) | Transport Encapsul ation

Homm - - Homm - - e e e e e e e e o o e e e e e e e e oo +
| 10 | 255 | 192.0.2.1 | VXLAN- gpe [
I I I I I
| 10 | 254 | 198.51.100.10 | GRE |
I I I I I
| 10 | 253 | www foo.com | HTTP |
I I I I I
| 10 | 252 | www fo002.com | HTTP [
I I I I I
| 40 | 251 | 198.51.100.15 | GRE |
I I I I I
| 50 | 200 | 01:23:45:67:89:ab | Ethernet |
I I I I I
| 15 | 212 | Null (end of path) | None [
. . . S +

Figure 12: nNLM at SFF1

0 Step 2: nSFF1l renoves the previous transport encapsul ation (TE)
for any traffic originating fromanother SFF or classifier
(traffic froman SF instance does not carry any TE and is
therefore directly processed at the nSFF).

0 Step 3: nSFF1l then processes the NSH information to identify the
next SF at the nSFP | evel by mapping the NSH information to the
appropriate entry in its nNLM (see Figure 12) based on the
provided SPI/SI information in the NSH (see Section 3) in order to
determi ne the nanme-based identifier of the next hop SF. Wth such
NNLM i n m nd, the nSFF searches the map for SPI = 10 and SI = 253.
It identifies the next hop as = www. foo.com and HTTP as the
transport. G ven the next hop resides locally, the SFC packet is
forwarded to the SF1 instance of www. foo.com (see Figure 11).

0 Step 4: The SF1 instance then processes the received SFC packet
according to its service semantics and nodifies the NSH by setting
SPI = 10, SI = 252 for forwarding the packet along the SFP. It
then forwards the SFC packet to its local nSFF, i.e., nSFFl.

0 Step 5: nSSF1l processes the NSH of the SFC packet again, now with
the NSH nodified (SPI = 10, SI = 252) by the SF1 instance. It
retrieves the next hop information fromits nNLMin Figure 12, to
be www. f oo2. com Due to this SF not being locally avail able, the
NnSFF consults any locally available information regarding the
routing/forwarding information towards a suitable nSFF that can
serve this next hop
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o Step 6: If such information exists, the Packet (plus the NSH
information) is marked to be sent towards the nSFF serving the
next hop based on such information in step 8.

0o Step 7: If such information does not exist, nSFFl consults the
Name Resolver (NR) to determine the suitable routing/forwarding
i nformati on towards the identified nSFF serving the next hop of
the SFP. For future SFC packets towards this next hop, such
resol ved informati on may be |ocally cached, avoiding to contact
the Nane Resol ver for every SFC packet forwarding. The packet is
now marked to be sent via the network described in next step 8.

0 Step 8 Uilizing the forwarding information determned in steps 6
or 7, nSFF1 adds the suitable transport encapsulation (TE) for the
SFC packet before forwarding via the forwarders in the network
towards the next nSFF i.e. nSFF2

o Step 9: Wen the packet (+NSH+TE) arrives at the outgoi ng nSFF2
i.e., the nSFF serving the identified next hop of the SFP, it
renoves the TE and processes the NSH to identify the next hop
information. At nSFF2 the nNLMin Figure 13 is assunmed. Based on
the nNLMin Figure 13 and NSH i nformati on where SPI = 10 and SI =
252, nSFF2 identifies the next SF as www. f002. com

oo - oo - o S +
| SPL | SI | Next Hop(s) | Transport Encapsul ation |
- - - - - - - - - - T o +
I I I I I
| 10 | 252 | www. fo002.com | HTTP [
I I I I I
| 40 | 251 | 198.51.100.15 | GRE [
I I I I I
| 50 | 200 | 0O1:23:45:67:89:ab | Ethernet [
I I I I I
| 15 | 212 | Null (end of path) | None |
[ S, [ S, Fom e e e oo o m e e e e e oo - +

Fi gure 13: nNLM at SFF2

0 Step 10: If the next hop is locally registered at the nSFF, it
forwards the packet (+NSH) to the service function instance, using
sui tabl e | P/ MAC nmet hods for doing so

0 Step 11: O herwi se, the outgoing nSFF adds a new TE information to

the packet and forwards the packet (+NSH+TE) to the next SFF or
boundary node, as shown in Figure 11
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5.4.2. Determining Suitable Forwarding |Information

The extended operations of the nSFF rely on determ ning suitable
forwarding information in step 3, 5, 6 and 7 as well as adding this
forwarding information as traffic encapsulation in steps 8 and 10 of
the previous section. W describe details of the extended nSFF
operations in the follow ng sections.

5.4.2.1. DNS- based Resol uti on

The SFF- Nanme Resol ver (NR) communication in Figure 11, i.e., step 7
may be realized through a DNS | ookup towards the next hop information
derived fromthe (extended) network | ocator map.

Hence, the NRis the first DNS resol ver configured at the nSFF for
any such | ookup. The NRwill return the suitable | P address of the
SF instance provided in the |ookup. The NR may al so propagate any
received | ookup in case a NR-1ocal setup cannot be done. Exanples
for the protocol used between nSFF and NR are the avail abl e DNS

pr ot ocol

Upon receiving the NR response, the nSFF uses | P-based conmmuni cati on
to send the SFC packet to the next hop, i.e., IPis being used for
the traffic encapsul ation of steps 8 and 10, while the forwarders in
Figure 11 are standard IP routers.

For registration of the local SF instances at each nSFF, nethods such
as managenent consol es (mapping | P addresses onto DNS nanes) or DNS
registrations (with nSFF intercepting such registrations) can be used
to build an nSFF-1ocal know edge of all locally avail able service
functions at the level of a named function

One problem arises, however, with caching NR (i.e., Nane Resol ver)
responses in step 5 since this requires dealing with stale DNS
entries when such DNS entries m ght change due to new i nstances of
service functions beconing avail abl e

5.4.2.2. | PIHTTP-over-1CN

The met hods in [EUCNC], [H2020PQO NT] describe steps to interpret IP
or HTTP | evel comunication froman incom ng service instance
(residing on, for instance, an |P-based device such as an UE or a
server or a network conponent) as ICN (information-centric

net wor ki ng) based conmuni cati on

Here, the NRin Figure 11 is inplenented by the functions of
Rendezvous (RV) and Topol ogy Managenent (TM in [ EuCNC],
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[ H2020PO NT]. The nSFF in Figure 11 is inplenmented by the nethods in
the Network Attachment Point (NAP) in [EuCNC], [H2020PO NT].

Hence, after having renoved any transport encapsul ation of the

i ncom ng SFC packet (in case of receiving the packet froma
classifier) and the deternination of an SFC packet as being sent to
anot her SFF (see steps of the nSFF described earlier), the nSFF
publ i shes a suitable I CN packet with the HTTP or | P packet (depending
on the next hop information in the nNLM as well as the NSH as

payl oad.

If no suitable local forwarding infornmation exists at the nSFF for
this publication, a path conputation request is sent to the NR (i.e.
the conbinati on of RV and TMin [EuCNC], [H2020PO NT] ) and suitable
forwarding information is returned to the nSFF. This forwarding
information is used to publish the SFC packet (i.e., either an IP
packet or an HTTP plain text request, depending on the next hop
information in the nNLM to the suitable nNLM by using this
forwarding information as traffic encapsul ati on towards the next
nSFF. As the next nSFF for the specific next hop information, said
nSFF has previously subscribed to the named SFP information, e.g.
www. f 00. comor the next hop IP address. It will therefore receive
the forwarded SFC packet + NSH, published in the previous step

For the forwarding information provided by the NRin the initia
publication, solutions such as those in [Reed2016] can be used.

Here, the I Pv6 source and destination addresses are used to realize a
so-cal | ed pat h-based forwarding fromthe incom ng to the outgoing
nSFF. The forwarders in Figure 11 are realized via SDN (software-
defi ned networking) sw tches, inplenenting an AND/ CMP operation based
on arbitrary wildcard matching over the | Pv6 source and destination
addresses, as outlined in [Reed2016] . As described in step 8 of the
ext ended nSFF operations, this forwarding information is used as
traffic encapsulation. Wth the forwarding information utilizing
existing IPv6 information, | P headers are utilized as TE in this
case. The next hop nSFF (see Figure 11) will restore the |IP header
of the packet with the relevant IP information used to forward the
SFC packet to SF2 or it will create a suitable TE information to
forward the information to another nSFF or boundary node.

Al ternatively, the solution in [I-D. purkayastha-bier-nulticast-http]
suggests using a so-called BIER (Binary | ndexed Explicit Replication)
underlay. Here, the nSFF would be realized at the ingress to the

Bl ER underl ay, injecting the SFC packet (plus the NSH) header with

Bl ER-based traffic encapsulation into the Bl ER underlay with each of
the forwarders in Figure 11 being realized as a so-called Bit-
Forwar di ng Router (BFR) [ RFC8279].
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Various registration nethods can be used to bind next hop information
to a specific nSFF, such as a managenent consol e, DNS interception

or a local registration interface. Al of those methods eventually
result in a suitable subscription of the outgoing nSFF to the next
hop information, this subscription being sent to the NR which in
turns allows the NR to determine suitable forwarding froman incom ng
nSFF to sai d outgoing (next hop) nSFF

5.4.3. Layered View of Realizing nSFF

In Figure 14 below, we present a |ayered view on realizing the nSFF
with a focus on the layers that are present at the incom ng and

out goi ng nSFF based on well known protocols being used but not
limting to those only. For the sake of sinplicity, we here assume
SDN bei ng used as a Layer 2 technol ogy al t hough the inplenmentation
approach equally applies to a Bl ER-based approach. W also show only
a sub-chain fromone SF to another, |eaving out the reception from
anot her SFF at the incom ng SFF.

Here we assune the use of HITP as the bearer protocol over the
operator (transport) network. As indicated in Section 5.2, one could
al so realize named services that would normally run over a TCP-based
connection only, such as a BitTorrent type of protocol w th nanmed
chunks of content.

As al so shown in the figure, IP-level SFCs can also be realized via
this inplenmentati on approach, utilizing nmethods such as those in
[EUCNC] by interpreting | P addresses as nanes. Wth this in mnd,
the HTTP, TCP or IP level transactions originating fromSF1l on the
left of Figure 12 are termnated at the inconing nSFF and then mapped
onto the Layer 2 exchange over the transport network, while the right
NnSFF restores the suitable transaction and forwards the SFC packet to
SF2.
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Fooo oo + oo +-o- - -+ R S - +
| App | |App | [ + I | APP |
| HTTP | Jand ----> | | NR | | | and
| TCP | - >| OTHER | nSFF| +---/\---+ | NSFF - > [ --
1P | |prot | I [ | | | ot her| |
Fomee oo e e S, + Fommm e o + | | proto| |
| L2 | | L2 | ->| Forwarder|-->| Forwarder|-->+---------- +
o m oo - + oo B T e + [ + | L2 | |
SF1 nSFF1 o e e e e e +
to--- - - - + nSFF2 [
| App |/ I
| HTTP | ----------- +
| TCP [\
| IP I
| L2 I
Fomm oo +
SF2

Figure 14: Layered View of Realizing a Service Router as Part of
extended SFF

6. | ANA Consi derations

Thi s docunment requests no | ANA actions.
7. Security Considerations

TBD.
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