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Abstract

Thi s docunment defines data plane functionality required to inplenent
servi ce segnents and achi eve service chaining in SR-enabled MPLS and
I P networks, as described in the Segnent Routing architecture.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Septenber 6, 2018.
Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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1. Introduction

Segrment Routing (SR) is an architecture based on the source routing
paradi gm t hat seeks the right balance between distributed
intelligence and centralized programmuability. SR can be used with an
MPLS or an | Pv6 data plane to steer packets through an ordered I|ist
of instructions, called segnents. These segnments may encode sinple
routing instructions for forwardi ng packets along a specific network
path, or rich behaviors to support use-cases such as Service Function
Chai ni ng (SFC).

In the context of SFC, each Service Function (SF), running either on
a physical appliance or in a virtual environment, is associated with
a segnment, which can then be used in a segnment list to steer packets
through the SF. Such service segnents may be conbined together in a
segnment list to achieve SFC, but also with other types of segnents as
defined in [I-D.ietf-spring-segnent-routing]. SR thus provides a
fully integrated solution for SFC, overlay and underlay optim zation
Furt hernore, the | Pv6 datapl ane natively supports netadata
transportation as part of the SR information attached to the packets.

Thi s docunment describes how SR enables SFC in a sinple and scal abl e
manner, fromthe segnent association to the SF up to the traffic
classification and steering into the service chain. Several SR proxy
behavi ors are also defined to support SR SFC t hrough | egacy, SR-
unaware, SFs in various circunstances.

The definition of an SR Policy and the steering of traffic into an SR

Policy is outside the scope of this docunment. These aspects are
covered in [I-D.filsfils-spring-segnent-routing-policy].
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The definition of control plane conponents, such as service segnent
di scovery, is outside the scope of this data plane docunent. BGP
ext ensions to support SR-based SFC are proposed in

[1-D. dawr a-idr-bgp-sr-service-chaining].

Familiarity with the followi ng | ETF docunents is assuned:

0 Segnent Routing Architecture [I-D.ietf-spring-segnment-routing]

0 Segnent Routing with MPLS data pl ane
[I-D.ietf-spring-segnent-routing-npls]

0 Segnent Routing Traffic Engineering Policy
[1-D.filsfils-spring-segnment-routing-policy]

0 Segnent Routing Header [I-D.ietf-6man-segnent-routing-header]

0 SRv6 Network Progranm ng
[I-D.filsfils-spring-srv6-network-progranm ng]

0 SR-MPLS over IP [I-D. xu-npls-sr-over-ip]
0 Service Function Chaining Architecture [ RFC7665]

2. Term nol ogy
Thi s docunment | everages the term nology introduced in
[I-D.ietf-spring-segnent-routing],
[I-D.filsfils-spring-segnent-routing-policy] and [ RFC7665]. It also
i ntroduces the followi ng new term nol ogy.

SR-aware SF: Service Function fully capable of processing SR traffic

SR-unaware SF: Service Function unable to process SR traffic or
behavi ng incorrectly for such traffic

SR proxy: Proxy handling the SR processing on behal f of an SR-unaware
SF

Servi ce Segnent: Segnent associated with an SF, either directly or
via an SR proxy

SR SFC policy: SR policy, as defined in
[I-D.filsfils-spring-segnment-routing-policy], that includes at |east
one Service Segment. An SR SFC policy may al so contain other types
of segnents, such as VPN or TE segnents.
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3.

Classification and steering

Classification and steering nechanisns are defined in section 8 of
[I-D.filsfils-spring-segnent-routing-policy] and are independent from
the purpose of the SR policy. Froma headend perspective, there is
no difference whether a policy contains |IGP, BGP, peering, VPN and
servi ce segnents, or any conbi nation of these.

As docunented in the above reference, traffic is classified when
entering an SR donmain. The SR policy head-end nay, depending on its
capabilities, classify the packets on a per-destination basis, via
sinple FIB entries, or apply nore conplex policy routing rules
requiring to | ook deeper into the packet. These rules are expected
to support basic policy routing such as 5-tuple matching. 1In
addition, the IPv6 SRH tag field defined in
[I-D.ietf-6nman-segnment-routing-header] can be used to identify and
classify packets sharing the sane set of properties. Cassified
traffic is then steered into the appropriate SR policy, which is
associ ated with a weighted set of segnent Iists.

SR traffic can be re-classified by an SR endpoint al ong the origina
SR policy (e.g., DPlI service) or a transit node intercepting the
traffic. This node is the head-end of a new SR policy that is

i nposed onto the packet, either as a stack of MPLS | abels or as an
| Pv6 and SRH encapsul ati on.

Servi ce Functions

A Service Function (SF) nay be a physical appliance running on

dedi cated hardware, a virtualized service inside an isolated
environnment such as a VM container or namespace, Or any process
running on a conpute elenment. An SF may al so conprise multiple sub-
components running in different processes or containers. Unless
otherw se stated, this docunent does not nake any assunption on the
type or execution environnment of an SF.

SR enabl es SFC by assigning a segnent identifier, or SID, to each SF
and sequencing these service SIDs in a segnment list. A service SID
may be of local significance or directly reachable from anywhere in
the routing domain. The latter is realized with SR-MPLS by assi gni ng
a SID fromthe gl obal |abel block
([I-D.ietf-spring-segnment-routing-npls]), or with SRv6 by advertising
the SID locator in the routing protoco
([I-D.filsfils-spring-srv6-network-progranmrng]). It is up to the
networ k operator to define the scope and reachability of each service
SID. This decision can be based on various considerations such as
infrastructure dynamicity, available control plane or orchestration
system capabilities.
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Thi s docunent categorizes SFs in two types, depending on whether they
are able to behave properly in the presence of SR information or not.
These are respectively named SR-aware and SR-unaware SFs. An SR-
aware SF can process the SR information in the packets it receives.
This nmeans being able to identify the active segnent as a | oca
instruction and nove forward in the segnment list, but also that the
SF own behavior is not hindered due to the presence of SR
informati on. For exanmple, an SR-aware firewall filtering SRv6
traffic based on its final destination nust retrieve that information
fromthe last entry in the SRH rather than the Destination Address
field of the | Pv6 header. Any SF that does not neet these criteria

i s considered as SR-unaware.

4. 1. SR- awar e SFs

An SR-aware SF is associated with a locally instantiated service
segnment, which is used to steer traffic through it

If the SF is configured to intercept all the packets passing through
the appliance, the underlying routing systemonly has to inplenment a
default SR endpoi nt behavior (SR-MPLS node segnment or SRv6 End
function), and the corresponding SIDwill be used to steer traffic

t hrough the SF.

If the SF requires the packets to be directed to a specific virtua

i nterface, networking queue or process, a dedicated SR behavi or may
be required to steer the packets to the appropriate location. The
definition of such SF-specific functions is out of the scope of this
docunent .

An SRv6-aware SF may al so retrieve, store or nodify information in
the SRH TLVs.

4, 2. SR- unawar e SFs

An SR-unaware SF is not able to process the SRinformation in the
traffic that it receives. It may either drop the traffic or take
erroneous decisions due to the unrecognized routing information. In
order to include such SFs in an SR SC policy, it is thus required to
renove the SR information as well as any other encapsul ati on header
before the SF receives the packet, or to alter it in such a way that
the SF can correctly process the packet.

In this docunment, we define the concept of an SR proxy as an entity,
separate fromthe SF, that perforns these nodifications and handl e
the SR processing on behalf of an SF. The SR proxy can run as a
separate process on the SF appliance, on a virtual switch or router
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on the conpute node or on a renote host. In this docunent, we only
assune that the proxy is connected to the SF via a layer-2 link

An SR-unaware SF is associated with a service segnent instantiated on
the SR proxy, which is used to steer traffic through the SF.
Section 6 describes several SR proxy behaviors to handle the
encapsul ati on headers and SR i nformati on under various circumnstances.

5. Service function chaining

When applying a particular Service Function Chain (SFC) [ RFC7665] to
the traffic selected by a service classifier, the traffic need to be
steered through an ordered set of Service Functions (SF) in the
network. This ordered set of SFs in the network indicates the
Service Function Path (SFP) associated with the above SFC. |In order
to steer the selected traffic through the required ordered |ist of
SFs, the service classifier needs to attach infornmation to the packet
speci fying exactly which Service Function Forwarders (SFFs) and which
SFs are to be visited by traffic, the SFC, or the partially specified
SFP which is in between the former two extrenes

The SR source routing nmechani sns can be used to steer traffic through
an ordered set of devices (i.e., an explicit path) and instruct those
nodes to execute specific operations on the packet.

This section describes howto | everage SRto realize a transport-

i ndependent service function chaining by encoding the service
function path information or service function chain information as an
MPLS | abel stack or an I Pv6 SRH

TS +
| SR net wor k |
| Fomm - oo - - + Fomm - oo - - + |
[ [ SF1 [ [ SF2 [ [
| Fom oo -+ Fom oo -+ |
I ~(3) () I
I () (2 |V (4 (B |V (7) I

R R —— B L S L D> pup +
A +------ + SFF1 t------- + SFF2 t------- + B

| Head-end | [ [ [ [ | Tail-end

S S + S - + S - + Fome e taaaa +
I I
TS +

Figure 1: Service Function Chaining in SR networks

As shown in Figure 1, SFF1 and SFF2 are two SR-capabl e nodes. They
are al so SFFs, each with one SF attached. |In addition, they have
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al | ocated and advertised segnents for their locally attached SFs.

For exanple, SFF1l allocates and advertises a SID (i.e., S(SFl1l)) for
SF1 while SFF2 all ocates and advertises a SID (i.e., S(SF2)) for SF2
These SIDs, which are used to indicate SFs, are referred to as
service segnents, while the SFFs are identified by either node or

adj acency segnents dependi ng on how strictly the network path needs
to be specified. |In this exanple, we assune that the traffic is
steered to both SFFs using their node segments S(SFF1l) and S(SFF2),
respectively.

Now assune that a given traffic flowis steered in an SR policy
instantiated on node A with an endpoint B, hereafter referred to as
the SR policy head-end and tail-end respectively, and associated with
particul ar SFC requirenments (i.e., SF1-> SF2). Froman SR policy
perspective, SFCis only a particular case of traffic engineering
where the SR path includes service functions. An SR-SFC policy
inherits all the properties of SR-TE policies as defined in
[I-D.filsfils-spring-segnent-routing-policy]. Section 5.1 and
Section 5.2 describe approaches of |everaging the SR-MPLS and SRv6
mechani sms to realize statel ess service function chaining. The
complete SFP and SFC information is encoded within an MPLS | abel
stack or an IPv6 SRH carried by the packets, so that no per-chain
state is required at the internediate hops. Since the encoding of
the partially specified SFP is just a sinple conbination of the
encodi ng of the SFP and the encoding of the SFC, this docunent would
not describe how to encode the partially specified SFP anynore.

5.1. SR-MPLS data pl ane

5.1.1. Encoding SFP Information by an MPLS Label Stack
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T e .. +
| SR- MPLS net wor k |
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| o N |
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[ + ] (31 | 1(6) I
I (2)] | 1(3) [ |V I
I (1) | |V (4) I (7) I

S R e R R L o e e N LD T e Ry +

| Head-end +------ + SFF1  +------- + SFF2  +------- + Tail -end

- + D - + D - + [ SR SR +
| [ + [ + [ +
I | S(SFF1) | | S(SFF2) | | S(T) (.
[ Fomm e - + Fomm e - + Fomm e - +
| | S(SF1) | | S(SF2) | | I nner pkt| |
| S Ry + S Ry + S Ry +
I | S(SFF2) | | S(T) I I
| [ + [ + |
| | S(SF2) | | I nner pkt| |
[ Fomm e - + Fomm e - + [
I | S(T) I I
| + |
[ | I nner pkt| [
| e * |
o e e e e e e e e e e e e e e e e e e e e m e e e eememmaaon +

Fi gure 2: Packet wal k in MPLS underl ay

As shown in Figure 2, the head-end, acting as a service classifier
determ nes that the sel ected packet needs to travel through an SFC
(SF1->SF2) and steers this packet into the appropriate SR policy as
described in [I-D.filsfils-spring-segnment-routing-policy]. As a
result, the packet is encapsulated with an MPLS | abel stack
containing the segnent list <SFFl1l, SF1, SFF2, SF2, T>. This segnent
list encodes in a stateless nanner the SFP corresponding to the above
SFC as an MPLS | abel stack where each service segnment is a | ocal MPLS
| abel all ocated from SFFs’ | abel spaces. To sonme extent, the MPLS

| abel stack here could be | ooked as a specific inplenmentation of the
SFC encapsul ation used for containing the SFP information [ RFC7665],
whi ch does not require the SFF to maintain per-chain state.

Clad, et al. Expi res Septenber 6, 2018 [ Page 9]



Internet-Draft Segnent Routing for Service Chaining March 2018

When the encapsul at ed packet arrives at SFF1, SFF1 knows how to send
the packet to SF1 based on the top label (i.e., S(SF1)) of the

recei ved MPLS packet. W first consider the case where SF1 is an SR-
aware SF, i.e., it understands how to process a packet with a pre-
pended SR-MPLS | abel stack. |In this case the packet would be sent to
SF1 by SFF1 with the |abel stack S(SFF2)->S(SF2). SF1 would perform
the required service function on the received MPLS packet where the
payl oad type is determ ned using the first nibble of the MPLS

payl oad. After the MPLS packet is returned from SF1, SFF1 woul d send
it to SFF2 according to the top label (i.e., S(SFF2)).

If SF1 is an SR-unaware SF, i.e. one that is unable to process the
MPLS | abel stack, the renmaining MPLS | abel stack (i.e.
S(SFF2) - >S(SF2)) MUST be stripped fromthe packet before sending the
packet to SF1. \Wen the packet is returned from SF1, SFF1 would re-
i npose the MPLS | abel stack which had been previously stripped and
then send the packet to SFF2 according to the current top | abe
(i.e., S(SFF2)). Proxy mechanisms to support SR-unaware SFs are
proposed in section 6 of this docunent.

When t he encapsul ated packet arrives at SFF2, SFF2 would performthe
simlar action to that described above.

By | everaging the SR-MPLS data plane, [I-D.xu-npls-sr-over-ip]
describes a source routing instruction which works across both | Pv4
and | Pv6 underlays in addition to the MPLS underlay. As shown in
Figure 3, if there is no MPLS LSP towards the next node segnent
(i.e., the next SFF identified by the current top |abel), the
correspondi ng | P-based tunnel for MPLS (e.g., MPLS-in-1P/ GRE tunne
[ RFC4023], MPLS-in-UDP tunnel [RFC7510] or MPLS-in-L2TPv3 tunne

[ RFC4817]) woul d be used.
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o +
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Fi gure 3: Packet walk in |IP underlay

Since the transport (i.e., the underlay) could be IPv4, |1Pv6 or even
MPLS networ ks, the above approach of encoding the SFP information by
an MPLS | abel stack is fully transport-independent which is one of
the major requirements for the SFC encapsul ati on [ RFC7665].

5.1.2. Encoding SFC Information by an MPLS Label Stack
The head-end, acting as a service classifier, determ nes that the
sel ect ed packet needs to travel through an SFC (SF1->SF2) and steers

this packet into the appropriate SR policy as described in
[I-D.filsfils-spring-segnent-routing-policy]. This results in the
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packet bei ng encapsul ated with an MPLS | abel stack containing the
segment list <SF1, SF2, T>, which encodes that SFC. Those SF | abels
MUST be domai n-wi de uni que MPLS | abels. Since it is known to the
service classifier that SFF1l is attached with an instance of SF1, the
service classifier would therefore send the MPLS encapsul at ed packet
through either an MPLS LSP tunnel or an |P-based tunnel towards SFF1
(as shown in Figure 4 and Figure 5 respectively). Wen the MPLS
encapsul at ed packet arrives at SFF1, SFF1 woul d know whi ch SF shoul d
be performed according to the current top | abel (i.e., S(SF1l)).
Simlarly, SFF1 would send the packet returned from SF1 to SFF2
through either an MPLS LSP tunnel or an |P-based tunnel towards SFF2
since it’s known to SFF1 that SFF2 is attached with an instance of
SF2. When the encapsul ated packet arrives at SFF2, SFF2 woul d do the
simlar action as what has been done by SFF1. Since the transport
(i.e., the underlay) could be IPv4, 1Pv6 or even MPLS networks, the
above approach of encoding the SFC information by an MPLS | abel stack
is fully transport-independent which is one of the major requirenents
for the SFC encapsul ati on [ RFC7665] .

Clad, et al. Expi res Septenber 6, 2018 [ Page 12]



Internet-Draft Segnent Routing for Service Chaining March 2018

o +

| MPLS Net wor k |

| Fomm - oo - - + Fomm - oo - - + |

[ [ SF1 [ [ SF2 [ [

| Fom oo -+ Fom oo -+ |

| S Ry + | | S Ry +

| | S(SF2) | I I | S(T) (.

| B S + | | B S +

| | S(T) I I I | I nner pkt| |

| - + I A I R +

| [lInner pkt| ~ | | [ | | I

| A + | (51 | 1(6) I

I (2)1 | 1(3) | |V I

I (1) | |V (4) I (7) I
[ B T T i S +
| Head-end +------ + SFF1  +------- + SFF2  +------- + Tail-end
[ SR + TS + TS + [ R S +

| S Ry + S Ry + S Ry +

I | S(SFF1) | | S(SFF2) | | S(T) (.

| B S + B S + B S +

| | S(SF1) | | S(SF2) | | I nner pkt| |

[ Fomm e - + Fomm e - + Fomm e - +

I | S(SF2) | | S(T) I I

| S Ry + S Ry + |

| | S(T) | | I nner pkt| |

| [ + [ + |

| | I nner pkt| |

R + |

o m m e e e e e e e e e e e e e e e e e e e e e e e e e meee oo +

Fi gure 4: Packet wal k in MPLS underl ay
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Figure 5: Packet walk in | P underlay
5.2. SRv6 data pl ane

5.2.1. Encoding SFP Information by an SRv6 SRH
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Fi gure 6: Packet walk in SRv6 network

As shown in Figure 6, the head-end, acting as a service classifier,
determ nes that the sel ected packet needs to travel through an SFC
(SF1->SF2) and steers this packet into the appropriate SR policy as
described in [I-D.filsfils-spring-segnment-routing-policy]. As a
result, the packet is encapsulated with an | Pv6 header and an SRH
containing the segnment |ist <SFF1:SF1, SFF2:SF2, T>. The
intermedi ate segnments in this list |leverage the SRv6 | ocator-function
concept introduced in [I-D.filsfils-spring-srv6-network-progranm ng]
to encode both the SFF and the SF in a single IPv6 SID. The traffic
is steered via regular I1Pv6 forwarding up to the SFF represented in
the | ocator part of the SID and then passed to the SF identified by
the SID function. This SRH thus indicates in a statel ess manner the
SFP corresponding to the above SFC. To sonme extent, the SRH here
could be | ooked as a specific inplenentation of the SFC encapsul ati on
used for containing the SFP information [ RFC7665], which does not
require the SFF to nmintain per-chain state.

When the encapsul at ed packet arrives at SFF1, SFF1 knows how to send
the packet to the SF based on the active segment. We first consider
the case where SF1 is an SR-aware SF, i.e., it understands how to
process an | Pv6 encapsul ated packet with an SRH. In this case the
packet is sent to SF1 by SFF1 with the I P and SR headers

(H, SFF2: SF2) (T, SFF2: SF2, SFF1: SF1; SL=1). SF1 perforns the required
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service function on the received packet, where the payload is

determ ned based on the Next Header field value of |ast extension
header and/or the active segnent. After the packet is returned from
SF1, SFF1 sinply forwards it to SFF2 according to the | Pv6
destination address.

If SF1 is an SR-unaware SF, i.e. one that is unable to process |Pv6
encapsul at ed packets with an SRH, the encapsul ati on headers (i.e.
outer IPv6 with any extension header) MJST be stripped fromthe
packet before it is sent to SF1. Wen the packet is returned from
SF1, SFF1 woul d re-encapsul ate the packet with the IPv6 and SR
headers that had been previously stripped and then send the packet to
SFF2 according to the | Pv6 destination address. Proxy mechanisnms to
support SR-unaware SFs are proposed in section 6 of this docunent.

When t he encapsul ated packet arrives at SFF2, SFF2 woul d performthe
simlar action to that described above.

5.2.2. Encoding SFC Information by an | Pv6 SRH

The head-end, acting as a service classifier, determ nes that the

sel ect ed packet needs to travel through an SFC (SF1->SF2) and steers
this packet into the appropriate SR policy. This results in the
packet bei ng encapsul ated with an | Pv6 header and an SRH cont ai ni ng
the segment |ist <Al:SF1, A2:SF2, T>. In this case, the |ocator
parts Al and A2 of the internediate service segnents are anycast
prefixes advertised by several SFFs attached to SF1 and SF2
respectively. The policy head-end may thus let the traffic be
steered to the closest instance of each SF or add intermediate
segnments to select a particular SF instance. Furthernore, since it
is known to the head-end that SFF1 is attached to an instance of SF1,
t he encapsul at ed packet may be sent to SFF1 through an MPLS LSP or an
| P-based tunnel. Simlar tunneling can then be perforned between
SFF1 and SFF1, and between SFF2 and the tail-end, as illustrated on
Figure 7. Since the transport (i.e., the underlay) could be |Pv4,

| Pv6 or even MPLS, the above approach of encoding the SFC infornation
by an IPv6 SRH is fully transport-independent which is one of the
maj or requirements for the SFC encapsul ati on [ RFC7665] .
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Figure 7: Packet wal k in underlay network
SR proxy behavi ors

This section describes several SR proxy behaviors designed to enabl e
SR SFC t hrough SR-unaware SFs. A systeminplenenting one of these
functions may handl e the SR processing on behalf of an SR-unaware SF
and allows the SF to properly process the traffic that is steered
through it.

An SF nay be located at any hop in an SR policy, including the |ast
segrment. However, the SR proxy behaviors defined in this section are
dedi cated to supporting SR-unaware SFs at intermnmediate hops in the
segnment list. 1In case an SR-unaware SF is at the |last segnent, it is
sufficient to ensure that the SR information is ignored (I1Pv6 routing
ext ensi on header with Segnents Left equal to 0) or renoved before the
packet reaches the SF (MPLS PHP, SRv6 End. D or PSP)

As illustrated on Figure 8, the generic behavior of an SR proxy has
two parts. The first part is in charge of passing traffic fromthe
network to the SF. It intercepts the SRtraffic destined for the SF
via a locally instantiated service segnent, nodifies it in such a way
that it appears as non-SR traffic to the SF, then sends it out on a
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given interface, |FACE-QUT, connected to the SF. The second part
receives the traffic com ng back fromthe SF on I FACE-IN, restores
the SR information and forwards it according to the next segment in
the list. |FACE-QUT and | FACE-IN are respectively the proxy
interface used for sending traffic to the SF and the proxy interface
that receives the traffic conming back fromthe SF. These can be
physical interfaces or sub-interfaces (VLANs) and, unless otherw se
stated, | FACE-QUT and | FACE-IN can represent the sane interface.

B +
A Non SR |
| traffic |
| %
Fommmmeeaas Fommmmeas +
+--] IFACE QUT | IFACE IN|--+
SRtraffic | +----------- e + | SRtraffic
—————————— >| SR proxy |---------->
S .

Fi gure 8: Generic SR proxy

In the next subsections, the following SR proxy mechani sns are
defi ned:

o Static proxy

o Dynam c proxy

0 Shared-nenory proxy
0 Masqueradi ng proxy

Each nechanismhas its own characteristics and constraints, which are

summari zed in the below table. It is up to the operator to select
the best one based on the proxy node capabilities, the SF behavior
and the traffic type. It is also possible to use different proxy

mechani sns within the sane service chain.
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6.1. Static SR proxy

The static proxy is an SR endpoi nt behavior for processing SR-MPLS or
SRv6 encapsul ated traffic on behalf of an SR-unaware SF. This proxy
thus receives SR traffic that is formed of an MPLS | abel stack or an
| Pv6 header on top of an inner packet, which can be Ethernet, |Pv4 or
| Pv6.

A static SR proxy segnent is associated with the foll ow ng mandatory
paraneters

0 |INNER-TYPE: |nner packet type

0 S-ADDR: Ethernet or |IP address of the SF (only for inner type |Pv4
and | Pv6)

0 | FACE-QUT: Local interface for sending traffic towards the SF

0 |FACE-IN: Local interface receiving the traffic com ng back from
the SF

0 CACHE: SR information to be attached on the traffic com ng back
fromthe SF, including at |east

* CACHE. SA: | Pv6 source address (SRv6 only)

* CACHE. LI ST: Segnent |ist expressed as MPLS | abels or |Pv6
addr ess

A static SR proxy segnent is thus defined for a specific SF, inner
packet type and cached SR information. It is also bound to a pair of
directed interfaces on the proxy. These may be both directions of a
single interface, or opposite directions of two different interfaces.
The latter is recommended in case the SFis to be used as part of a
bi-directional SR SC policy. |If the proxy and the SF both support
802. 1Q | FACE-QUT and | FACE-IN can al so represent sub-interfaces

The first part of this behavior is triggered when the proxy node
recei ves a packet whose active segment matches a segnment associ ated

with the static proxy behavior. It renmpoves the SR information from
the packet then sends it on a specific interface towards the
associated SF. This SR information corresponds to the full |abe

stack for SR-MPLS or to the encapsul ation | Pv6 header with any
attached extension header in the case of SRv6.

The second part is an inbound policy attached to the proxy interface

receiving the traffic returning fromthe SF, | FACE-IN. This policy
attaches to the inconming traffic the cached SR infornation associ ated
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with the SR proxy segnent. |f the proxy segment uses the SR-MPLS
data pl ane, CACHE contains a stack of l|abels to be pushed on top the
packets. Wth the SRv6 data plane, CACHE is defined as a source
address, an active segnent and an optional SRH (tag, segnents left,
segnment list and netadata). The proxy encapsul ates the packets with
an | Pv6 header that has the source address, the active segnent as
destination address and the SRH as a routing extension header. After
the SR informati on has been attached, the packets are forwarded
according to the active segnent, which is represented by the top MPLS
| abel or the | Pv6 Destination Address.

In this scenario, there are no restrictions on the operations that
can be performed by the SF on the stream of packets. 1t may operate
at all protocol layers, term nate transport |ayer connections,
generate new packets and initiate transport |ayer connections. This
behavi or may al so be used to integrate an | Pvd-only SF into an SRv6
policy. However, a static SR proxy segnment can be used in only one
service chain at a tinme. As opposed to npst other segnment types, a
static SR proxy segnent is bound to a unique list of segnents, which
represents a directed SR SC policy. This is due to the cached SR

i nformati on being defined in the segnent configuration. This
limtation only prevents nultiple segnent lists fromusing the sanme
static SR proxy segnent at the same tinme, but a single segnent |ist
can be shared by any nunmber of traffic flows. Besides, since the
returning traffic fromthe SF is re-classified based on the incomning
interface, an interface can be used as receiving interface (IFACE-IN)
only for a single SR proxy segnent at a tinme. |In the case of a bi-
directional SR SC policy, a different SR proxy segnent and receiving
interface are required for the return direction

6.1.1. SR MPLS pseudocode
6.1.1.1. Static proxy for inner type Ethernet

Upon receiving an MPLS packet with top |abel L, where L is an MPLS L2
static proxy segment, a node N does:

1. | F payl oad type is Ethernet THEN

2. Pop all I abels

3. Forward t he exposed franme on | FACE- OUT
4. ELSE

5.

Drop the packet

Upon receiving on | FACE-IN an Ethernet frane with a destination
address different than the interface address, a node N does:

1. Push | abels in CACHE on top of the frane Ethernet header
2. Lookup the top | abel and proceed accordingly
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The receiving interface nust be configured in promi scuous node in
order to accept those Ethernet franes.

6.1.1.2.

Upon
| Pv4

aorwNE

Upon
does:

wN e

6.1.1.3.

Upon

aorwNE

Upon

does:

1

2.

3
6.1. 2.

6.1.2.1.

Upon
stati

Static proxy for inner type |Pv4

receiving an MPLS packet with top label L, where L is an MPLS
static proxy segment, a node N does

| F payl oad type is | Pv4d THEN

Pop all | abels

Forward t he exposed packet on | FACE- QUT towards S- ADDR
ELSE

Drop the packet

receiving a non link-Ilocal |Pv4 packet on IFACE-IN, a node N

Decrenent TTL and update checksum
Push | abel s in CACHE on top of the packet |Pv4 header
Lookup the top | abel and proceed accordingly

Static proxy for inner type |Pv6

receiving an MPLS packet with top label L, where L is an MPLS
static proxy segment, a node N does

| F payl oad type is | Pv6 THEN

Pop all | abels

Forward t he exposed packet on | FACE- QUT towards S- ADDR
ELSE

Drop the packet

receiving a non link-local |Pv6 packet on IFACE-IN, a node N
Decrenent Hop Linit

Push | abel s in CACHE on top of the packet |Pv6 header

Lookup the top | abel and proceed accordingly

SRv6 pseudocode

Static proxy for inner type Ethernet

receiving an | Pv6 packet destined for S, where Sis an |IPv6
c proxy segnment for Ethernet traffic, a node N does:
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| F ENH == 59 THEN 7, Refl
Renmove the (outer) |1 Pv6 header and its extension headers
Forward t he exposed frane on | FACE- OUT

ELSE
Drop the packet

grwNE

Ref1: 59 refers to "no next header" as defined by I ANA allocation for
I nternet Protocol Nunbers.

Upon receiving on | FACE-IN an Ethernet frane with a destination
address different than the interface address, a node N does:

1. Retrieve CACHE entry matching | FACE-IN and traffic type
2. Push SRH with CACHE. LI ST on top of the Ethernet header ;; Ref2
3 Push | Pv6 header with

SA = CACHE. SA

DA = CACHE. LI ST[ 0] ;; Ref3
Next Header = 43 7, Ref4d
4. Set outer payload I ength and fl ow | abel
5. Lookup outer DA in appropriate table and proceed accordingly

Ref 2: Unl ess otherwi se specified, the segnents in CACHE. LI ST shoul d
be encoded in reversed order, Segnent Left and Last Entry val ues
shoul d be set of the length of CACHE. LI ST minus 1, and Next Header
shoul d be set to 59.

Ref 3: CACHE. LI ST[0] represents the first IPv6 SID in CACHE. LI ST.

Ref4: 1f CACHE. LI ST contains a single entry, the SRH can be onitted
and the Next Header value nust be set to 59.

The receiving interface nust be configured in prom scuous node in
order to accept those Ethernet franes.

6.1.2.2. Static proxy for inner type |Pv4

Upon receiving an | Pv6 packet destined for S, where Sis an | Pv6
static proxy segnment for IPv4 traffic, a node N does:

I F ENH == 4 THEN i, Refl
Renove the (outer) |IPv6 header and its extensi on headers
Forward t he exposed packet on | FACE- QUT towards S- ADDR

ELSE
Drop the packet

ghwNE

Ref1: 4 refers to | Pv4 encapsul ation as defined by | ANA al |l ocation
for Internet Protocol Numbers.
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Upon
does:

ONogrWNE

Ref 1:
for

Upon

Qo
o
D
n

ONog,rLNE

Ref 2:
stati

receiving a non link-Iocal |Pv4 packet on I FACE-IN, a node N

Decrenent TTL and update checksum

| F CACHE. SRH THEN 7, Ref2
Push CACHE. SRH on top of the existing | Pv4 header
Set NH val ue of the pushed SRHto 4

Push outer | Pv6 header with SA, DA and traffic class from CACHE

Set outer payload I ength and fl ow | abel

Set NH value to 43 if an SRH was added, or 4 otherw se

Lookup outer DA in appropriate table and proceed accordingly

CACHE. SRH represents the SRH defined in CACHE, if any, for the

ic SR proxy segnent associated with | FACE-IN

Static proxy for inner type |Pv6

receiving an | Pv6 packet destined for S, where Sis an | Pv6

ic proxy segnent for IPv6 traffic, a node N does:

IF ENH == 41 THEN ;; Refl
Renove the (outer) |IPv6 header and its extension headers
Forward t he exposed packet on | FACE- QUT towards S- ADDR

ELSE
Drop the packet

41 refers to | Pv6 encapsul ation as defined by | ANA all ocati on
nternet Protocol Numbers.

receiving a non-link-local |Pv6 packet on | FACE-IN, a node N

Decrenent Hop Limt

| F CACHE. SRH THEN i, Ref2
Push CACHE. SRH on top of the existing | Pv6 header
Set NH val ue of the pushed SRH to 41

Push outer 1Pv6 header with SA, DA and traffic class from CACHE

Set outer payload length and flow | abel

Set NH value to 43 if an SRH was added, or 41 otherw se

Lookup outer DA in appropriate table and proceed accordingly

CACHE. SRH represents the SRH defined in CACHE, if any, for the
¢ SR proxy segnent associated with | FACE-IN

Clad, et al. Expi res Septenber 6, 2018 [ Page 24]



Internet-Draft Segnent Routing for Service Chaining March 2018

6.2. Dynamic SR proxy

The dynami c proxy is an inprovenent over the static proxy that
dynanmically learns the SR information before renoving it fromthe
incomng traffic. The sane information can then be re-attached to
the traffic returning fromthe SF. As opposed to the static SR
proxy, no CACHE information needs to be configured. Instead, the
dynanmic SR proxy relies on a local caching nechani smon the node
instantiating this segment. Therefore, a dynam c proxy segnent
cannot be the |l ast segnent in an SR SC policy. As nentioned at the
begi nning of Section 6, a different SR behavior should be used if the
SF is meant to be the final destination of an SR SC policy.

Upon receiving a packet whose active segment matches a dynamic SR
proxy function, the proxy node pops the top MPLS | abel or applies the
SRv6 End behavior, then conpares the updated SR information with the
cache entry for the current segnent. |If the cache is enpty or
different, it is updated with the new SR information. The SR
information is then renoved and the inner packet is sent towards the
SF.

The cache entry is not nmapped to any particul ar packet, but instead
to an SR SC policy identified by the receiving interface (I FACE-IN).
Any non-1link-local |P packet or non-local Ethernet franme received on
that interface will be re-encapsulated with the cached headers as
described in Section 6.1. The SF may thus drop, nodify or generate
new packets wi thout affecting the proxy.

6.2.1. SR MPLS pseudocode

The dynam ¢ proxy SR-MPLS pseudocode is obtained by inserting the
followi ng instructions between lines 1 and 2 of the static SR-MPLS

pseudocode.

1. IF top label S bit is 0 THEN

2. Pop top | abe

3. IF C(IFACE-IN) different fromremaining |labels THEN ;; Refl
4. Copy all remaining labels into C(IFACE-1N) ;; Ref2
5. ELSE

6. Drop the packet

Ref 1: A TTL margin can be configured for the top |abel stack entry to
prevent constant cache updates when nultiple equal-cost paths with
different hop counts are used towards the SR proxy node. In that
case, a TTL difference smaller than the configured margi n shoul d not
trigger a cache update (provided that the | abels are the sane).
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Ref2: C(I FACE-IN) represents the cache entry associated to the
dynanmic SR proxy segnment. It is identified with IFACE-INin order to
efficiently retrieve the right SR information when a packet arrives
on this interface.

In addition, the inbound policy should check that C(I FACE-1N) has
been defined before attenpting to restore the MPLS | abel stack, and
drop the packet otherw se.

6.2.2. SRv6 pseudocode

The dynam ¢ proxy SRv6 pseudocode is obtained by inserting the
followi ng instructions between lines 1 and 2 of the static proxy SRv6

pseudocode.

1. IF NH=SRH & SL > 0 THEN

2. Decrenent SL and update the |Pv6 DA with SRH SL]

3. IF C(I FACE-IN) different from|Pv6 encaps THEN i Refl
4. Copy the I Pv6 encaps into C(I FACE-IN) 7, Ref2
5. ELSE

6. Drop the packet

Ref 1: "I Pv6 encaps" represents the | Pv6 header and any attached
ext ensi on header.

Ref 2: C(I1 FACE-IN) represents the cache entry associated to the
dynamic SR proxy segnment. It is identified with IFACE-INin order to
efficiently retrieve the right SR infornmation when a packet arrives
on this interface.

In addition, the inbound policy should check that C(I FACE-1N) has
been defined before attenpting to restore the | Pv6 encapsul ati on, and
drop the packet otherw se.

6.3. Shared nmenory SR proxy

The shared nenory proxy is an SR endpoi nt behavior for processing SR
MPLS or SRv6 encapsul ated traffic on behalf of an SR-unaware SF.

Thi s proxy behavior |everages a shared-nenory interface with the SF
in order to hide the SRinformation froman SR-unaware SF while
keeping it attached to the packet. W assune in this case that the
proxy and the SF are running on the sane conpute node. A typica
scenario is an SR-capabl e vrouter running on a container host and
forwarding traffic to virtual SFs isolated within their respective
cont ai ner.

More details will be added in a future revision of this docunent.
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6.4. Masqueradi ng SR proxy

The masquer adi ng proxy is an SR endpoi nt behavi or for processing SRv6
traffic on behalf of an SR-unaware SF. This proxy thus receives SR
traffic that is forned of an | Pv6 header and an SRH on top of an

i nner payload. The masqueradi ng behavi or is independent fromthe

i nner payload type. Hence, the inner payload can be of any type but
it is usually expected to be a transport |ayer packet, such as TCP or
UDP.

A masquer adi ng SR proxy segnent is associated with the follow ng
mandat ory paraneters:

0 S-ADDR. Ethernet or |Pv6 address of the SF
0 | FACE-QUT: Local interface for sending traffic towards the SF

0 |FACE-IN Local interface receiving the traffic com ng back from
the SF

A masquer adi ng SR proxy segnment is thus defined for a specific SF and
bound to a pair of directed interfaces or sub-interfaces on the
proxy. As opposed to the static and dynanic SR proxies, a
masquer adi ng segnent can be present at the sane tinme in any nunber of
SR SC policies and the sane interfaces can be bound to nultiple
masquer adi ng proxy segments. The only restriction is that a
masquer adi ng proxy segnent cannot be the last segnment in an SR SC

policy.

The first part of the masqueradi ng behavior is triggered when the
proxy node receives an | Pv6 packet whose Destination Address matches
a masquer adi ng proxy segnent. The proxy inspects the | Pv6 extension
headers and substitutes the Destination Address with the |ast segnent
in the SRH attached to the | Pv6 header, which represents the fina
destination of the | Pv6 packet. The packet is then sent out towards
t he SF.

The SF receives an | Pv6 packet whose source and destinati on addresses
are respectively the original source and final destination. It does
not attenpt to inspect the SRH, as RFC8200 specifies that routing

ext ensi on headers are not exam ned or processed by transit nodes.
Instead, the SF sinply forwards the packet based on its current
Destination Address. |In this scenario, we assune that the SF can
only inspect, drop or performlimted changes to the packets. For
exanpl e, Intrusion Detection Systens, Deep Packet Inspectors and non-
NAT Firewal | s are anong the SFs that can be supported by a
masquer adi ng SR proxy. Variants of the nmasqueradi ng behavior are
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defined in Section 6.4.2 and Section 6.4.3 to support a w der range
of SFs.

The second part of the masqueradi ng behavior, also called de-
masqueradi ng, is an inbound policy attached to the proxy interface
receiving the traffic returning fromthe SF, IFACE-IN. This policy

i nspects the inconming traffic and triggers a regular SRv6 endpoi nt
processing (End) on any | Pv6 packet that contains an SRH  This
processi ng occurs before any | ookup on the packet Destination Address
is performed and it is sufficient to restore the right active segnent
as the Destination Address of the | Pv6 packet.

6.4.1. SRv6 masqueradi ng proxy pseudocode

Masquer adi ng: Upon receiving a packet destined for S, where Sis an
| Pv6 masquer adi ng proxy segnent, a node N processes it as follows.

IF NH=SRH & SL > 0 THEN
Update the 1 Pv6 DA with SRH 0]
Forward t he packet on | FACE- OQUT
ELSE
Drop the packet

ghNE

De- masquer adi ng: Upon receiving a non-link-1ocal |Pv6 packet on
ACE-1N, a node N processes it as follows.

1. IF NH=SRH & SL > 0 THEN

2. Decrenent SL

3. Update the 1 Pv6 DA with SRH SL] ;7 Refl
4, Lookup DA in appropriate table and proceed accordingly

Ref 2: This pseudocode can be augnented to support the Penultimate
Segment Poppi ng (PSP) endpoint flavor. The exact pseudocode

nodi fication are provided in
[I-D.filsfils-spring-srv6-network-programi ng].

6.4.2. Variant 1: Destination NAT
SFs nodi fying the destination address in the packets they process,
such as NATs, can be supported by a masqueradi ng proxy with the
followi ng nodification to the de-nmasqueradi ng pseudocode.

De- masquer adi ng - NAT: Upon receiving a non-link-local |Pv6 packet on
| FACE-I N, a node N processes it as follows.
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1 IF NH=SRH & SL > 0 THEN

2. Update SRH 0] with the IPv6 DA

3. Decrenent SL

4 Update the | Pv6 DA with SRH SL]

5 Lookup DA in appropriate table and proceed accordingly

6.4.3. Variant 2: Caching

7

7

7

7

SFs generating packets or acting as endpoints for transport
connections can be supported by adding a dynam ¢ cachi ng mechani sm
simlar to the one described in Section 6. 2.

More details will be added in a future revision of this docunent.
Met adat a
1. MPLS data pl ane

Since the MPLS encapsul ation has no explicit protocol identifier
field to indicate the protocol type of the MPLS payl oad, how to

i ndi cate the presence of netadata (i.e., the NSH which is only used
as a netadata containner) in an MPLS packet is a potential issue to
be addressed. One possible way to address the above issue is: SFFs
all ocate two different |labels for a given SF, one indicates the
presence of NSH while the other indicates the absence of NSH  This
approach has no change to the current MPLS architecture but it would
require nmore than one |label binding for a given SF. Another possible
way is to introduce a protocol identifier field within the MPLS
packet as described in [I-D. xu-npl s-payl oad- protocol -identifier].

More details about how to contain nmetadata within an MPLS packet
woul d be considered in the future version of this draft.

2. | Pv6 data pl ane
2.1. SRH TLV objects

The 1Pv6 SRH TLV objects are designed to carry all sorts of netadata.
In particular, [I-D.ietf-6nman-segment-routing-header] defines the NSH

carrier TLV as a contai ner for NSH net adat a.

TLV objects can be inposed by the ingress edge router that steers the
traffic into the SR SC policy.

An SR-aware SF may inmpose, nodify or renove any TLV object attached
to the first SRH, either by directly nodifying the packet headers or
via a control channel between the SF and its forwarding pl ane.
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re-classifies the traffic and steers it into a
DPl) may attach any TLV object to the new

be further discussed in a

The SRH tag identifies a packet as part of a group or class of
packets [I-D.ietf-6man-segnent-routing-header].

In an SFC context, this field can be used to encode basic netadata in
the SRH.
8. Inplenentation status

The static SR proxy is available for SR-MPLS and SRv6 on vari ous
Cisco hardware and software platforns. Furthernore, the follow ng
proxi es are avail able on open-source software.

e e e - e e e - +

| VPP | Li nux |
oo e e e e e e e e e e e e e e e meeo oo S S +
| M| Static proxy | Available | In progress |
| P I I I
| L | Dynami c proxy | I'n progress | In progress |
| S| I I I
| | Shared nenory proxy | I'n progress | In progress |
oo e e e e e e e e e e e e e e e meeo oo S S +
| | Static proxy | Available | In progress |
| I I I
| | Dynam ¢ proxy - lInner type Ethernet| In progress | In progress |
| I I I
| | Dynamic proxy - Inner type IPv4 | Available | Available |
| S| I I I
| R| Dynamic proxy - Inner type IPv6 | Available | Available |
| v | I I I
| 6 | Shared nmenory proxy | I'n progress | In progress |
| I I I
| | Masquer adi ng pr oxy | Available | Available |
| I I I
[ | Masquerading proxy - NAT variant | In progress | In progress |
| I I I
| | Masquer adi ng proxy - Cache variant | In progress | In progress |
B e e e - e e e - +

Open-source inplenentation status table
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9.

10.

11.

Rel at ed wor ks

The Segnment Routing sol uti on addresses a wi de problemthat covers
bot h topol ogi cal and service chaining policies. The topological and
service instructions can be either deployed in isolation or in

combi nation. SR has thus a wider applicability than the architecture
defined in [ RFC7665]. Furthernore, the inherent property of SRis a
statel ess network fabric. In SR there is no state within the fabric
to recogni ze a flow and associate it with a policy. State is only
present at the ingress edge of the SR domain, where the policy is
encoded into the packets. This is conpletely different from other
proposal s such as [ RFC8300] and the MPLS | abel swappi ng nmechani sm
described in [I-D.farrel -npls-sfc], which rely on state configured at
every hop of the service chain.

| ANA Consi der ati ons

This I-D requests the 1ANA to allocate, within the "SRv6 Endpoi nt
Types" sub-registry belonging to the top-level "Segnent-routing wth
| Pv6 dat apl ane (SRv6) Paraneters" registry, the follow ng

al | ocati ons:

. e . I +
| Val ue/ Range | Hex | Endpoi nt function | Reference

. e T e Fommemeeeas +
| TBA | TBA | End. AN - SR-aware function | [This.1D] |
| | | (native) | |
| TBA | TBA | End. AS - Static proxy | [This.ID |
| TBA | TBA | End. AD - Dynam c proxy | [This. 1D |
| TBA | TBA | End. AM - Masquer adi ng proxy | [This.ID |
. e T e Fommemeeeas +

Table 1: SRv6 SFC Endpoi nt Types
Security Considerations

The security requirements and nmechani snms described in
[I-D.ietf-spring-segnent-routing] and
[I-D.ietf-6man-segnent -routing-header] also apply to this docunent.

Furthernore, it is fundanmental to the SFC design that the classifier
is a trusted resource which determ nes the processing that the packet
will be subject to, including for exanple the firewall. Were an SF
is not SR-aware the packet may exist as an | P packet, however this is
an intrinsic part of the SFC design which needs to define how a
packet is protected in that environnent. Were a tunnel is used to
link two non- MPLS donmi ns, the tunnel design needs to specify how it

i s secured.
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12.

13.

14.

14.

14.

Thus the security vulnerabilities are addressed in the underlying
technol ogi es used by this design, which itself does not introduce any
new security vulnerabilities.
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