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Abstract

There are scenarios, typically in a hierarchical SDN context, where
the topology information provided by a TE network provi der may not
be sufficient for its client to performend-to-end path conputation
In these cases the client would need to request the provider to

cal cul ate some (partial) feasible paths

This docunent defines a YANG data nodel for a stateless RPC to
request path conputation. This nodel conplenents the statefu
solution defined in [ TE- TUNNEL] .

Moreover this docunent describes some use cases where a path
conput ation request, via YANG based protocols (e.g., NETCONF or
RESTCONF), can be needed.
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1. Introduction

There are scenarios, typically in a hierarchical SDN context, where
the topology information provided by a TE network provi der may not
be sufficient for its client to performend-to-end path conputation
In these cases the client would need to request the provider to

cal cul ate some (partial) feasible paths, conplenenting his topol ogy
know edge, to make his end-to-end path conputation feasible.

This type of scenarios can be applied to different interfaces in
different reference architectures:

0 ABNO control interface [RFC7491], in which an Application Service

Coor di nator can request ABNO controller to take in charge path
calculation (see Figure 1 in [ RFC7491]).
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0 ACTN [ACTN-frame], where a controller hierarchy is defined, the
need for path computation arises on both interfaces CM
(interface between Customer Network Controller (CNC) and Miulti
Domai n Servi ce Coordi nator (MDSC)) and/or MPI (interface between
MBDC- PNC). [ ACTN-1nfo] describes an information nodel for the
Pat h Conputation request.

Mul tiple protocol solutions can be used for comuni cati on between
different controller hierarchical |evels. This docunent assunes that
the controllers are conmmuni cati ng usi ng YANG based protocols (e.g.,
NETCONF or RESTCONF).

Pat h Conmputation Elenents, Controllers and Orchestrators perform
their operations based on Traffic Engi neering Databases (TED). Such
TEDs can be described, in a technol ogy agnostic way, with the YANG
Data Mbdel for TE Topol ogies [TE-TOPQ . Furthernore, the technol ogy
specific details of the TED are nodel ed in the augnented TE topol ogy
nmodel s (e.g. [OTN-TOPQ for OTN ODU technol ogi es).

The availability of such topol ogy nodels allows providing the TED
usi ng YANG based protocols (e.g., NETCONF or RESTCONF). Furthernore,
it enables a PCE/ Controller performng the necessary abstractions or
nmodi fi cations and offering this custoni zed topol ogy to anot her

PCE/ Control Il er or high |level orchestrator.

Not e: This docunent assunes that the client of the YANG data nodel
defined in this docunment may not inplenent a "PCE" functionality, as
defined in [ RFC4655].

The tunnels that can be provided over the networks described with
the topol ogy nodel s can be al so set-up, deleted and nodified via
YANG- based protocols (e.g., NETCONF or RESTCONF) using the TE-Tunnel
Yang nodel [ TE- TUNNEL] .

Thi s docunment proposes a YANG nodel for a path conputation request
defined as a stateless RPC, which conplenents the stateful solution
defined in [ TE- TUNNEL] .

Moreover, this document describes sone use cases where a path

conput ation request, via YANG based protocols (e.g., NETCONF or
RESTCONF), can be needed.
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1.1. Term nol ogy

TED: The traffic engi neering database is a collection of all TE
i nformati on about all TE nodes and TE links in a given network.

PCE: A Path Conputation Elenment (PCE) is an entity that is capable
of conputing a network path or route based on a network graph, and
of applying conputational constraints during the conputation. The
PCE entity is an application that can be |located within a network
node or conponent, on an out-of-network server, etc. For exanple, a
PCE woul d be able to conpute the path of a TE LSP by operating on
the TED and consi deri ng bandwi dth and ot her constraints applicable
to the TE LSP service request. [RFC4655]

2. Use Cases

This section presents different use cases, where a client needs to
request underlying SDN controllers for path conputation

The presented uses cases have been grouped, depending on the
di fferent underlying topol ogies: a) Packet-Optical integration; b)
Mul ti-domain Traffic Engineered (TE) Networks; and c) Data center
i nterconnecti ons.

2.1. Packet/Optical Integration

In this use case, an Optical network is used to provide connectivity
to sone nodes of a Packet network (see Figure 1).

A possi bl e exanpl e coul d be the case where an Optical network
provi des connectivity to same |P routers of an |IP network.
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Figure 1 - Packet/Optical Integration Use Case
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Figure 1 as well as Figure 2 below only show a partial view of the
packet network connectivity, before additional packet connectivity
is provided by the Optical network.

It is assuned that the Optical network controller provides to the
packet/optical coordinator an abstracted view of the Optical

net wor k. A possible abstraction could be to represent the whole
optical network as one "virtual node" with "virtual ports" connected
to the access links, as shown in Figure 2

It is also assuned that Packet network controller can provide the
packet/optical coordinator the infornmation it needs to setup
connectivity between packet nodes through the Optical network (e.g.
the access |inks).

The path conputation request hel ps the coordinator to know the rea
connections that can be provided by the optical network.

Busi, Belotti, et al. Expires Decenber 29, 2018 [ Page 7]



Internet-Draft

Busi

, B e +
ol | /===
, | RL |--OVP1 VP4 O
, I [\ | /----
oo\ |/
/ O VP2 VP5 O
/ | | R
/ I |
/ O VP3 VP6 O-| R4 | ,
e /] | +- - -
[ |/ R +
| R3 |
+----+

Yang for Path Conputation

, Packet/ Optical Coordinator view

Packet Network Controller view
only packet nodes and packet |inks
with access links to the optical network

Optica

only optica

opti cal

packet network

B p—
I I
| R2 |

[ +----+

B
ol [-----
T RL---
, +- - - - +\ [----
/ \ /
/
/ +eo -
/ I
/ ---] R4
B SR S / +---
I |/
| R3 |
EU——
Net wor k Controller view
nodes, +- -+
i nks and /] OF|
access links fromthe +--++--+
| QA \ [-----
) R SRR AN )
, \ | v \-]Cf-------
Vo \ [-+--+
\+--+ X |

Belotti,

et al.

Expi res Decenber 29, 2018

June 2018

[ Page 8]



Internet-Draft Yang for Path Conputation June 2018

: |oBl-/ \ | ,
, +--+-\ \ +--+ ,
) / \' \--]1OD--- ,
, [----- / +o-+ - -+ ,
: / eey :
) +__+ )
Actual Physical View +-- -+ ,
: +e -t | | :
, I'l OF | R2 | :
, +----+ +- -4+ -+ [+----+ ,
S T e [----- I ,
) | RL [---+--+-\ +--+4/ i ,
, +--- -4\ | v \-]CE------- [ ,
: / LU I N A S / ,
, / \4--+ X | / ,
) / | OBl -/ \ | +----+
, / +--+-\ \+--+ | | ,
, / I v \--]0y---] RA]
, R / +--+ +--+ Fom - -t
: I |/ | ol / :
, | R3 | +e- :

Figure 2 - Packet and Optical Topol ogy Abstractions

In this use case, the coordinator needs to setup an opti nal
underlying path for an IP link between Rl and R2.

As depicted in Figure 2, the coordinator has only an "abstracted
view' of the physical network, and it does not know the feasibility
or the cost of the possible optical paths (e.g., VP1l-VP4 and VP2-
VP5), which depend fromthe current status of the physical resources
within the optical network and on vendor-specific optica

attributes

The coordi nator can request the underlying Optical domain controller
to conpute a set of potential optimal paths, taking into account
optical constraints. Then, based on its own constraints, policy and
know edge (e.g. cost of the access links), it can choose which one
of these potential paths to use to setup the optimal end-to-end path
crossing optical network.
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Figure 3 - Packet/Optical Path Conputation Exanple

For exanple, in Figure 3, the Coordinator can request the Optica
network controller to conpute the paths between VP1-VP4 and VP2-VP5
and then decide to setup the optiml end-to-end path using the VP2-
VP5 Optical path even this is not the optinmal path fromthe Optical
domai n perspective

Consi dering the dynanmicity of the connectivity constraints of an
Optical domain, it is possible that a path conputed by the Optica
network control |l er when requested by the Coordinator is no | onger
val i d/ avai | abl e when the Coordi nator requests it to be setup up
This is further discussed in section 3.3.

2.2. Multi-domain TE Networks

In this use case there are two TE donmai ns which are interconnected
together by nmultiple inter-domains |inks.

A possi bl e exanple could be a nmulti-domain optical network.
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Figure 4 - Multi-domain nmulti-link interconnection

In order to setup an end-to-end nulti-domain TE path (e.g., between
nodes A and H), the nulti-donaon controller needs to know t he
feasibility or the cost of the possible TE paths within the two TE
domai ns, which depend fromthe current status of the physica
resources within each TE network. This is nmore challenging in case
of optical networks because the optimal paths depend al so on vendor-
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specific optical attributes (which nay be different in the two
domains if they are provided by different vendors).

In order to setup a multi-domain TE path (e.g., between nodes A and
Hy, the nulti-donmain controller can request the TE donain
controllers to conpute a set of intra-domain optinmal paths and take
deci sions based on the information received. For exanple:

0 The O chestrator asks TE domain controllers to provide set of
pat hs between A-C, A-D, E-H and F-H

0 TE domain controllers return a set of feasible paths with the
associ ated costs: the path A-Cis not part of this set(in optica
networks, it is typical to have sonme paths not being feasible due
to optical constraints that are known only by the optical domain
controller)

0 The multi-domain controller will select the path A-D-F-H since it
is the only feasible multi-domain path and then request the TE
domain controllers to setup the A-D and F-H intra-domai n paths

o If there are multiple feasible paths, the nmulti-domain controller
can select the optinmal path knowi ng the cost of the intra-donain
pat hs (provided by the TE donain controllers) and the cost of the
inter-domain |inks (known by the nulti-domain controller)

Thi s approach may have some scalability issues when the nunber of TE
domains is quite big (e.g. 20).

In this case, it would be worthwhile using the abstract TE topol ogy

i nformation provided by the domain controllers to linmit the nunber of
potential optimal end-to-end paths and then request path conputation
to fewer domain controllers in order to decide what the optimal path
within this Ilimted set is.

For nore details, see section 3.2.3.
2.3. Data center interconnections
In these use case, there is a TE donmain which is used to provide

connectivity between data centers which are connected with the TE
domai n using access |inks.
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Figure 5 - Data Center Interconnection Use Case

In this use case,
(DC1) to either DC2 or
The opti mal
DC2 or

The C oud O chestrator needs to make a decision for optimal
connection based on TE Network constraints and data centers
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there is need to transfer data fromData Center 1
DC3 (e.g. workload migration).

deci si on depends both on the cost of the TE path (DCl-
DC1-DC3) and of the data center resources within DC2 or

DC3.
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resources. It may not be able to nake this decision because it has
only an abstract view of the TE network (as in use case in 2.1).

The cloud orchestrator can request to the TE domain controller to
conmpute the cost of the possible TE paths (e.g., DCl-DC2 and DCl-
DC3) and to the DC controller to provide the information it needs
about the required data center resources within DC2 and DC3 and then
it can take the decision about the optimal solution based on this
information and its policy.

3. Mbtivations

This section provides the notivation for the YANG nodel defined in
thi s docunent.

Section 3.1 describes the notivation for a YANG nodel to request
pat h conput ati on.

Section 3.2 describes the notivation for a YANG nodel which
compl enents the TE Topol ogy YANG nodel defined in [ TE-TOPQ .

Section 3.3 describes the notivation for a stateless YANG RPC whi ch
conpl enents the TE Tunnel YANG nodel defined in [ TE- TUNNEL].

3.1. Mdtivation for a YANG Mdel

3.1.1. Benefits of common data nodel s
The YANG data nodel for requesting path conputation is closely
aligned with the YANG data nodel s that provide (abstract) TE
topol ogy information, i.e., [TEETOPQ as well as that are used to
configure and manage TE Tunnels, i.e., [TE-TUNNEL].
There are many benefits in aligning the data nodel used for path
conmputation requests with the YANG data nodels used for TE topol ogy
informati on and for TE Tunnel s configuration and nanagenent:

o0 There is no need for an error-prone mapping or correlation of
i nformation.

0 It is possible to use the sane endpoint identifiers in path
conputation requests and in the topol ogy nodeling.

o0 The attributes used for path conputation constraints are the sane
as those used when setting up a TE Tunnel

Busi, Belotti, et al. Expires Decenber 29, 2018 [ Page 14]



Internet-Draft Yang for Path Conputation June 2018

3.1.2. Benefits of a single interface

The systemintegration effort is typically lower if a single,
consistent interface is used by controllers, i.e., one data nodeling
| anguage (i.e., YANG and a common protocol (e.g., NETCONF or
RESTCONF) .

Practical benefits of using a single, consistent interface include:

1. Sinple authentication and authorization: The interface between
di fferent conponents has to be secured. If different protocols
have different security mechani snms, ensuring a conmon access
control nodel may result in overhead. For instance, there nmay
be a need to deal with different security mechani snms, e.g.
different credentials or keys. This can result in increased
integration effort.

2. Consistency: Keeping data consistent over nultiple different
interfaces or protocols is not trivial. For instance, the
sequence of actions can matter in certain use cases, or
transacti on semantics could be desired. \Wile ensuring
consi stency within one protocol can already be challenging, it
is typically cunbersome to achieve that across different
pr ot ocol s.

3. Testing: Systemintegration requires conprehensive testing,

i ncluding corner cases. The nore different technol ogies are
i nvol ved, the nmore difficult it is to run conprehensive test
cases and ensure proper integration

4. M ddl e-box friendliness: Provider and consuner of path
conmputation requests may be | ocated in different networks, and
m ddl e- boxes such as firewalls, NATs, or |oad bal ancers may be
depl oyed. In such environments it is sinpler to deploy a single
protocol. Also, it may be easier to debug connectivity
pr obl ens.

5. Tooling reuse: Inplenmenters may want to inplenent path
conmputation requests with tools and libraries that already
exist in controllers and/or orchestrators, e.g., |leveraging the
rapi dly grow ng eco-systemfor YANG tooling.

3.1.3. Extensibility
Path conmputation is only a subset of the typical functionality of a
controller. In many use cases, issuing path conputation requests

comes along with the need to access other functionality on the same
system In addition to obtaining TE topol ogy, for instance al so
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configuration of services (setup/nodification/deletion) nmay be
required, as well as:

1. Receiving notifications for topol ogy changes as well as
integration with fault nanagenent

2. Performance nanagenent such as retrieving nonitoring and
telemetry data

3. Service assurance, e.g., by triggering OAM functionality

4. OGther fulfilment and provisioning actions beyond tunnels and
services, such as changi ng QS configurations

YANG is a very extensible and flexible data nodeling | anguage that
can be used for all these use cases.

3.2. Interactions with TE Topol ogy

The use cases described in section 2 have been descri bed assuning
that the topol ogy view exported by each underlying SDN controller to
the orchestrator is aggregated using the "virtual node nodel",
defined in [ RFC7926] .

TE Topol ogy information, e.g., as provided by [TE-TOPQ, could in
theory be used by an underlying SDN controllers to provide TE
information to its client thus allowing a PCE available within its
client to performmulti-dormain path conputation by its own, without
requesting path conputations to the underlying SDN controllers.

In case the client does not inplenment a PCE function, as discussed
in section 1, it could not performpath conputati on based on TE
Topol ogy informati on and woul d i nstead need to request path
computation to the underlying controllers to get the information it
needs to conpute the optinmal end-to-end path.

This section anal yzes the need for a client to request underlying
SDN controllers for path conputation even in case it inplenents a
PCE functionality, as well as how the TE Topol ogy informati on and
the path conputation can be conpl ementary

In nutshell, there is a scalability trade-off between providing all
the TE i nformati on needed by PCE, when inplenented by the client, to
take optimal path conputation decisions by its own versus sending
too many requests to underlying SDN Domain Controllers to conpute a
set of feasible optimal intra-domain TE paths.
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3.2.1. TE Topol ogy Aggregation

Usi ng the TE Topol ogy nodel, as defined in [TE-TOPQ, the underlying
SDN controller can export the whole TE donmain as a single abstract
TE node with a "detailed connectivity matrix".

The concept of a "detailed connectivity matrix" is defined in [TE-
TOPQ to provide specific TE attributes (e.g., delay, SRLGs and
summary TE netrics) as an extension of the "basic connectivity
matri x", which is based on the "connectivity matrix" defined in

[ RFC7446] .

The informati on provided by the "detail ed connectivity matrix" woul d
be equivalent to the information that should be provided by "virtua
link nmodel" as defined in [ RFC7926].

For exanple, in the Packet/Optical integration use case, described
in section 2.1, the Optical network controller can nake the
informati on shown in Figure 3 available to the Coordi nator as part
of the TE Topol ogy informati on and the Coordi nator could use this
information to calculate by its own the optiml path between Rl and
R2, without requesting any additional information to the Optical
network Controller

However, when designing the anmobunt of information to provide within
the "detailed connectivity matrix", there is a tradeoff to be

consi dered between accuracy (i.e., providing "all"™ the information
that m ght be needed by the PCE available to Orchestrator) and

scal ability.

Fi gure 6 bel ow shows anot her exanple, simlar to Figure 3, where

there are two possible Optical paths between VP1 and VP4 with
different properties (e.g., avail able bandw dth and cost).
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Figure 6 - Packet/Optical Path Conputation Exanple with multiple
choi ces

Reporting all the information, as in Figure 6, using the "detail ed
connectivity matrix", is quite challenging froma scalability
perspective. The amount of this information is not just based on
nunber of end points (which would scale as N-square), but also on
many ot her paraneters, including client rate, user
constraints/policies for the service, e.g. max latency < N ns, max
cost, etc., exclusion policies to route around busy links, mn OSNR
mar gi n, max preFEC BER etc. All these constraints could be different
based on connectivity requirements.

Exanpl es of how the "detail ed connectivity matrix" can be
di mensi oned are described in Appendix A

It is also worth noting that the "connectivity matri x" has been
originally defined in WSON, [RFC7446], to report the connectivity
constrains of a physical node within the WOM network: the
information it contains is pretty "static" and therefore, once taken
and stored in the TE data base, it can be al ways being consi dered
valid and up-to-date in path conputation request.

Using the "basic connectivity matrix" with an abstract node to
abstract the information regarding the connectivity constraints of
an Optical domain, would nake this information nore "dynam c" since
the connectivity constraints of an Optical domain can change over
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ti me because sonme optical paths that are feasible at a given tine
may become unfeasible at a later time when e.g., another optica
path is established. The information in the "detailed connectivity
matri x" is even nore dynam ¢ since the establishnent of another
optical path nmay change sone of the paraneters (e.g., delay or
avai |l abl e bandwi dth) in the "detailed connectivity matrix" while not
changing the feasibility of the path.

The "connectivity matrix" is sonmetimes confused with optical reach
table that contain nultiple (e.g. k-shortest) regen-free reachabl e
pat hs for every A-Z node conbination in the network. Optical reach
tabl es can be calculated offline, utilizing vendor optical design
and planning tools, and periodically uploaded to the Controller
these optical path reach tables are fairly static. However, to get
the connectivity matrix, between any two sites, either a regen free
path can be used, if one is available, or nultiple regen free paths
are concatenated to get fromsrc to dest, which can be a very large
conbi nation. Additionally, when the optical path within optica
domai n needs to be conmputed, it can result in different paths based
on input objective, constraints, and network conditions. |In summary,
even though "optical reachability table” is fairly static, which
regen free paths to build the connectivity matri x between any source
and destination is very dynamc, and is done using very

sophi sticated routing al gorithns.

There is therefore the need to keep the information in the "detail ed
connectivity matrix" updated which neans that there another tradeoff
bet ween the accuracy (i.e., providing "all" the infornmation that

m ght be needed by the client’s PCE) and havi ng up-to-date

i nformati on. The nore the information is provided and the longer it

takes to keep it up-to-date which increases the likelihood that the

client’s PCE conmputes paths using not updated information

It seens therefore quite challenging to have a "detail ed
connectivity matrix" that provides accurate, scal able and updated
information to allow the client’s PCE to take optinmal decisions by
its own.

Instead, if the information in the "detailed connectivity matrix" is

not conpl ete/accurate, we can have the foll ow ng drawbacks
considering for exanple the case in Figure 6
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o If only the VP1-VP4 path with avail able bandwi dth of 2 Gb/s and
cost 50 is reported, the client’s PCE will fail to conpute a 5
Go/s path between routers Rl and R2, although this would be
f easi bl e;

o If only the VP1-VP4 path with avail able bandwi dth of 10 Gb/s and
cost 60 is reported, the client’s PCE will conmpute, as optimal,
the 1 Gb/s path between R1 and R2 goi ng through the VP2-VP5 path
within the Optical domain while the optimal path would actually
be the one going thought the VP1-VP4 sub-path (with cost 50)
within the Optical donain.

Usi ng the approach proposed in this docunment, the client, when it
needs to setup an end-to-end path, it can request the Optical domain
controller to conpute a set of optimal paths (e.g., for VP1-VP4 and
VP2-VP5) and take decisions based on the infornmation received:

0 When setting up a 5 Gb/s path between routers RL and R2, the
Optical domain controller may report only the VP1-VP4 path as the
only feasible path: the Orchestrator can successfully setup the
end-to-end path passing though this Optical path;

0 When setting up a 1 Gb/s path between routers RL and R2, the
Optical domain controller (knowing that the path requires only 1
Go/s) can report both the VP1-VP4 path, with cost 50, and the
VP2-VP5 path, with cost 65. The Orchestrator can then compute the
optimal path which is passing thought the VP1-VP4 sub-path (wth
cost 50) within the Optical donain.

3.2.2. TE Topol ogy Abstraction

Usi ng the TE Topol ogy nodel, as defined in [TE-TOPQ, the underlying
SDN controll er can export an abstract TE Topol ogy, conposed by a set
of TE nodes and TE links, representing the abstract view of the
topol ogy controll ed by each donmain controller

Consi dering the exanple in Figure 4, the TE donain controller 1 can
export a TE Topol ogy enconpassing the TE nodes A, B, C and D and the
TE Link interconnecting them In a simlar way, TE domain controller
2 can export a TE Topol ogy enconpassing the TE nodes E, F, G and H
and the TE Link interconnecting them

In this exanple, for sinplicity reasons, each abstract TE node naps
wi th each physical node, but this is not necessary.
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In order to setup a multi-domain TE path (e.g., between nodes A and
Hy, the nulti-domain controller can conpute by its own an opti nal
end-to-end path based on the abstract TE topol ogy information

provi ded by the domain controllers. For exanple:

0o Milti-domain controller’s PCE, based on its own information, can
compute the optimal nulti-domain path being A-B-C-E-GH, and then
request the TE domain controllers to setup the A-B-C and E-GH
i ntra-domai n pat hs

0 But, during path setup, the donain controller may find out that
A-B-Cintra-domain path is not feasible (as discussed in section
2.2, in optical networks it is typical to have sone paths not
bei ng feasible due to optical constraints that are known only by
the optical domain controller), while only the path A-B-Dis
f easi bl e

0 So what the multi-domain controller conputed is not good and need
to re-start the path conputation from scratch

As discussed in section 3.2.1, providing nore extensive abstract
information fromthe TE domain controllers to the multi-domain
controller may lead to scalability problens.

In a sense this is sinmlar to the problemof routing and wavel ength
assignnent within an Optical domain. It is possible to do first
routing (step 1) and then wavel ength assignment (step 2), but the
chances of ending up with a good path is low. Alternatively, it is
possi ble to do conbined routing and wavel ength assi gnnment, which is
known to be a nore optinal and effective way for Optical path setup
Simlarly, it is possible to first conpute an abstract end-to-end
path within the multi-domain Ochestrator (step 1) and then conpute
an intra-domain path within each Optical domain (step 2), but there
are nore chances not to find a path or to get a suboptiml path that
perform ng per-domain path conputation and then stitch them

3.2.3. Conplenmentary use of TE topol ogy and path conputation

As discussed in section 2.2, there are sonme scalability issues with
pat h conputation requests in a nulti-domain TE network with nmany TE
domains, in terns of the nunber of requests to send to the TE donain
controllers. It would therefore be worthwhile using the TE topol ogy
i nformation provided by the domain controllers to linit the number
of requests.
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An exanpl e can be described considering the multi-domain abstract

topol ogy shown in Figure 7. In this exanple,
bet ween domains A and F needs to be setup. The transit
be sel ected between domains B, C, D and E

an end-to-end TE path

domai n shoul d
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Figure 7 - Multi-domain with many domai ns (Topol ogy infornmation)
The actual cost of each intra-domain path is not known a priori from

the abstract topol ogy infornmation.
knows,
controllers,
upper - bound and/ or | ower-bound cost
i nformati on, together with the cost
Mul ti-donmain controller can underst

o Domain B cannot be selected as t
E is not feasible;
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o Domain E cannot be selected as a transit domain since it is know
fromthe abstract topol ogy information provided by domain
controllers that the cost of the nmulti-domain path A-E-F (which
is 100, in the best case) will be always be higher than the cost
of the multi-domain paths A-D-F (which is 90, in the worst case)
and A-E-F (which is 80, in the worst case)

Therefore, the Milti-domain controller can understand by its own
that the optimal multi-domain path could be either AA-D-F or A-E-F
but it cannot known which one of the two possible option actually
provi des the optimal end-to-end path.

The Multi-domain controller can therefore request path conputation
only to the TE domain controllers A, D, E and F (and not to all the
possi bl e TE domain controllers).

......... B.........
+---0 O--+
...... A ..., | | R
| |
O----+ ... C........ +----- (e]
R \
: / \ :
cost=15 O-------- O cost = 25 O-------- O cost=10
/: cost=5 : cost=5 :\

[------ ! R R \
o : : \
:/ cost=10 : ... ... D......... : cost=15 \:
O---------- O------ N B L O---------- (@]

cost=5| :/ \: |cost=5

+- 0 cost = 15 O+

Figure 8 - Multi-domain with nmany domai ns (Path Conputation
i nformation)

Based on these requests, the Miulti-domain controller can know t he
actual cost of each intra-domain paths which belongs to potenti al
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optimal end-to-end paths, as shown in Figure 8, and then conpute the
optimal end-to-end path (e.g., A-D-F, having total cost of 50,
instead of A-C-F having a total cost of 70)

3.3. Stateless and Stateful Path Conputation

The TE Tunnel YANG nodel, defined in [ TE-TUNNEL], can support the
need to request path conputation

It is possible to request path conmputation by configuring a
"conmpute-only" TE tunnel and retrieving the conputed path(s) in the
LSP(s) Record-Route Object (RRO list as described in section 3.3.1
of [ TE- TUNNEL] .

This is a stateful solution since the state of each created
"conmpute-only" TE tunnel needs to be mmintained and updated, when
under | yi ng network conditions change.

It is very useful to provide options for both stateless and statefu
pat h conputation nechanisns. It is suggested to use stateless
mechani sms as nmuch as possible and to rely on stateful path
conput ati on when really needed.

Statel ess RPC all ows requesting path conputation using a sinple
atonmic operation and it is the natural option/choice, especially
with statel ess PCE

Since the operation is stateless, there is no guarantee that the
returned path would still be avail abl e when path setup is requested:
this is not a nmgjor issue in case the tine between path conputation
and path setup is short (especially if conpared with the tine that
woul d be needed to update the information of a very detailed
connectivity matrix).

In case the stateless solution is not sufficient, a statefu
sol ution, based on "conpute-only" TE tunnel, could be used to get
notifications in case the conputed path has been changed.

It is worth noting that also the stateful solution, although
increasing the likelihood that the conputed path is available at
path setup, it does not guaranteed that because notifications may
not be reliable or delivered on tine.

The stateful path conputation has also the foll ow ng drawbacks:
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0 Several nessages required for any path conputation
0 Requires persistent storage in the provider controller
0 Need for garbage collection for stranded paths

0 Process burden to detect changes on the conputed paths in order
to provide notifications update

4. Path Conputation and Optim zation for nultiple paths

There are use cases, where it is advantageous to request path
conputation for a set of paths, through a network or through a
net wor k domai n, using a single request [RFC5440].

In this case, sending a single request for nultiple path
conputations, instead of sending nultiple requests for each path
comput ation, would reduce the protocol overhead and it woul d consune
| ess resources (e.g., threads in the client and server).

In the context of a typical nulti-domain TE network, there could
mul tiple choices for the ingress/egress points of a domain and the
Mul ti-donmain controller needs to request path conputation between
all the ingress/egress pairs to select the best pair. For exanple,
in the exanple of section 2.2, the Milti-domain controller needs to
request the TE network controller 1 to conpute the A-C and the A-D
paths and to the TE network controller 2 to conpute the E-H and the
F- H pat hs.

It is also possible that the Multi-domain controller receives a
request to setup a group of nultiple end to end connections. The
mul ti-domain controller needs to request each TE domain controller
to conmpute nultiple paths, one (or nore) for each end to end
connecti on.

There are al so scenarios where it can be needed to request path
computation for a set of paths in a synchronized fashion

One exanpl e could be computing multiple diverse paths. Conputing a
set of diverse paths in a not-synchronized fashion, |leads to the
possibility of not being able to satisfy the diversity requirenent.
In this case, it is preferable to conpute a sub-optinmal prinmary path
for which a diversely routed secondary path exists.
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There are al so scenarios where it is needed to request optinizing a
set of paths using objective functions that apply to the whol e set
of paths, see [ RFC5541], e.g. to minimze the sumof the costs of
all the conputed paths in the set.

5. YANG Model for requesting Path Conputation

Thi s docunment define a YANG statel ess RPC to request path

comput ation as an "augnentation” of tunnel-rpc, defined in [TE-
TUNNEL]. This nodel provides the RPC input attributes that are
needed to request path conputation and the RPC output attributes
that are needed to report the conputed paths.

augrment /te:tunnels-rpc/te:input/te:tunnel-info:
+---- path-request* [request-id]

augrment /te:tunnels-rpc/te:output/te:result:
+--ro0 response* [response-id]
+--ro response-id ui nt 32
+--ro (response-type)?
+--:(no-path-case)
| +--ro no-path!
+--: (path-case)
+--ro conput ed-path
+--ro path-id? yang-types: uuid
+--ro path-properties
Thi s nodel extensively re-uses the grouping defined in [ TE- TUNNEL]
to ensure maxi mal syntax and semantics conmonality.

5.1. Synchronization of multiple path conputation requests
The YANG nodel permits to synchronize a set of nmultiple path

requests (identified by specific request-id) all related to a "svec"
contai ner enmul ating the syntax of "SVEC' PCEP object [RFC 5440].

+---- synchronization* [synchronization-id]
+---- synchronization-id ui nt 32
+---- svec
| +---- rel axabl e? bool ean
| +---- disjointness? te-types:te-path-disjointness
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| +---- request-id-nunber* ui nt 32
+---- svec-constraints
| +---- path-metric-bound* [netric-type]
[ +---- nmetric-type i dentityref
| +---- upper-bound? ui nt 64
+---- path-srlgs
| +---- usage? i dentityref
| +---- values* srlg
+---- exclude-objects
+---- optimzations
+---- (algorithm?
+--:(metric)
| +---- optimzation-nmetric* [netric-type]
| +---- netric-type i dentityref
[ +---- weight? uint8
+--:(objective-function)
+---- objective-function
+---- objective-function-type? i dentityref

The nmodel, in addition to the nmetric types, defined in [ TE- TUNNEL],

whi ch can be applied to each individual path request,
additional specific nmetrics types that apply to a set of
synchroni zed requests, as referenced in [ RFC5541].

identity svec-netric-type {
description
"Base identity for svec netric type"
}

identity svec-nmetric-cunul-te {
base svec-netric-type
description
"TE cunul ative path nmetric";
}

identity svec-netric-cunul-igp {
base svec-netric-type
description
"I GP cumul ative path netric";
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identity svec-metric-cunul -hop {
base svec-netric-type
description
"Hop cunul ative path netric";
}

identity svec-netric-aggregate-bandw dt h- consunption {
base svec-netric-type
description
"Curul ative bandwi th consunption of the set of synchronized
pat hs";
}

identity svec-netric-I|oad-of-the-nost-|oaded-1ink {
base svec-netric-type
description
"Load of the nost |oaded |ink";
}

5.2. Returned netric val ues

Thi s YANG nodel provides a way to return the values of the netrics
conmputed by the path conputation in the output of RPC, together with
other inportant information (e.g. srlg, affinities, explicit route),
enmul ating the syntax of the "C' flag of the "METRI C' PCEP obj ect

[ RFC 5440] :

augnment /te:tunnels-rpc/te:output/te:result:
+--ro0 response* [response-id]
+--ro response-id ui nt 32
+--ro (response-type)?
+--:(no-path-case)
| +--ro no-path!
+--: (pat h-case)
+--ro conput ed-path
+--ro path-id? yang-types: uuid
+--ro path-properties
+--ro path-nmetric* [nmetric-type]
| +--ro nmetric-type i dentityref
| +--ro accumul ative-val ue? ui nt 64
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+--ro path-affinities

| +--ro constraint* [usage]

| +--ro0 usage i dentityref

[ +--ro val ue? adm n- gr oups

+--ro path-srlgs

| +--ro usage? i dentityref

| +--ro val ues* srlg

+--ro path-route-objects
It also allows to request which nmetric should returned in the input
of RPC:

augrment /te:tunnels-rpc/te:input/te:tunnel-info:

+---- path-request* [request-id]

| +---- request-id ui nt 32
| +---- requested-metrics* [nmetric-type]
| +---- netric-type i dentityref

This feature is essential for using a stateless path conputation in
a multi-domain TE network as described in section 2.2. In this case,
the nmetrics returned by a path conputation requested to a given TE
network controller nust be used by the client to conpute the best
end-to-end path. If they are missing the client cannot conpare
different paths calculated by the TE network controllers and choose
the best one for the optiml e2e path.

6. YANG nodel for stateless TE path conputation
6.1. YANG Tree

Figure 9 bel ow shows the tree diagram of the YANG nodel defined in
nmodul e i etf-te-path-conputation.yang.

nmodul e: ietf-te-path-conputation
augrment /te:tunnels-rpc/te:input/te:tunnel-info:

+---- path-request* [request-id]

| +---- request-id ui nt 32

| +---- te-topology-identifier

| | +---- provider-id? te-types:te-global-id
| | +---- client-id? te-types:te-global-id
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| | +---- topology-id? te-types:te-topology-id
| +---- source? i net:ip-address
| +---- destination? i net:ip-address
| +---- src-tp-id? bi nary
| +---- dst-tp-id? bi nary
| +---- bidirectional? bool ean
| +---- encoding? identityref
| +---- swtching-type? i dentityref
| +---- explicit-route-objects
| | +---- route-object-exclude-always* [index]
| | | +---- index ui nt 32
I | +--- (type)?
|1 | +--: (num unnum hop)
|1 | | +---- numunnum hop
|| | +---- node-id? te-types:te-node-id
|| | +---- link-tp-id? te-types:te-tp-id
I | +---- hop-type? t e- hop-type
[ ] | +---- direction? te-link-direction
|1 | +--: (as-nunber)
|1 | | +---- as-nunber-hop
| | +---- as-nunber? bi nary
|| | [ +---- hop-type? t e- hop-type
[ | +--: (I abel)
|| | +---- label -hop
| | +---- te-label
|1 +---- (technol ogy)?
|| | +--:(generic)
| +---- generic? rte-

types: general i zed- 1| abel

[ ] +---- direction? te-label -direction
| | +---- route-object-include-exclude* [index]
| +---- explicit-route-usage? i dentityref
| +---- index ui nt 32
| +---- (type)?
| +--: (num unnum hop)
| | +---- numunnum hop
| ] | +---- node-id? te-types:te-node-id
| | +---- link-tp-id? te-types:te-tp-id
| | +---- hop-type? t e- hop-type
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| +---- direction? te-link-direction
+--: (as-nunber)
| +---- as-nunber-hop
| +---- as-nunber? bi nary
| +---- hop-type? t e- hop-type
+--: (Il abel)
| +---- label-hop
| +---- te-label
| +---- (technol ogy)?
| | +--:(generic)
| +---- generic? rt-

[ +---- direction?
+--:(srlg)
+---- srlg
+---- srlg? ui nt 32
--- path-constraints
+---- te-bandwi dth
| +---- (technol ogy)?
| +--:(generic)
| +---- generic? t e- bandw dt h
+---- setup-priority? uint8
+---- hold-priority? uint8
+---- signaling-type? i dentityref
+---- path-nmetric-bounds
| +---- path-metric-bound* [netric-type]
| +---- netric-type i dentityref
[ +---- upper-bound? ui nt 64
+---- path-affinities
| +---- constraint* [usage]
[ +---- usage i dentityref
| +---- val ue? adm n- gr oups
+---- path-srlgs
+---- usage? i dentityref
+---- val ues* srlg
--- optimzations
+---- (algorithm?
+--:(metric) {path-optim zation-nmetric}?
| +---- optimzation-metric* [netric-type]
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[ | | +---- metric-type
i dentityref

| | | +---- weight? uint8

| | | +---- explicit-route-exclude-objects

| | | | +---- route-object-exclude-object* [index]

|| [ +---- index ui nt 32

|| [ +---- (type)?

| [ . +- - (num unnum hop)

|| [ |  +---- numunnum hop

[ (I | +---- node-id? te-types:te-
node-i d

| [ | | +---- link-tp-id? te-types:te-
tp-id

|| [ I +---- hop-type? te-hop-type

| [ | +---- direction? te-1ink-
direction

|| [ +--: (as- nunber)

|| [ | +---- as-nunber-hop

|| I | +---- as-number?  binary

| [ | +---- hop-type? t e- hop-type

. I +--: (1 abel )

|| . | +---- |abel-hop

|| [ | +---- te-label

|| I I +---- (technol ogy)?

|| [ I | +--:(generic)

(. [ | | +---- generic? rt-
types: general i zed- | abel

. | +---- direction? te-

| abel -direction

|| [ +--:(srlg)

|| [ +---- srlg

|| [ 1 +---- srlg? uint32

|| | | +---- explicit-route-include-objects

|| [ +---- route-object-include-object* [index]

|| || +---- index ui nt 32

|| || +---- (type)?

| [ ] +- - (num unnum hop)

(. [ ] |  +---- numunnum hop
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| | | +---- node-id? te-types:te-
node-i d

| | | +---- link-tp-id? te-types:te-
tp-id

|| || I +---- hop-type? te-hop-type

| | [ +---- direction? te-1ink-
direction

| | +--: (as-numnber)

| | | +---- as-nunber-hop

| | [ +---- as-nunber? bi nary

| | +---- hop-type? t e- hop-type

|| || +--:(l abel)

| | +---- | abel -hop

| | +---- te-labe

| | +---- (technol ogy)?

|| || | +--:(generic)

| | | +---- generic? rt-
types: general i zed-1 abel

| +---- direction? te-

| abel -direction

| | +---- tiebreakers

| [ +---- tiebreaker* [tiebreaker-type]

| | +---- tiebreaker-type i dentityref

| +--:(objective-function) {path-optim zation-objective-
function}?

| +---- objective-function

| +---- objective-function-type? i dentityref

| +---- requested-netrics* [metric-type]

| | +---- nmetric-type i dentityref

| +---- path-in-segnent!

| | +---- forward

| | | +---- label-restrictions

I +---- label-restriction* [index]

|| | +---- restriction? enuneration

I +---- index ui nt 32

I . +---- |abel-start

I |  +---- te-label

|1 | +---- (technol ogy)?

[ | | +--:(generic)
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I [ [ +---- generic? re-
types: general i zed- | abel

| | | +---- direction?

|| | +---- | abel -end

I |  +---- te-label

I . | +---- (technol ogy)?

[ . I | +--:(generic)

|1 | | +---- generic? rt-
types: general i zed- | abel

|| | [ +---- direction?

I +---- range-bi t map? bi nary

| | +---- reverse

| +---- label-restrictions

| +---- label-restriction* [index]

| +---- restriction? enumner ati on

| +---- index ui nt 32

| +---- |abel-start

| |  +---- te-label

| | +---- (technol ogy)?

| I | +--:(generic)

| | +---- generic? rt-
types: general i zed- 1| abel

| | +---- direction?

| +---- | abel -end

| |  +---- te-label

| | +---- (technol ogy)?

| | | +--:(generic)

| [ +---- generic? rt-
types: general i zed- 1| abel

| | | +---- direction?

[ +---- range-bitmp? bi nary

| +---- path-out-segnent!

| +---- forward

[ | +---- label-restrictions

| | +---- label-restriction* [index]

| | +---- restriction? enurer ati on

| | +---- index ui nt 32

| | +---- label-start

| | +---- te-Iabel

Busi, Belotti, et al. Expires Decenber 29, 2018
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| | | +---- (technol ogy)?
I I I | +--:(generic)
| | | | +---- generic? rt-
types: general i zed- 1| abel
| | | +---- direction? te-label -direction
| | +---- | abel -end
| | |  +---- te-label
| | | +---- (technol ogy)?
| | | | +--:(generic)
[ [ [ +---- generic? rt-
types: general i zed- 1| abel
| | | +---- direction? te-label -direction
[ [ +---- range-bitmp? bi nary
| +---- reverse
| +---- label-restrictions
[ +---- label-restriction* [index]
| +---- restriction? enurer ation
| +---- index ui nt 32
| +---- label-start
| | +---- te-label
| | +---- (technol ogy)?
[ [ | +--:(generic)
| | | +---- generic? rt-
types: general i zed- 1 abel
| | +---- direction? te-label -direction
| +---- | abel -end
| |  +---- te-label
[ [ +---- (technol ogy)?
| | | +--:(generic)
[ [ [ +---- generic? rt-
types: general i zed-1 abel
| | +---- direction? te-label -direction
| +---- range-bi t map? bi nary
+---- synchroni zation* [synchronization-id]
+---- synchronization-id ui nt 32
+---- svec
| +---- relaxabl e? bool ean
| +---- disjointness? te-types:te-path-di sjointness
| +---- request-id-nunber* ui nt 32
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+---- svec-constraints

| +---- path-metric-bound* [netric-type]

| +---- netric-type i dentityref

| +---- upper-bound? ui nt 64

+---- path-srlgs

| +---- usage? i dentityref

| +---- val ues* srlg

+---- excl ude-objects

| +---- excludes* [index]
+---- index ui nt 32
+---- (type)?

+--: (num unnum hop)
| +---- numunnum hop

June 2018

I
I
|
| | +---- node-id? te-types:te-node-id
| | +---- link-tp-id? te-types:te-tp-id
[ [ +---- hop-type? t e- hop-type
| | +---- direction? te-link-direction
| +--: (as-nunber)
| | +---- as-nunber-hop
| | +---- as-nunber? bi nary
| | +---- hop-type? t e- hop-type
[ +--: (Il abel)
| +---- | abel -hop
| +---- te-Iabel
| +---- (technol ogy)?
| | +--:(generic)
| +---- generic? rt-
types: general i zed- 1| abel
+---- direction? te-1abel -direction
+---- optimnzations
+---- (algorithm?
+--:(metric)
| +---- optimzation-metric* [netric-type]
[ +---- nmetric-type i dentityref
| +---- weight? uint8
+--:(objective-function)
+---- objective-function
+---- objective-function-type? i dentityref
augrment /te:tunnels-rpc/te:output/te:result:
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+--ro0 response* [response-id]
+--ro response-id ui nt 32
+--ro (response-type)?
+--:(no-path-case)
| +--ro no-path!
+--: (path-case)
+--ro conput ed-path
+--ro path-id? yang-types: uuid
+--ro path-properties
+--ro path-netric* [metric-type]
| +--ro netric-type i dentityref
| +--ro accunul ati ve-val ue? ui nt 64
+--ro path-affinities
| +--ro constraint* [usage]
| +--ro usage i dentityref
[ +--ro val ue? adm n- gr oups
+--ro path-srlgs
| +--ro usage? i dentityref
| +--ro val ues* srlg
+--ro path-route-objects
+--ro path-route-object* [index]
+--ro index ui nt 32
+-ro (type)?
+- - (num unnum hop)
| +--ro numunnum hop

| +--ro node-id? te-types:te-
node-id

[ +--ro link-tp-id? te-types:te-
tp-id

| +--ro hop-type? te- hop-type

[ +--ro direction? te-1ink-
direction

+--:(as-nunber)
| +--ro as-nunber-hop
| +--ro as-nunber? bi nary
| +--ro hop-type? t e- hop-type
+--: (1 abel)
+--ro | abel -hop
+--ro te-I abel
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+--ro (technol ogy)?

| +--:(generic)

| +--ro0 generic? rt-
types: general i zed- 1| abel

+--ro direction? te-
| abel -direction

Figure 9 - TE path conputation YAN
Gtree

6. 2. YANG Modul e

<CODE BEG NS>file "ietf-te-path-conputati on@018-06-19. yang"

nmodul e ietf-te-path-conmputation {
yang-version 1.1;
nanespace "urn:ietf:parans: xm :ns:yang:ietf-te-path-conputation”
/'l replace with | ANA nanespace when assi gned

prefix "tepc";

inmport ietf-inet-types {
prefix "inet";

}

i mport ietf-yang-types {
prefix "yang-types";
}

inmport ietf-te {
prefix "te";

}

inmport ietf-te-types {
prefix "te-types”;

}

organi zati on
"Traffic Engineering Architecture and Signaling (TEAS)
Wor ki ng Goup”;

cont act
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"W Web: <http://tools.ietf.org/ wy/teas/>
WG List: <mailto:teas@etf.org>

WG Chair: Lou Berger
<mai | t o: | ber ger @ abn. net >

WG Chair: Vishnu Pavan Beeram
<mai | t o: vbeer am@ uni per. net >

description "YANG nodel for stateless TE path conputation”;

revision "2018-06-19" {
description "Merging pull requests #45, #47 and #48",
ref erence "YANG nodel for stateless TE path conputation”;

}

/*
* Features
*/

feature statel ess-path-conputation {
description
"This feature indicates that the system supports
statel ess path conputation.”;

/*
* ¥ oupi ngs
*/

groupi ng path-info {
| eaf path-id {
type yang-types: uuid;
config fal se;
description "path-id ref.";

}
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uses te-types: generic-path-properties;
description "Path conputation output information";

}

groupi ng requested-netrics-info {
description "requested nmetric";
list requested-netrics {
key 'metric-type’
description "list of requested metrics”
| eaf metric-type {
type identityref {
base te-types: path-netric-type
}
description "the requested netric";
}
}
}

identity svec-netric-type {
description
"Base identity for svec netric type"

}

identity svec-nmetric-cunul-te {
base svec-netric-type
description
"TE cunul ative path nmetric";

}

identity svec-netric-cunmul-igp {
base svec-netric-type
description
"I GP cumul ative path netric";

}

identity svec-netric-cunul -hop {
base svec-netric-type
description
"Hop cumul ative path netric";
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}

identity svec-netric-aggregate-bandw dt h- consunption {
base svec-netric-type
description
"Cunul ative bandwi th consunption of the set of synchronized
pat hs";
}

identity svec-netric-I|oad-of-the-nost-|oaded-1ink {
base svec-netric-type
description
"Load of the nost |oaded |ink";
}

groupi ng svec-netrics-bounds_config {
description "TE path netric bounds grouping for conputing a set
of
synchroni zed requests";
| eaf metric-type {
type identityref {
base svec-netric-type
}
description "TE path netric type usable for conputing a set of
synchroni zed requests";
}
| eaf upper-bound {
type uint 64;
description "Upper bound on end-to-end svec path netric";
}
}

groupi ng svec-netrics-optimzation_config {
description "TE path netric bounds grouping for conputing a set
of
synchroni zed requests";
| eaf metric-type {
type identityref {
base svec-netric-type
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}
description "TE path nmetric type usable for conputing a set of
synchroni zed requests”

}
| eaf weight {
type uint8;
description "Metric normalization weight";
}
}

groupi ng svec-excl ude {
description "List of resources to be excluded by all the paths
in the SVEC';
cont ai ner excl ude-objects {
description "resources to be excl uded”
Iist excludes {
key i ndex;
description
"List of explicit route objects to always excl ude
from synchroni zed path computation”
uses te-types:explicit-route-hop
}
}
}

groupi ng synchroni zation-constraints {
description "d obal constraints applicable to synchronized
pat h conputation”;
contai ner svec-constraints {
description "global svec constraints";
list path-netric-bound {
key netric-type;
description "list of bound netrics”
uses svec-netrics-bounds_config;
}
}
uses te-types: generic-path-srlgs;
uses svec-excl ude;
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groupi ng synchroni zation-optim zation {
description "Synchroni zed request optimn zation";
contai ner optim zations {
description
"The objective function container that includes
attributes to i npose when conputing a synchroni zed set of
pat hs";

choi ce al gorithm {
description "Optim zations algorithm";
case nmetric {
list optimization-metric {
key "nmetric-type";
description "svec path nmetric type"
uses svec-netrics-optim zation_config;
}
}

case objective-function {
cont ai ner objective-function {
description
"The objective function container that includes
attributes to i npose when conputing a TE path";
uses te-types: pat h-objective-function_config;

groupi ng synchroni zation-info {
description "Information for sync";
Iist synchronization {
key "synchroni zation-id";
description "sync list";
| eaf synchronization-id {
type uint32;
description "index";

}
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cont ai ner svec {
description
"Synchroni zati on VECor";
| eaf relaxable {
type bool ean;
default true;
description
"If this leaf is true, path conputation process is free
to ignore svec content.
otherwise it nust take into account this svec."
}

uses te-types: generi c- pat h-di sj oi nt ness;
| eaf-1ist request-id-nunber {
type uint32;
description "This list reports the set of Mpath
conput ation
requests that nust be synchronized.";
}
}

uses synchroni zati on-constrai nts;
uses synchroni zati on-optim zati on

groupi ng no-path-info {
description "no-path-info";
cont ai ner no-path {
presence "Response w thout path information, due to failure
performng the path conputation”
description "if path conputation cannot identify a path,
rpc returns no path.";
}

}

/*
* These groupings shoul d be removed when defined in te-types
*/

groupi ng encodi ng-and-sw t chi ng-type {

Busi, Belotti, et al. Expires Decenber 29, 2018 [ Page 44]



Internet-Draft Yang for Path Conputation June

description
"Comon grouping to define the LSP encodi ng and swi tching
types";

| eaf encoding {
type identityref {
base te-types:|sp-encodi ng-types;
}
description "LSP encoding type"
ref erence "RFC3945";

| eaf switching-type {

type identityref {
base te-types:sw tching-capabilities;

}
description "LSP swi tching type";
reference "RFC3945";

}

}

groupi ng end-points {
description
"Comon grouping to define the TE tunnel end-points";

| eaf source {
type inet:ip-address;
description "TE tunnel source address.";

| eaf destination {
type inet:ip-address;
description "P2P tunnel destination address"”
}
| eaf src-tp-id {
type binary;
description "TE tunnel source term nation point identifier

}
| eaf dst-tp-id {
type binary;

2018
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description "TE tunnel destination term nation point
identifier.";

| eaf bidirectional {
type bool ean;
default ’fal se’
description "TE tunnel bidirectional"
}
}

/**

* AUGMENTS TO TE RPC
*/

augnment "/te:tunnels-rpc/te:input/te:tunnel-info" {
description "statel essConputeP2PPath input”;
list path-request {
key "request-id";
description "request-list";
| eaf request-id {
type uint32;
mandat ory true
description "Each path conputation request is uniquely
identified by the request-id-nunber.
It nmust be present also in rpcs.”;
}

uses te-types:te-topol ogy-identifier
uses end-points;

uses encodi ng- and- swi t chi ng-type;

uses te-types: pat h-rout e-obj ects;

uses te-types: generic-path-constraints;
uses te-types: generic-path-optim zation
uses requested-netrics-info;

uses te: pat h-access-segnent -i nf o;

}

uses synchroni zati on-i nfo;

}

augrment "/te:tunnels-rpc/te:output/te:result” {
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description "statel essComput eP2PPat h out put"”;
list response {
key response-id;
config fal se
description "response";
| eaf response-id {
type uint32;
description
"The list key that has to reuse request-id-nunber.”
}

choi ce response-type {
config fal se
description "response-type";
case no-path-case {
uses no- pat h-i nf o;
}

case path-case {
cont ai ner conput ed-path {
uses path-i nf o;
description "Path conmputation service.";

}
<CODE ENDS>
Figure 10 - TE path conputation YANG nodul e
7. Security Considerations

Thi s docunment describes use cases of requesting Path Conputation
usi ng YANG nodel s, which could be used at the ABNO Control Interface
[ RFC7491] and/or between controllers in ACTIN [ ACTN-frane]. As such
it does not introduce any new security considerations conpared to
the ones related to YANG specification, ABNO specification and ACTN
Framewor k defined in [ RFC7950], [RFC7491] and [ ACTN-frane].

The YANG nodul e defined in this draft is designed to be accessed via
the NETCONF protocol [RFC6241] or RESTCONF protocol [RFC8040]. The
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9.

| owest NETCONF | ayer is the secure transport |ayer, and the
mandat ory-t o-i npl ement secure transport is Secure Shell (SSH)

[ RFC6242]. The | owest RESTCONF | ayer is HTTPS, and the mandatory-to-
i npl ement secure transport is TLS [ RFC5246].

Thi s docunment al so defines common data types using the YANG data
nmodel i ng | anguage. The definitions thensel ves have no security

i mpact on the Internet, but the usage of these definitions in
concrete YANG nodul es m ght have. The security considerations
spell ed out in the YANG specification [RF7950] apply for this
docunent as wel|.

The NETCONF access control nodel [RFC6536] provides the nmeans to
restrict access for particular NETCONF or RESTCONF users to a
preconfi gured subset of all available NETCONF or RESTCONF protoco
operations and content.

Note - The security analysis of each leaf is for further study.

| ANA Consi derati ons

This docunent registers the following URIs in the | ETF XM. registry
[ RFC3688]. Following the format in [ RFC3688], the follow ng

registration is requested to be made.

URI: urn:ietf:parans: xm :ns:yang:ietf-te-path-conputation
XM: NA, the requested URI is an XML nanespace

This docunent registers a YANG nodul e in the YANG Modul e Nanes
registry [ RFC7950].

nane: ietf-te-path-conputation
nanespace: urn:ietf:paranms:xm :ns:yang:ietf-te-path-conputation
prefix: tepc
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Appendi x A Exanpl es of dinmensioning the "detail ed connectivity
matri x"

In the following table, a |ist of the possible constraints,
associated with their potential cardinality, is reported.

The maxi mum nunber of potential connections to be conputed and
reported is, in first approximation, the nultiplication of all of
t hem

Constraint Cardinality

End points N(N-1)/2 if connections are bidirectional (OIN and WM,
N(N-1) for unidirectional connections.

Bandwi dth I n WM net wor ks, bandw dth val ues are expressed in GHz.

On fixed-grid WDM networ ks, the central frequencies are
on a 50G+#z grid and the channel width of the transmitters
are typically 50GH such that each central frequency can
be used, i.e., adjacent channels can be placed next to
each other in terns of central frequencies.

On flex-grid WDM networks, the central frequencies are on
a 6.25GHz grid and the channel width of the transmtters
can be multiples of 12.5GHz.

For fixed-grid WDM networks typically there is only one
possi bl e bandwi dth value (i.e., 50GHz) while for flex-
grid WM networks typically there are 4 possible

bandwi dth values (e.g., 37.5GHz, 50GHz, 62.5GHz, 75GHz).

In OIN (ODU) networks, bandw dth values are expressed as
pairs of ODU type and, in case of CDUflex, ODU rate in
bytes/ sec as described in section 5 of [ RFC7139].

For "fixed" ODUk types, 6 possible bandw dth values are
possible (i.e., ODUO, ODUL, ODU2, ODW2e, ODU3, ODW4).

For ODUfl ex(GFP), up to 80 different bandw dth val ues can
be specified, as defined in Table 7-8 of [ITUT G 709-
2016] .

For other ODUfl ex types, |ike ODUfl ex(CBR), the number of
possi bl e bandwi dth val ues depends on the rates of the

Busi, Belotti, et al. Expires Decenber 29, 2018 [ Page 51]



Internet-Draft

Metrics

Bounds

Busi

Belotti,

Yang for Path Conputation June 2018

clients that could be napped over these ODUfl ex types, as
shown in Table 7.2 of [ITU T G 709-2016], which in theory
could be a countinuum of values. However, since different
ODUf | ex bandwi dt hs that use the sane nunber of TSs on
each link along the path are equivalent for path

comput ation purposes, up to 120 different bandw dth
ranges can be specified.

I deas to reduce the nunber of ODUfl ex bandwi dth val ues in
the detailed connectivity matrix, to |l ess than 100, are
for further study.

Bandwi dt h specification for ODUCn is currently for
further study but it is expected that other bandw dth
val ues can be specified as integer multiples of 100Q&/s.

In I P we have bandwi dth values in bytes/sec. In
principle, this is a countinuum of values, but in
practice we can identify a set of bandw dth ranges, where
any bandw dth val ue inside the sane range produces the
same pat h.

The nunber of such ranges is the cardinality, which
depends on the topol ogy, avail abl e bandw dth and status
of the network. Sinmulations (Note: reference paper
submitted for publication) show that val ues for nedium

si ze topol ogi es (around 50-150 nodes) are in the range 4-
7 (5 on average) for each end points couple.

| GP, TE and hop nunber are the basic objective netrics
defined so far. There are also the 2 objective functions
defined in [ RFC5541]: M ninum Load Path (MP) and Maxi num
Resi dual Bandwi dth Path (MBP). Assuming that one only
metric or objective function can be optim zed at once,
the total cardinality here is 5.

Wth [ PCEP-Service-Aware], a number of additional netrics
are defined, including Path Delay netric, Path Del ay
Variation metric and Path Loss metric, both for point-to-
poi nt and point-to-mnultipoint paths. This increases the
cardinality to 8.

Each nmetric can be associated with a bound in order to
find a path having a total value of that netric |ower

than the given bound. This has a potentially very high
cardinality (as any value for the bound is allowed). In
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practice there is a maxi mum val ue of the bound (the one
with the maxi mum val ue of the associated nmetric) which
results always in the sanme path, and a range approach
like for bandwidth in I P should produce also in this case
the cardinality. Assuming to have a cardinality simlar
to the one of the bandwidth (let say 5 on average) we
shoul d have 6 (1 GP, TE, hop, path delay, path del ay
variation and path | oss; we don't consider here the two
obj ective functions of [RFC5541] as they are conceived
only for optimzation)*5 = 30 cardinality.

Technol ogy
constraints For further study

Priority We have 8 values for setup priority, which is used in
path conputation to route a path using free resources
and, where no free resources are avail abl e, resources
used by LSPs having a |lower holding priority.

Local prot It's possible to ask for a local protected service, where
all the links used by the path are protected with fast
reroute (this is only for I P networks, but |ine
protection schenas are avail able on the other
technologies as well). This adds an alternative path
computation, so the cardinality of this constraint is 2

Adm ni strative

Col ors Adm ni strative colors (aka affinities) are typically
assigned to |Iinks but when topol ogy abstraction is used
affinity information can al so appear in the detail ed
connectivity matrix.

There are 32 bits available for the affinities. Links can
be tagged with any conbi nation of these bits, and path
conputation can be constrained to include or exclude any
or all of them The relevant cardinality is 3 (include-
any, exclude-any, include-all) times 2732 possible

val ues. However, the nunber of possible values used in
real networks is quite small

I ncl uded Resources
A path conputation request can be associated to an

ordered set of network resources (links, nodes) to be
i ncluded al ong the computed path. This constraint woul d
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have a huge cardinality as in principle any conbi nation
of network resources is possible. However, as far as the
Orchestrator doesn’'t know details about the interna

topol ogy of the domain, it shouldn’t include this type of
constraint at all (see nore details bel ow).

Excl uded Resources

A path conputation request can be associated to a set of
network resources (links, nodes, SRLGs) to be excl uded
fromthe conputed path. Like for included resources,
this constraint has a potentially very high cardinality,
but, once again, it can't be actually used by the
Orchestrator, if it’s not aware of the domain topol ogy
(see nore details bel ow).

As di scussed above, the Orchestrator can specify include or exclude
resour ces dependi ng on the abstract topology information that the
domai n controll er exposes:

0

Busi

In case the domain controller exposes the entire donmain as a
single abstract TE node with his own external term nations and
detail ed connectivity matrix (whose size we are estinating), no
other topological details are available, therefore the size of
the detail ed connectivity matri x only depends on the conbi nation
of the constraints that the Ochestrator can use in a path
comput ation request to the domain controller. These constraints
cannot refer to any details of the internal topology of the
domain, as those details are not known to the Orchestrator and so
they do not inpact size of the detailed connectivity nmatrix
export ed.
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0 Instead in case the donmain controller exposes a topol ogy
i ncluding nore than one abstract TE nodes and TE |inks, and their
attributes (e.g. SRLGs, affinities for the links), the
O chestrator knows these details and therefore could conpute a
path across the donmain referring to themin the constraints. The
detail ed connectivity nmatri xes, whose size need to be estinmted
here, are the ones relevant to the abstract TE nodes exported to
the O chestrator. These detail ed connectivity matri xes and
therefore theirs sizes, while cannot depend on the other abstract
TE nodes and TE |inks, which are external to the given abstract
node, could depend to SRLGs (and other attributes, |ike
affinities) which could be present also in the portion of the
topol ogy represented by the abstract nodes, and therefore
contribute to the size of the related detail ed connectivity
mat ri x.

We al so don’t consider here the possibility to ask for nore than one
path in diversity or for point-to-multi-point paths, which are for
further study.

Consi dering for exanple an | P domain w thout considering SRLG and
affinities, we have an estimted nunber of paths depending on these
estimated cardinalities:

Endpoi nts = N*(N-1), Bandwidth = 5, Metrics = 6, Bounds = 20
Priority = 8, Local prot = 2

The nunber of paths to be pre-conputed by each IP domain is
therefore 24960 * N(N-1) where N is the nunber of domain access
poi nt s.

This means that with just 4 access points we have nearly 300000
paths to conpute, advertise and nmaintain (if a change happens in the
domain, due to a fault, or just the deploynent of newtraffic, a
substantial nunber of paths need to be reconputed and the rel evant
changes advertised to the upper controller).

This seens quite challenging. In fact, if we assume a nmean | ength of
1K for the json describing a path (a quite conservative estinmate),
reporting 300000 paths neans transferring and then parsing nore than
300 Moytes for each donmain. If we assune that 20% (to be checked) of
thi s paths change when a new depl oynent of traffic occurs, we have
60 Moytes of transfer for each domain traversed by a new end-to-end
path. If a network has, let say, 20 donmains (we want to estimate the
load for a non-trivial domain setup) in the beginning a total
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initial transfer of 6G gs is needed, and eventually, assunming 4-5
domai ns are involved in mean during a path deploynment we coul d have
240- 300 Moytes of changes advertised to the higher order controller

Furt her bare-bone sol utions can be investigated, renoving sone nore
options, if this is considered not acceptable; in conclusion, it
seenms that an approach based only on the information provided by the
detailed connectivity matrix is hardly feasible, and could be
applicable only to small networks with a |linmted meshing degree

bet ween donmai ns and renouncing to a nunber of path conputation
features.
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