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Thi s docunent defines the franework for CCDR traffic engineering

within Native | P network,
PCE- based central

usi ng Dual /Mil ti-BGP session strategy and
control architecture. The proposed central node

control framework conforns to the concept that defined in [ RFC8283].
The scenario and sinulation results of CCDR traffic engineering is
described in draft [I-D.ietf-teas-native-ip-scenarios].
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1. Introduction
Draft [I-D.ietf-teas-native-ip-scenarios] describes the scenario and
simulation results for the CCOR traffic engineering. In summary, the
requirenents for CCDR traffic engineering in Native IP network are
the foll ow ng:
o No conplex MPLS signaling procedure.
o End to End traffic assurance, determ ned QS behavi or.
o0 ldentical deploynent nethod for intra- and inter- donain.

o0 No influence to existing router forward behavi or

0o Can utilize the power of centrally control (PCE) and flexibility/
robust ness of distributed control protocol

0 Coping with the differentiation requirenents for |arge anount
traffic and prefixes.
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o Flexible depl oynent and automati on control

Thi s docunment defines the franework for CCDR traffic engineering
within Native IP network, using Dual/Milti-BGP session strategy and
CCDR architecture, to neet the above requirenents in dynam cal and
central control node. Future PCEP protocol extensions to transfer
the key paranmeters between PCE and the underlying network

devi ces(PCC) are provided in draft
[I-D.ietf-pce-pcep-extension-native-ip].

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119]

3. Dual -BGP framework for sinple topol ogy

Dual - BGP franework for sinple topology is illustrated in Fig.1l, which
is conprised by SW, SW, Rl, R2. There are multiple physical |inks
between R1 and R2. Traffic between IP11 and I1P21 is normal traffic,
traffic between P12 and 1P22 is priority traffic that should be
treated differently.

Only Native | GP/BGP protocol is deployed between RL and R2. The
traffic between each address pair may change tinely and the
correspondi ng source/destination addresses of the traffic may al so
change dynamically.

The key idea of the Dual -BGP franework for this sinple topology is
the foll ow ng:

0 Build two BGP sessions between RL and R2, via the different
| oopback address 100, |0l on these routers.

o Send different prefixes via the two BGP sessions. (For exanple,
I P11/1 P21 via the BGP pair 1 and |1P12/1P22 via the BGP pair 2).

0 Set the explicit peer route on RL and R2 respectively for BGP next
hop of 100, lol to different physical |ink address between Rl and
R2.

So, the traffic between the 1 P11 and |1 P21, and the traffic between

I P12 and 1 P22 will go through different physical |inks between R1 and
R2, each type of traffic occupy the different dedicated physica

I'i nks.
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If there is nore traffic between | P12 and | P22 that needs to be

assured , one can add nore physical links on Rl and R2 to reach the
| oopback address |ol(al so the next hop for BGP Peer pair2). 1In this
cases the prefixes that advertised by two BGP peer need not be
changed.

If, for exanple, there is traffic from another address pair that
needs to be assured (for exanple |P13/1P23), but the total vol ume of
assured traffic does not exceed the capacity of the previous

appoi nted physical |inks, then one need only to advertise the newy
added source/destination prefixes via the BGP peer pair2, then the
traffic between I P13/1P23 will go through the assigned dedicated
physical links as the traffic between |P12/1P22

Such decoupl e phil osophy gives the network operator nore flexible
control ability on the network traffic, get the determ ned QS
assurance effect to nmeet the application’s requirenent. No conpl ex
MPLS signal procedures is introduced, the router need only support
native | P protocol

| BGP Peer Pair2 |

e e e e oo oo +
|10l | ol |
I I
| BGP Peer Pairl |
s +
| P12 | 100 | 00 | | P22
| P11 | | | P21
SW------- Rl--------mmmem oo - R2------- S
Li nks Group

Fig.1 Design Phil osophy for Dual -BGP Framework
4. Dual -BGP in |arge Scal e Topol ogy

When the assured traffic spans across one |arge scale network, as
that illustrated in Fig.2, the dual BGP sessions cannot be
est abli shed hop by hop especially for the i BGP within one AS

For such scenario, we should consider to use the Route Reflector (RR)
to achieve the simlar Dual -BGP effect, select one router which
perfornms the role of RR (for exanple R3 in Fig.2), every other edge
router will establish two BGP peer sessions with the RR using their
di fferent | oopback addresses respectively. The other two steps for
traffic differentiation are same as one described in the Dual - BGP

si nmpl e topol ogy usage case.

Wang, et al. Expi res Decenber 28, 2018 [ Page 4]



Internet-Draft PCE in Native | P Network June 2018

For the exanple shown in Fig.2, if we select the RI-R2-R4-R7 as the
dedi cated path, then we should set the explicit peer routes on these
routers respectively, pointing to the BGP next hop (I oopback
addresses of RL and R7, which are used to send the prefix of the

assured traffic) to the actual address of the physical |ink.
Fom e e e e e R3------mm oo +
SW------- lRl ------- R5- - R6------- |R7 -------- Swe
SRR SN S .

Fi g. 2 Dual - BGP Framework for |arge scal e network
5. Milti-BG for Extended Traffic Differentiation

In general situation, several additional traffic differentiation
criteria exist, including:

o Traffic that requires low latency links and is not sensitive to
packet | oss.

o Traffic that requires | ow packet | oss but can endure higher
| at ency.

o Traffic that requires lowest jitter path.
o Traffic that requires high bandw dth |inks

These different traffic requirenments can be summarized in the
foll owi ng tabl e:

Fom e - TSRS e e e o e e e e e oo - +
| Flow No. | Latency | Packet Loss | Jitter [
. . . S +
| 1 [ Low [ Nor mal [ Don’t care [
N T . . e +
| 2 | Nor mal | Low | Dont’t care |
Fom e - TSRS e e e o e e e e e oo - +
| 3 [ Nor mal [ Nor mal [ Low [
. . . S +

Table 1. Traffic Requirement Criteria

For Flow No.1, we can select the shortest distance path to carry the
traffic; for Flow No.2, we can select the idle links to formits end
to end path; for Flow No.3, we can let all the traffic pass one

single path, no ECVWP distribution on the parallel links is required.
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It is difficult and al nost inpossible to provide an end-to-end (E2E)
path with [atency, |atency variation, packet |oss, and bandwi dth
utilization constraints to nmeet the above requirenents in |large scale
| P-based network via the traditional distributed routing protocol

but these requirenents can be solved using the CCDR architecture
since the PCE has the overall network view, can collect real network
t opol ogy and network performance information about the underlying
networ k, select the appropriate path to neet the various network
performance requirenents of different traffic type

6. CCDR based framework for Milti-BGP strategy depl oynent

Wth the advent of SDN concepts towards pure |IP networks, it is
possi bl e now to acconplish the central and dynam c control of network
traffic according to the application s various requirenments. The
procedure to inplenment the dynam c depl oynent of Milti-BGP strategy
is the foll ow ng:

0 PCE gets topology and link utilization information fromthe
underlying network, calculate the appropriate |ink path upon
application’s requirenents.

0 PCE sends the key paraneters to edge/RR routers(Rl, R7 and R3 in
Fig.3) to build nulti-BGP peer relations and advertise different
prefixes via them

0 PCE sends the route information to the routers (R1L,R2, R4, R7 in
Fig.3) on forwarding path via PCEP, to build the path to the BGP
next - hop of the advertised prefixes.

o If the assured traffic prefixes were changed but the total vol une
of assured traffic does not exceed the physical capacity of the
previ ous end-to-end path, then PCE needs only change the rel ated
i nformati on on edge routers (RL, R7 in Fig.3).

o |If volunme of the assured traffic exceeds the capacity of previous
cal cul ated path, PCE nust recal cul ate the appropriate path to
acconmodat e t he exceeding traffic via sone new end-to-end physica
link. After that PCE needs to update on-path routers to build
such path hop by hop
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8.

+----+
khkkkhhkkkk kx4 PCE+*************
* +--F- 4 *
* / * \ *

* * *
PCEP* BGP- LS/ SNWP * PCEP
* * *

* * \ * /

\ x * \ */

15 R R3---commmm - *
| |

SW------- R1------- R5--------- R6------- R7-------- SwW

I I I I
| | | |
t----- - R2--------- R4-------- +

Fi g. 3 PCE based framework for Milti-BGP depl oynent
PCEP extension for key parameters delivery

The PCEP protocol needs to be extended to transfer the follow ng key
par ameters

0 BGP peer address and advertised prefixes.
0o Explicit route information to BGP next hop of advertised prefixes.

Once the router receives such information, it should establish the
BGP session with the peer appointed in the PCEP nessage, advertise
the prefixes that contained in the correspondi ng PCEP nessage, and
build the end to end dedi cated path hop by hop. Details of
communi cati ons between PCEP and BGP subsystenms in router’s contro
pl ane are out of scope of this draft and will be described in
separate draft [I-D.ietf-pce-pcep-extension-native-ip]

The reason why we sel ected PCEP as the sout hbound protocol instead of
OpenFlow, is that PCEP is suitable for the changes in control plane
of the network devices, there OpenFl ow dramatically changes the
forwarding plane. W also think that the |evel of centralization
that requires by QpenFlow is hardly achievable in nany today’'s SP
net wor ks so hybri d BGP+PCEP approach | ooks rmuch nore interesting.

Depl oyment Consi derati on

Wang, et al. Expi res Decenber 28, 2018 [ Page 7]



Internet-Draft PCE in Native | P Network June 2018

8.1. Scalability

In CCDR framework, PCE needs only to influence the edge routers for
the prefixes differentiation via the nulti-BGP deploynent. The route
informati on for these prefixes within the on-path routers were
distributed via the traditional BGP protocol. Unlike the solution
from BGP Fl owspec, the on-path router need only keep the specific
policy routes to the BGP next-hop of the differentiate prefixes, not
the specific routes to the prefixes thenselves. This can | essen the
burden fromthe table size of policy based routes for the on-path
routers, and has nore scalability when conparing with the solution
from BGP fl owspec or Openfl ow.

8.2. High Availability

CCDR framework is based on the traditional distributed |IP protocol

If the PCE failed, the forwarding plane will not be inpacted, as the
BGP session between all devices will not flap, and the forwarding
table will remain the same. |If one node on the optimal path is
failed, the assurance traffic will fall over to the best-effort
forwardi ng path. One can even design several assurance paths to |oad
bal ance/ hot standby the assurance traffic to neet the path failure
situation, as done in MPLS FRR

From PCE/ SDN-controller HA side we will rely on existing HA sol utions
of SDN controllers such as clustering.

8.3. Increnental depl oynent

Not every router within the network support will support the PCEP
extension that defined in [I-D.ietf-pce-pcep-extension-native-ip]
simul taneously. For such situations, router on the edge of sub
domai n can be upgraded first, and then the traffic can be assured
between different sub domains. Wthin each sub domain, the traffic
will be forwarded along the best-effort path. Service provider can
sel ectively upgrade the routers on each sub-donain in sequence.

9. Security Considerations

Sol ution described in this draft puts nore requirenents on the
function of PCE and its comuni cation with the underlay devices. The
PCE shoul d have the capability to calculate the | oop-free e2e path
upon the status of network condition and the service requirements in
real tine. The PCE need also to consider the router order during
depl oynent to elinmnate the possible transient traffic |oop
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10.

11.

This solution does not require the change of forward behavior on the
underl ay devices, then there will no additional security inpact for
t he devi ces.

When depl oy the solution on network, service provider should al so
consider nore on the protection of SDN controller and their

communi cati on with the underlay devices, which described in docunent
[ RFC5440] and [ RFC8253]

| ANA Consi derations
Thi s docunent does not require any | ANA acti ons.
Nor mati ve References

[1-D.ietf-pce-pcep-extension-native-ip]
Wang, A., Khasanov, B., Cheruathur, S., and C. Zhu, "PCEP
Extension for Native |IP Network", draft-ietf-pce-pcep-
extension-native-ip-00 (work in progress), June 2018.

[I-D.ietf-teas-native-ip-scenari os]
Wang, A., Huang, X., Qu, C, Huang, L., and K M, "CCDR
Scenario, Sinulation and Suggestion", draft-ietf-teas-
native-ip-scenari 0s-00 (work in progress), February 2018.

[I-D.ietf-teas-pcecc-use-cases]
Zhao, Q, Li, Z. , Khasanov, B., Ke, Z., Fang, L., Zhou,
C., Comunications, T., and A Rachitskiy, "The Use Cases
for Using PCE as the Central Controller(PCECC) of LSPs",
draft-ietf-teas-pcecc-use-cases-01 (work in progress), My
2017.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<https://ww. rfc-editor.org/info/rfc2119>.

[ RFC5440] Vasseur, JP., Ed. and JL. Le Roux, Ed., "Path Conputation
El ement (PCE) Conmuni cation Protocol (PCEP)", RFC 5440,
DO 10. 17487/ RFC5440, March 2009,
<https://ww.rfc-editor.org/info/rfc5440>.

[ RFC8253] Lopez, D., Conzalez de Dios, O, Wi, Q, and D. Dhody,
"PCEPS: Usage of TLS to Provide a Secure Transport for the
Pat h Comput ati on El ement Communi cati on Protocol (PCEP)",
RFC 8253, DA 10.17487/ RFC8253, Cctober 2017,
<https://ww.rfc-editor.org/info/rfc8253>.

Wang, et al. Expi res Decenber 28, 2018 [ Page 9]



Internet-Draft PCE in Native | P Network

June 2018

[ RFC8283] Farrel, A, Ed., Zhao, Q, E., Li, Z, and C. Zhou, "An
Architecture for Use of PCE and the PCE Communi cati on

Protocol (PCEP) in a Network with Central
<https://ww.rfc-editor.org/info/rfc8283>
Aut hors’ Addresses

Ai jun Wang

Chi na Tel ecom

Beiqgijia Town, Changping District
Beijing, Beijing 102209

Chi na

Emai | : wangaj . bri @hi nat el ecom cn

Quintin Zhao

Huawei Technol ogi es

125 Nagog Technol ogy Park
Acton, MA 01719

USA

Emai | : qui ntin. zhao@uawei . com

Bori s Khasanov

Huawei Technol ogi es
Moskovskiy Prospekt 97A
St. Petersburg 196084
Russi a

Emai | : khasanov. bori s@uawei . com

Huai no Chen
Huawei Technol ogi es

Bost on, MA
USA
Emai | : huai no. chen@uawei . com
Wang, et al. Expi res Decenber 28, 2018

Control ",
RFC 8283, DA 10.17487/ RFC8283, Decenber 2017,

[ Page 10]



Internet-Draft PCE in Native | P Network June 2018

Penghui M

Huawei Technol ogi es

Tower C of Bldg.2, Cdoud Park, No.2013 of Xuegang Road
Banti an, Longgang District, Shenzhen 518129

Chi na

Emai | : mi penghui @uawei . com

Raghavendra Mal | ya

Juni per Networks

1133 I nnovati on Vay

Sunnyval e, California 94089
USA

Emai | : rmal | ya@ uni per. net

Shaof u Peng

ZTE Corporation

No. 68 Zijinghua Road, Yuhuatai District
Nanjing 210012

Chi na

Emai | : peng. shaof u@te. comcn

Wang, et al. Expi res Decenber 28, 2018 [ Page 11]



